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#### Abstract

With the growing demand for information transport, networks and network architecture have grown increasingly vital. Nodes and the connections that connect them make up a communication network. When the communication network's nodes or links are destroyed, the network's efficiency reduces. If a network is modeled by a graph, then there are various graph theoretical parameters used to express the vulnerability of communication networks such as connectivity, integrity, weak integrity, neighbor integrity, hub integrity, domination integrity, toughness, tenacity etc. In this paper, we introduce a new vulnerability parameter known as an inverse domination integrity which is defined as $I D I(G)=\min _{S \subseteq V(G)}\{|S|+m(G-S)\}$, where $S$ is an inverse dominating set and $m(G-S)$ denotes the order of largest component of $G-S$. We derive few bounds of an inverse domination integrity of graphs. Also, we determine an inverse domination integrity of some families of graphs. Finally, we compute different types of measures of vulnerabilities of probabilistic neural network which are useful in classification and pattern recognition problems.
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## 1. Introduction

In this paper, we consider simple, finite, undirected graphs. Let $G$ be a graph with a vertex set $V(G)$ and an edge set $E(G)$ such that $|V(G)|=n$ and $|E(G)|=m$. The open neighbourhood of a vertex $u \in V(G)$ is defined as the set $N_{G}(u)$ consisting of all vertices $v$ which are adjacent with $u . N_{G}[u]=N(u) \cup\{u\}$ denotes the closed neighbourhood of $u$. The degree of a vertex $d_{G}(v)$ is the number of edges incident to it in $G$. We refer to Harary [21] for notations and terminologies not defined here.

Network designers place a premium on the stability of a communication network made of processing nodes (vertices) and communication links (edges). As linkages or nodes are lost, the network's effectiveness will deteriorate. As a result, communication networks should be built as stable as possible, not only in terms of preventing early damage, but

[^0]also in terms of possible network reformation. Many parameters have been introduced for the measurement of vulnerability. Some of them are connectivity, integrity, weak integrity, neighbor integrity, hub integrity, domination integrity, toughness, tenacity etc.
The connectivity of a graph $G$ is defined by
$$
\kappa(G)=\min _{S \subseteq V(G)}|S|,
$$
for which $G \backslash S$ is disconnected or trivial.
The concept of integrity was introduced by Barefoot et al. in [10] as a measure of the stability of a graph. The integrity of a graph $G$ is defined in [10] as
$$
I(G)=\min _{S \subseteq V(G)}\{|S|+m(G \backslash S)\}
$$
where $m(G \backslash S)$ denotes the order of the largest component of $G \backslash S$.
For more information about integrity refer to $[1,2,3,4,5,6,7,8,9,11,16,18,19,20]$. The weak integrity of a graph $G$ is defined in [23] as
$$
I_{w}(G)=\min _{S \subseteq V(G)}\left\{|S|+m_{e}(G \backslash S)\right\},
$$
where $m_{e}(G \backslash S)$ denotes the number of edges of the largest component of $G \backslash S$.
A vertex $u$ in $G$ is said to be subverted if the closed neighborhood $N[u]$ is deleted from $G$. A set of vertices $S=\left\{u_{1}, u_{2}, \ldots, u_{m}\right\}$ is called vertex subversion stratergy of $G$ if each of the vertices in $S$ has been subverted from $G$. Let $G \backslash S$ be the survival subgraph left when $S$ has been a vertex subversion stratergy of $G$. The vertex neighbor integrity [13, 14] of a graph $G, V N I(G)$, is defined as
$$
V N I(G)=\min _{S \subset V(G)}\{|S|+m(G \backslash S)\},
$$
where $S$ is any vertex subversion stratergy of $G$ and $m(G \backslash S)$ denotes the order of the largest component of $G \backslash S$.
Definition 1.1. [32] Let $H \subseteq V(G)$ and $x, y \in V(G)$. An $H$-path between $x$ and $y$ is a path where all intermediate vertices are from $H$. The set $H \subseteq V(G)$ is a hub set of $G$ if it has the property that, for any $x, y \in V(G) \backslash H$, there is an $H$-path in $G$ between $x$ and $y$. This includes the degenerate cases where the path consists of the single edge xy or a single vertex $x$ if $x=y$.

The concept of hub integrity was introduced by Sultan et al. [26] as a measure of the vulnerability of a graph. The hub integrity of a graph $G$ is defined in [26] as

$$
H I(G)=\min _{S \subseteq V(G)}\{|S|+m(G \backslash S)\},
$$

where $S$ is a hub set of $G$ and $m(G \backslash S)$ denotes the order of the maximum component of $G-S$.

Definition 1.2. [22] $A$ set $D$ of vertices in a graph $G$ is a dominating set of $G$ if every vertex in $V-D$ is adjacent to some vertex in $D$.

Sundareswaran and Swaminathan [27] defined the domination integrity of a graph. The domination integrity of a graph $G$ is defined as

$$
D I(G)=\min _{S \subseteq V(G)}\{|S|+m(G \backslash S)\},
$$

where $S$ is a dominating set of $G$ and $m(G \backslash S)$ denotes the order of the maximum component of $G-S$. For more information related to domination integrity refer to [29, 30].

The toughness of a graph was introduced by Chvátal [12]. The toughness of a graph $G$ is defined by

$$
t(G)=\min _{S \subseteq V(G)} \frac{|S|}{\omega(G \backslash S)}
$$

where $\omega(G \backslash S)$ denotes the number of components of $G-S$.
In [15], the tenacity of a graph $G$ is defined by

$$
T(G)=\min _{S \subseteq V(G)} \frac{|S|+m(G \backslash S)}{\omega(G \backslash S)}
$$

where $\omega(G \backslash S)$ denotes the number of components of $G \backslash S$ and $m(G \backslash S)$ denotes the order of the maximum component of $G \backslash S$.

Inverse domination is one of the important domination concepts and it was introduced by Kulli and Singarkatti [24] as follows.
Definition 1.3. [24] Let $D$ be a minimum dominating set in a graph $G=(V, E)$. If $V-D$ contains a dominating set $D^{-1}$ of $G$, then $D^{-1}$ is called an inverse dominating set with respect to $D$. The inverse domination number $\gamma^{-1}(G)$ of $G$ is the cardinality of a smallest inverse dominating set of $G$. A $\gamma^{-1}$-set is a minimum inverse dominating set.

The following results are useful to prove our main results.
Proposition 1.1. [24] If a graph $G$ has no isolated vertices, then $\gamma(G) \leq \gamma^{-1}(G)$.
Theorem 1.1. [24] If $a(n, m)$ graph $G$ has no isolated vertices, then $\frac{2 n-m}{3} \geq \gamma^{-1}(G)$.
Proposition 1.2. [24] For any path $P_{n}$ with $n$ vertices,

$$
\gamma^{-1}\left(P_{n}\right)= \begin{cases}\left\lceil\frac{n}{3}\right\rceil+1, & \text { if } n \equiv 0(\bmod 3) \\ \left\lceil\frac{n}{3}\right\rceil, & \text { otherwise }\end{cases}
$$

Proposition 1.3. [24] For a cycle $C_{n}$ with $n$ vertices, $\gamma^{-1}\left(C_{n}\right)=\left\lceil\frac{n}{3}\right\rceil$.
Proposition 1.4. [28] Let $G$ be a connected graph. Then $I(G) \leq D I(G)$.

## 2. Inverse domination integrity of graphs

We introduce a new measure of vulnerability of a graph $G$ and it is called an inverse domination integrity.
Definition 2.1. The inverse domination integrity of a graph $G$ is defined as $I D I(G)=$ $\min _{S \subseteq V(G)}\{|S|+m(G \backslash S)\}$, where $S$ is an inverse dominating set of $G$ and $m(G \backslash S)$ denotes the order of the maximum component of $G \backslash S$. Any set $S \subseteq V(G)$ with property that $|S|+m(G \backslash S)=I D I(G)$ is called as an IDI-set of $G$.

If the integrity and domination integrity values of two graphs are the same, these factors are insufficient to distinguish them. As a result, a new parameter is required to distinguish these graphs. Then, the following questions arise: How can a network designer determine which network is more stable than the other? Is the inverse domination integrity a vulnerability parameter that compare these graphs in resistance? Let's have a look at this with a basic comparison of two graphs. Assume that $G$ and $H$ are graphs with same order as follows in Fig. 1.

For $G$ and $H, I(G)=I(H)=3$ and $D I(G)=D I(H)=3$. So, integrity and domination integrity do not distinguish between $G$ and $H$. The inverse domination integrity values of these graphs are computed as follows.


Figure 1. Two graphs $G$ and $H$.
Consider $S_{1}=\left\{a_{1}, a_{3}, a_{5}, a_{6}\right\}$ as an inverse dominating set of $G$ and $m\left(G-S_{1}\right)=1$. So, $I D I(G)=5$.

Consider $S_{2}=\left\{b_{1}, b_{2}, b_{3}, b_{5}\right\}$ as an inverse dominating set of $H$ and $m\left(G-S_{2}\right)=2$. So, $I D I(H)=6$.

For $G$ and $H, I D I(G)=5$ and $I D I(H)=6$. So, it can be said that $H$ is more stable than $G$. Then, an inverse domination integrity is a suitable measure of vulnerability which distinguishes between these graphs.

In this section, we obtain the inverse domination integrity of graphs.
Observation 2.1. For any graph $G$ without isolated vertices, $\operatorname{IDI}(G)>\gamma^{-1}(G)$.
Proposition 2.1. For any graph $G$ without isolated vertices, $I(G) \leq D I(G) \leq I D I(G)$.
By Proposition 1.4, $I(G) \leq D I(G)$. By Proposition 1.1, we know that $\gamma(G) \leq \gamma^{-1}(G)$, then $D I(G) \leq I D I(G)$. Therefore, $I(G) \leq D I(G) \leq I D I(G)$.
Proposition 2.2. For any graph $G$ without isolated vertices, $I D I(G)>\gamma(G)$
Proof. Since $I D I(G)>\gamma^{-1}(G)$ and by Proposition 1.1, $\gamma^{-1}(G) \geq \gamma(G)$. Hence $I D I(G)>$ $\gamma(G)$
Observation 2.2. $2 \leq I D I(G) \leq n . I D I(G)=2$, if and only if $G=K_{2}$. If $G \neq K_{2}$, then $3 \leq I D I(G) \leq n$.
Theorem 2.1. Let $G$ be a graph of order $n \geq 2$ with no isolated vertices. Then $I D I(G) \geq$ $\gamma^{-1}(G)+1$
Proof. Let $G$ be a graph of order $n \geq 2$ with no isolated vertices and $S$ be a $\gamma^{-1}$-set of $G$. So, $|S|=\gamma^{-1}(G)$ and $m(G-S) \geq 1$. Then

$$
\begin{aligned}
\operatorname{IDI}(G)= & \min _{S \subseteq V(G)}\{|S|+m(G-S)\} \\
& \geq \min \left\{\gamma^{-1}(G)+1\right\} \\
& \geq \gamma^{-1}(G)+1
\end{aligned}
$$

Theorem 2.2. Let every nonend vertex of a tree $T$ be adjacent to atleast two end vertices, then $\operatorname{IDI}(T)=n$

Proof. If every nonend vertex of $T$ is adjacent to at least two end vertices, then the set of all nonend vertices is a minimum dominating set and the set of all end vertices is a minimum inverse dominating set. Let $D$ and $D^{-1}$ denote the minimum dominating and inverse dominating sets, respectively. So, $|S|=|V \backslash D|$ and $m(G \backslash S)=|D|$. Therefore, $I D I(G)=|V \backslash D|+|D|=n$

Theorem 2.3. For any graph $G$ order $n$ containing no isolated vertices, if $I D I(G)=n$, then $\operatorname{diam}(G) \leq 2$.

Proof. Let $G$ be a graph of order $n$ such that it contains no isolated vertices. Assume that $\operatorname{diam}(G) \geq 3$, then $G$ contains a path $P_{4}$. Thus, $I D I(G) \leq n-1$ which is a contradiction. Hence, $\operatorname{diam}(G) \leq 2$.
Proposition 2.3. For any complete graph $K_{n}(n \geq 2), I D I\left(K_{n}\right)=n$.
Proof. Let $V\left(K_{n}\right)=\left\{x_{1}, x_{2}, \ldots, x_{n}\right\}$ and $S \subseteq V\left(K_{n}\right)$ is an inverse dominating set of complete graph $K_{n}(n \geq 2)$. The only minimum dominating set of $K_{n}$ is any one vertex of $K_{n}$ that is $D=\left\{x_{1}\right\}$. Since $K_{n}$ is a complete graph, $S=\left\{x_{2}, x_{3}, \ldots, x_{i}\right\}$ for any $i, 2 \leq i \leq n$ so that $|S|=i-1$. Correspondingly, $m\left(K_{n}-S\right)=n-i+1$ and hence $\operatorname{IDI}\left(K_{n}\right)=n$.

Proposition 2.4. For any path $P_{n}$ with $n \geq 3$,

$$
I D I\left(P_{n}\right)= \begin{cases}\left\lceil\frac{n}{3}\right\rceil+3, & \text { if } n \equiv 0(\bmod 3) \\ \left\lceil\frac{n}{3}\right\rceil+2, & \text { otherwise } .\end{cases}
$$

Proof. Let $P_{n}$ be any path $n \geq 3$. From Proposition 1.2, it is known that $\gamma^{-1}\left(P_{n}\right)=\left\lceil\frac{n}{3}\right\rceil+1$ if $n \equiv 0(\bmod 3)$ and $\gamma^{-1}\left(P_{n}\right)=\left\lceil\frac{n}{3}\right\rceil$ if $n \not \equiv 0(\bmod 3)$. For any minimum inverse dominating set $S$ of $P_{n}, m\left(P_{n} \backslash S\right)=2$. Therefore, $I D I\left(P_{n}\right) \leq \gamma^{-1}\left(P_{n}\right)+2$. If $X$ is any inverse dominating set of $P_{n}$, then $|X|+m\left(P_{n} \backslash X\right) \geq \gamma^{-1}\left(P_{n}\right)+2$. Hence the proof.
Proposition 2.5. For any cycle $C_{n}, n \geq 4$

$$
I D I\left(C_{n}\right)= \begin{cases}3, & \text { if } n=4 \\ \left\lceil\frac{n}{3}\right\rceil+2, & \text { if } n \geq 5\end{cases}
$$

Proof. Let $C_{n}$ be any cycle $n \geq 4$.
Case 1. Suppose $n=4$. Let $S$ be an inverse dominating set of $C_{4} .|S|=\beta_{0}\left(C_{4}\right)=2$ and $m\left(C_{4} \backslash S\right)=1$. Therefore, $I D I\left(C_{4}\right)=3$.
Case 2. From Proposition 1.3, it is known that $\gamma^{-1}\left(C_{n}\right)=\left\lceil\frac{n}{3}\right\rceil$ if $n \geq 5$. For any minimum invesre dominating set $S$ of $C_{n}, m\left(C_{n}-S\right)=2$. Therefore, $\operatorname{IDI}\left(C_{n}\right) \leq \gamma^{-1}\left(C_{n}\right)+2$. If $X$ is any inverse dominating set of $C_{n}$, then $|X|+m\left(C_{n} \backslash X\right) \geq \gamma^{-1}\left(C_{n}\right)+2$. Hence the proof.
Proposition 2.6. For any complete bipartite graph $K_{a, b}$ with $2 \leq a \leq b$,

$$
I D I\left(K_{a, b}\right)=a+b
$$

Proof. Let $V\left(K_{a, b}\right)=V_{1} \cup V_{2}$, where $V_{1}=\left\{x_{1}, x_{2}, \ldots, x_{a}\right\}$ and $V_{2}=\left\{y_{1}, y_{2}, \ldots, y_{b}\right\}$. It is easy to say that $I D I\left(K_{2,2}\right)=3$. Let us consider the other case except $a=b=2$. The minimum dominating set of a complete bipartite graph contains one vertex from $V_{1}$ and another vertex from $V_{2}$. Then $S_{i}=\left\{x_{2}, \ldots, x_{a}, y_{2}, \ldots, y_{b}\right\}$ contains an inverse dominating set of $K_{a, b}$. If $\left|S_{i}\right|=k$, then $m\left(K_{a, b} \backslash S_{i}\right)=a+b-k$ and hence $\operatorname{IDI}\left(K_{a, b}\right)=a+b$.
Proposition 2.7. For the star graph $K_{1, b}, \operatorname{IDI}\left(K_{1, b}\right)=b+1$,
Proof. Let $V\left(K_{1, b}\right)=\left\{x_{1}, x_{2}, \ldots, x_{b}\right\}$ and $d\left(x_{1}\right)=\Delta\left(K_{1, b}\right) . \quad D=\left\{x_{1}\right\}$ is a minimum dominating set and $S=\left\{V\left(K_{1, b}\right) \backslash\left\{x_{1}\right\}\right\}$ is an inverse dominating set. No proper subset of $S$ is an inverse dominating set. So, $|S|=b$ and $m\left(K_{1, b} \backslash S\right)=1$. Thus, $I D I\left(K_{1, b}\right)=1+b$. Therefore, $\operatorname{IDI}\left(K_{1, b}\right)=b+1$.
Proposition 2.8. For the wheel graph $W_{n}(n \geq 4), I D I\left(W_{n}\right)=n$.
Proof. Let $x$ be the central vertex of a wheel and $V\left(W_{n}\right)=\left\{x, y_{1}, y_{2}, \ldots, y_{n-1}\right\} . D=\{x\}$ is a minimum dominating set and $S=\left\{V\left(W_{n}\right) \backslash\{x\}\right\}$ is an inverse dominating set. No proper subset of $S$ is an inverse dominating set. So, $|S|=n-1$ and $m\left(W_{n} \backslash S\right)=1$. Thus, $\operatorname{IDI}\left(W_{n}\right)=n$.

## 3. VULNERABILITY MEASURES IN PROBABILISTIC NEURAL NETWORK

A probabilistic neural network ( $\operatorname{PNN}(\mathrm{n}, \mathrm{k}, \mathrm{m})$ ) is a feedforward neural network, which is widely used in classification and pattern recognition problems. In the $\operatorname{PNN}(\mathrm{n}, \mathrm{k}, \mathrm{m})$ algorithm, the parent probability distribution function (PDF) of each class is approximated by a Parzen window and a non-parametric function. Then, using PDF of each class, the class probability of a new input data is estimated and Bayes' rule is then employed to allocate the class with highest posterior probability to new input data. By this method, the probability of mis-classification is minimized. This type of artificial neural network (ANN) was derived from the Bayesian network and a statistical algorithm called Kernel Fisher discriminant analysis. It was introduced by D.F. Specht in 1966. In a PNN(n, k, m ), the operations are organized into a multilayered feedforward network with four layers: namely, Input layer, Pattern layer, Summation layer and Output layer.


Input( $n$ nodes) $\quad$ Hidden ( $k$ class, each class has $m$ nodes)
Figure 2. The probabilistic neural network PNN[4, 2, 3].

Theorem 3.1. Let $P N N(n, k, m)$ be the probabilistic neural network. Then

$$
\kappa(P N N(n, k, m))=\min \{n, m k\} .
$$

Proof. Let $P N N(n, k, m)$ be the probabilistic neural network. There are two cases to choose the set $S$.
Case 1. Choose set $S$ in such a way that it should contain all the vertices in input layer of $\operatorname{PNN}(n, k, m)$. So, $|S|=n$. The removal of the vertices of set $S$ from $\operatorname{PNN}(n, k, m)$ results in $k$ disconnected star graphs each of order $m+1$.
Case 2. Let $S \subset V(P N N(n, k, m))$ be a set containing all the vertices of hidden layer.

So, $|S|=m k$. The removal of vertices from $P N N(n, k, m)$ leaves a totally disconnected graph with $n+k$ vertices.
Combining the above two cases we get, $\kappa(P N N(n, k, m))=\min \{n, m k\}$.
Theorem 3.2. Let $P N N(n, k, m)$ be the probabilistic neural network. Then

$$
I(P N N(n, k, m))=\min \{n+m+1, m k+1\}
$$

Proof. Let $\operatorname{PNN}(n, k, m)$ be the probabilistic neural network. There are two cases to choose the set $S$.
Case 1. Choose set $S$ in such a way that it should contain all the vertices in input layer of $P N N(n, k, m)$. So, $|S|=n$. The deletion of the vertices of set $S$ from $P N N(n, k, m)$ results in $k$ disconnected star graphs each of order $m+1$. So, $m(P N N(n, k, m) \backslash S)=m+1$. $|S|+m(P N N(n, k, m) \backslash S)$ is minimum for above chosen $S$.
Case 2. Let $S \subset V(P N N(n, k, m))$ be a set containing all the vertices of hidden layer. So, $|S|=m k$. The removal of vertices from $P N N(n, k, m)$ leaves a disconnected graph with $n+k$ vertices. Hence, $m(P N N(n, k, m) \backslash S)=1$. Therefore, $|S|+m(P N N(n, k, m) \backslash S)=$ $m k+1$ is minimum for above set $S$.
Combining the above two cases we get, $I(P N N(n, k, m))=\min \{n+m+1, m k+1\}$.
Theorem 3.3. Let $P N N(n, k, m)$ be the probabilistic neural network. Then

$$
V N I(P N N(n, k, m))=2
$$

Proof. Let $S$ be a subversion stratergy of $V(P N N(n, k, m))$. Choose any one vertex from input layer, $|S|=1$. If we remove the set $S$ and all its adjacent vertices, then there exist $n-1+k$ components which are of order 1 . So, $\operatorname{VNI}(P N N(n, k, m))=2$.

Theorem 3.4. Let $P N N(n, k, m)$ be the probabilistic neural network. Then

$$
H I(P N N(n, k, m))=m k+1
$$

Proof. Let $P N N(n, k, m)$ be the probabilistic neural network. The set of vertices in hidden layer of $P N N(n, k, m)$ forms a hub set S , it follows that $|S|=m k$. The removal of $S$ from $P N N(n, k, m)$ results a disconnected graph. Therefore, $\operatorname{HI}(P N N(n, k, m) \backslash S)=$ $m k+1$.

Theorem 3.5. Let $P N N(n, k, m)$ be the probabilistic neural network. Then

$$
D I(P N N(n, k, m))=\min \{n+k+1, m k+1\}
$$

Proof. Let $P N N(n, k, m)$ be the probabilistic neural network. There are two cases to choose the set $S$.
Case 1. Choose set $S$ in such a way that it should contain all the vertices in input layer and output layer of $P N N(n, k, m)$, which is a dominating set of $P N N(n, k, m)$. So, $|S|=n+k$. The deletion of the vertices of set $S$ from $P N N(n, k, m)$ results in disconnected graphs each of order 1. So, $m(P N N(n, k, m) \backslash S)=1 .|S|+m(P N N(n, k, m) \backslash S)$ is minimum for above chosen $S$.
Case 2. Let $S \subset V(P N N(n, k, m))$ be a set containing all the vertices of hidden layer which is a dominating set for $P N N(n, k, m)$. So, $|S|=m k$. The removal of vertices from $P N N(n, k, m)$ leaves a disconnected graph. Hence, $m(P N N(n, k, m) \backslash S)=1$. Therefore, $|S|+m(P N N(n, k, m) \backslash S)=m k+1$ is minimum for above set $S$.
Combining the above two cases we get, $D I(P N N(n, k, m))=\min \{n+k+1, m k+1\}$.
Theorem 3.6. Let $P N N(n, k, m)$ be the probabilistic neural network. Then

$$
I_{w}(P N N(n, k, m))=\min \{n+m, m k\}
$$

Proof. Let $P N N(n, k, m)$ be the probabilistic neural network. There are two cases to choose the set $S$.
Case 1. Choose set $S$ in such a way that it should contain all the vertices in input layer of $P N N(n, k, m)$. So, $|S|=n$. The deletion of the vertices of set $S$ from $P N N(n, k, m)$ results in disconnected graph each of size $m$. So, $m_{e}(P N N(n, k, m) \backslash S)=m .|S|+$ $m(P N N(n, k, m) \backslash S)$ is minimum for above chosen $S$.
Case 2. Let $S \subset V(P N N(n, k, m))$ be a set containing all the vertices of hidden layer of $P N N(n, k, m)$. So, $|S|=m k$. The removal of vertices from $P N N(n, k, m)$ leaves a disconnected graph each of size 0 . Hence, $m(P N N(n, k, m) \backslash S)=0$. Therefore, $|S|+$ $m(P N N(n, k, m) \backslash S)=m k$ is minimum for above set $S$.
Combining the above two cases we get, $I_{w}(P N N(n, k, m))=\min \{n+m, m k\}$.
Theorem 3.7. Let $P N N(n, k, m)$ be the probabilistic neural network. Then

$$
t(P N N(n, k, m))=\min \left\{\frac{n}{k}, \frac{m k}{n+k}\right\}
$$

Proof. Let $P N N(n, k, m)$ be the probabilistic neural network. There are two cases to choose the set $S$.
Case 1. Choose set $S$ in such a way that it should contain all the vertices in input layer of $P N N(n, k, m)$. So, $|S|=n$. The removal of $S$ from $P N N(n, k, m)$ results in disconnected graph where number of components is $k$. So, $\omega(P N N(n, k, m) \backslash S)=k \cdot \frac{|S|}{\omega(P N N(n, k, m) \backslash S)}$ is minimum for above chosen $S$.
Case 2. Let $S$ be a set containing all the vertices of hidden layer of $P N N(n, k, m)$. So, $|S|=m k$. The removal of vertices from $P N N(n, k, m)$ results in a disconnected graph where number of components is $n+k$. Hence, $\omega(P N N(n, k, m) \backslash S)=n+k$. $\frac{|S|}{\omega(P N N(n, k, m) \backslash S)}$ is minimum for above chosen $S$.
Combining the above two cases we get, $t(P N N(n, k, m))=\min \left\{\frac{n}{k}, \frac{m k}{n+k}\right\}$.
Theorem 3.8. Let $P N N(n, k, m)$ be the probabilistic neural network. Then

$$
T(P N N(n, k, m))=\min \left\{\frac{n+m+1}{k}, \frac{m k+1}{n+k}\right\}
$$

Proof. Let $P N N(n, k, m)$ be the probabilistic neural network. There are two cases to choose the set $S$.
Case 1. Choose set $S$ in such a way that it should contain all the vertices in input layer of $P N N(n, k, m)$. So, $|S|=n$. The deletion of the vertices of set $S$ from $P N N(n, k, m)$ results in $k$ disconnected star graphs each of order $m+1$. So, $m(P N N(n, k, m) \backslash S)=m+1$ and $\omega(P N N(n, k, m) \backslash S)=k . \frac{|S|+m(P N N(n, k, m) \backslash S)}{\omega(P N N(n, k, m) \backslash S}$ is minimum for above chosen $S$.
Case 2. Let $S \subset V(P N N(n, k, m))$ be a set containing all the vertices of hidden layer. So, $|S|=m k$. The removal of vertices from $P N N(n, k, m)$ leaves a disconnected graph with $n+k$ vertices. Hence, $m(P N N(n, k, m) \backslash S)=1$ and $\omega(P N N(n, k, m) \backslash S)=n+k$. Therefore, $\frac{|S|+m(P N N(n, k, m) \backslash S)}{\omega(P N N(n, k, m)) \backslash S}$ is minimum for above set $S$.
Combining the above two cases we get, $T(P N N(n, k, m))=\min \left\{\frac{n+m+1}{k}, \frac{m k+1}{n+k}\right\}$.
Theorem 3.9. Let $P N N(n, k, m)$ be the probabilistic neural network. Then

$$
I D I(P N N(n, k, m))= \begin{cases}n+k+m, & \text { if } m k \leq n+k \\ m k+1, & \text { if } m k>n+k\end{cases}
$$

Proof. Let $\operatorname{PNN}(n, k, m)$ be the probabilistic neural network. There are two cases to choose the set $S$.
Case 1. Suppose $m k \leq n+k$. Let $D$ be a minimum dominating set which consists of all the vertices of hidden layer. So, choose set $S$ in such a way that it should contain all the vertices in input layer and output layer of $P N N(n, k, m)$, which is an inverse dominating set of $P N N(n, k, m)$. So, $|S|=n+k$. The deletion of the vertices of set $S$ from $P N N(n, k, m)$ results in totally disconnected graphs of order 1. So, $m(P N N(n, k, m) \backslash S)=1 .|S|+m(P N N(n, k, m) \backslash S)$ is minimum for above chosen $S$. Thus, $\operatorname{IDI}(\operatorname{PNN}(n, k, m))=n+k+1$ if $m \leq n+k$.
Case 2. Suppose $m k>n+k$. Choose set $D$ in such a way that it should contain all the vertices in input layer and output layer of $\operatorname{PNN}(n, k, m)$, which is a minimum dominating set of $P N N(n, k, m)$. Let $S \subset V(P N N(n, k, m))$ be a set containing all the vertices of hidden layer which is a dominating set for $P N N(n, k, m)$. So, $|S|=m k$. The removal of vertices from $\operatorname{PNN}(n, k, m)$ leaves a totally disconnected graph. Hence, $m(P N N(n, k, m) \backslash S)=1$. Therefore, $|S|+m(P N N(n, k, m) \backslash S)=m k+1$ is minimum for above set $S$. Thus, $\operatorname{IDI}(P N N(n, k, m))=m k+1$ if $m>n+k$.

## 4. Conclusions

In this paper, we have introduced the inverse domination integrity, a new measure of network vulnerability. We have computed the inverse domination integrity of standard class of graphs. Also, we have studied some properties and bounds for inverse domination integrity. The probabilistic neural network is taken to model the network system and the vulnerability parameter values of them reveal how network can be made more stable than the earlier. These results can help the network designers to choose a suitable topology for the network. This study can be very useful in the investigation of complex network robustness.

## References

[1] Aytaç, A. and Çelik, S., (2008), Vulnerability: Integrity of a middle graph, Selçuk J. Appl. Math., 9(1), pp. 49-60.
[2] Atici, M. and Kirlangiç, A., (2000), Counter examples to the theorems of integrity of prism and ladders, J. Combin. Math. Combin. Comp., 34, pp. 119-127.
[3] Atici, M., Crawford, R. and Ernst, C., (2004), New upper bounds for the integrity of cubic graphs, Int. J. Comput. Math., 81(11) pp. 1341-1348.
[4] Bagga, K. S., Beineke, L. W., Lipman, M. J. and Pippert, R. E., (1989), The integrity of the prism (Preliminary Report), Abstracts Amer. Math. Soc., 10, pp. 12.
[5] Bagga, K. S., Beineke, L. W., Goddard, W. D., Lipman, M. J., and Pippert, R. E., (1992), A survey of integrity, Discrete Appl. Math. 37, pp. 13-28.
[6] Basavanagoud, B., Jakkannavar, P. and Cangul, I. N., (2020), Integrity on quasi-total graphs, Proceedings of the Jangjeon Mathematical Society, 4(23), 626-639.
[7] Basavanagoud, B., Policepatil, S. and Jakkannavar, P., (2021), Integrity of graph operations, Trans. Comb., 10(3), 171-185.
[8] Basavanagoud, B., Jakkannavar, P. and Policepatil, S., (2021), Integrity of total transformation graphs, Electron. J. Graph Theory Appl., 9(2), 309-329.
[9] Basavanagoud, B. and S. Policepatil, (2021), Integrity of wheel related graphs, Punjab University Journal of Mathematics, 53(5), 329-336.
[10] Barefoot, C. A., Entringer, R. and Swart, H C., (1987), Vulnerability in graphs - A comparitive survey, J. Combin. Math. Combin. Comput., 1, pp. 13-21.
[11] Barefoot, C. A., Entringer, R. and Swart, H C., (1987), Integrity of trees and powers of cycles, Congr. Numer., 58, pp. 103-114.
[12] Chvátal, V., Tough graphs and hamiltonian circuits, (1973), Discrete Math., 5, 215-228.
[13] Cozzens, M. B., (1994), Stability measures and data fusion networks, Graph Theory Notes of New York XXVI, 8-14.
[14] Cozzens, M. B. and Wu, S. Y., (1996), Vertex neighbor integrity of trees, Ars Combinatoria, 43, 169-180.
[15] Cozzens, M., Moazzami, D. and Stueckle, S., (1995) The tenacity of a graph, Proc. Seventh International Conf. on the Theory and Application of Graphs, Wiley, New York, 1111-1122.
[16] Dündar, P. and Aytaç, A., (2004), Integrity of total graphs via certain parameters, Math. Notes, 76(5) pp. 665-672.
[17] Gallian, J. A., A dynamic survey of graph labeling, Electron. J. Combin. \#DS6, 2018.
[18] Goddard, W., (1989), On the vulnerability of graphs, Ph.D. Thesis, University of Natal, Durban, S.A.
[19] Goddard, W. D. and Swart, H. C., (1988), On the integrity of combinations of graphs, J. Combin. Math. Combin. Comp., 4, pp. 3-18.
[20] Goddard W. D. and Swart, H. C., (1990), Integrity in graphs: Bounds and basics, J. Combin. Math. Combin. Comp., 7, pp. 139-151.
[21] Harary, F., (1969), Graph Theory, Addison-Wesley, Reading mass.
[22] Haynes, T. W., Hedetimiemi, S. T. and Slater, P. J., (1998), Fundamentals of domination in graphs, Morcel Dekker Inc.
[23] Kirlangic, A., (2003), On the weak-integrity of graphs, Journal of Mathematical Modelling and Algorithms, 2, 81-95.
[24] Kulli, V. R. and Sigarkanti, S. C., (1991), Inverse domination in graphs, Nat. Acad. Sci. Lett., 14, 473-475.
[25] Mahde, S. S., Veena, M. and Sahal, A. M., (2015), Hub integrity of graphs, Bulletin of International Mathematical Virtual Institute, 5, 57-64.
[26] Mahde, S. S., Veena, M., (2017), Hub integrity of splitting graph and duplication of graph elements, TWMS J. App. Math., 6(2), 289-297.
[27] Sundareswaran, R. and Swaminathan, V., (2009), Domination integrity in graphs, Proceedings of International Conference on Mathematical and Experimental Physics, Prague, $3-8$ August 46-57.
[28] Sundareswaran, R., Parameters of vulnerability in graphs, Ph.D. Thesis. Rajalakshmi Engineering College, Thandalam, Chennai, (2010) 207p.
[29] Sundareswaran, R. and Swaminathan, V., (2015), Computational complexity of domination integrity in graphs, TWMS J. App. Math., 5(2), 214-218.
[30] Vaidya, S. K., Shah, N. H., (2014), Domination integrity of total graphs, TWMS J. App. Math., 4, 117-126.
[31] Vince, A., (2004), The integrity of a cubic graph, Discrete Appl. Math., 140, pp. 223-239.
[32] Walsh, M., (2006), The hub number of graphs, International Journal of Mathematics and Computer Science, 1, 117-124.

B. Basavanagoud is a professor in the Department of Mathematics, Karnatak University, Dharwad, India. He was chairman of the department for two terms, 2010-2012 and 2016-2018. He completed several research projects and organized national/international conferences and guided M. Phil and Ph. D students. He was an Academic Council member of Karnatak University Dharwad (2017-2019). He is also life member for several academic bodies.


Shruti Policepatil received her M. Sc. degree from Karnatak University, Dharwad in 2016. Currently, she is pursuing her Ph. D. in Graph Theory under the supervision of Dr. B. Basavanagoud, Department of studies in Mathematics, Karnatak University, Dharwad, Karnataka, India.


[^0]:    ${ }^{1}$ Department of Mathematics, Karnatak University, Dharwad, 580 003, Karnataka, India. e-mail: b.basavanagoud@gmail.com; bbasavanagoud@kud.ac.in. ORCID: https://orcid.org/0000-0002-6338-7770.

    * Corresponding author. e-mail: shrutipatil300@gmail.com; ORCID: https://orcid.org/0000-0001-7728-7896.
    § Manuscript received: Month Day, Year; accepted: Month Day, Year. TWMS Journal of Applied and Engineering Mathematics, Vol.14, No. 1 © Işık University, Department of Mathematics, 2024; all rights reserved.

