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Abstract: The aggregation of operational active and reactive power flexibilities as the feasible
operation region (FOR) is a main component of a hierarchical multi-voltage-level grid control
as well as the cooperation of transmission and distribution system operators at vertical system
interconnections. This article presents a new optimization-based aggregation approach, based on a
modified particle swarm optimization (PSO) and compares it to non-linear and linear programming.
The approach is to combine the advantages of stochastic and optimization-based methods to achieve
an appropriate aggregation of flexibilities while obtaining additional meta information during the
iterative solution process. The general principles for sampling an FOR are introduced in a survey
of aggregation methods from the literature and the adaptation of the classic optimal power flow
problem. The investigations are based on simulations of the Cigré medium voltage test system
and are divided into three parts. The improvement of the classic PSO algorithm regarding the
determination of the FOR are presented. The most suitable of four sampling strategies from the
literature is identified and selected for the comparison of the optimization methods. The analysis of
the results reveals a better performance of the modified PSO in sampling the FOR compared to the
other optimization methods.

Keywords: TSO/DSO-cooperation; DSO/DSO-cooperation; aggregation of flexibilities; feasible
operation region; active distribution grid; hierarchical grid control; optimization-based sampling;
PQ-flexibility area; equivalent PQ-capability; PQ-flexibility map

1. Introduction
1.1. Motivation

The transition of the electrical power system leads to a massive integration of de-
centralized energy resources (DER), primarily in the distribution system level. Thereby,
the conventional energy supply by thermal power plants at the transmission system level
are substituted through decentralized, controllable and flexible converter-coupled system
elements (e.g., DER) at the distribution system level. The vertical power flows become
increasingly volatile depending on the load situation and availability of primary energy.
Therefore, the transmission system operators (TSO) are confronted by new challenges
to guarantee a safe and reliable system operation in the future, including new opera-
tional efforts due to the shift of ancillary service potentials to the distribution system level.
Measures like grid expansions or the integration of new flexibilities at the transmission
grid (e.g., synchronous condenser) are expensive. To avoid this, another option is the coor-
dinated interaction of TSO and distribution system operators (DSO) [1]. This TSO/DSO
cooperation is enabled by an advanced monitoring of the current grid states and the control
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of distributed flexibilities (e.g., reactive power supply of wind turbines, load manage-
ment) through the continuous integration of information- and communication technology
(ICT) [2]. The previous passive distribution system level with limited flexibilities within
the operational management of the DSO transforms to an active distribution system level
with a variety of control options. The utilization of the distributed flexibilities also leads
to a change of the vertical active and reactive power flows. Therefore, flexibilities that are
located at the distribution system can potentially be used for the operational management
of the TSO [3].

In the recent years the ENTSO-E [4–8] and Cigré [9] are focused increasingly on the
topic of TSO/DSO cooperation to provide a maximum of assured flexibility potentials
from the distribution to the transmission system level. Thereby, the first step is to include
the distributed flexibility potentials at the day-ahead or intraday operational planning
of the TSO while avoiding a conflicting or counter-acting use of flexibilities. For this
vertical supply of ancillary services, a suitable multi-voltage-level grid control concept
needs to be developed, defining the interactions and communication between the TSO
and DSO. Hierarchical grid control concepts are an opportunity besides currently not
achievable central or fully-distributed grid control concepts (e.g., system operator responsi-
bilities, regulatory frameworks, big data, privacy aspects, ICT integration). A taxonomy
and overview of hierarchical, also known as vertical-distributed, TSO/DSO coordination
schemes are provided in [10,11], respectively. Hierarchical grid control concepts consider
the conventional separation of the operational management of the system operators [12].
TSO/DSO interactions are based on a feasible operation region (FOR) (see left side of
Figure 1, also known as active and reactive power (PQ) flexibility area, equivalent PQ-
capability, PQ-flexibility map), which represents the aggregated flexibility potentials for
the adaptation of the vertical active and reactive power flows (Pvert, Qvert) at the TSO/DSO
interconnections [13]. The FOR is determined by the DSO under consideration of the
current grid state to guarantee a compliance of technical constraints (e.g., voltage limits,
thermal capacity of lines and transformers). Operational degrees of freedom are flexibility
providing units (FPU, see right side of Figure 1) of the DSO (e.g., on-load tap changing
(OLTC) transformer, compensation systems) as well as distributed flexibility potentials
(e.g., controllable loads, DER). The FOR can be integrated in the operational management
of the TSO as an additional reactive and active power flexibility while the compliance of a
certain set-point (Pvert,sp, Qvert,sp) and the coordination of the distributed flexibility supply
are performed by the DSO [14]. Thereby, the complexity of multi-voltage-level grid control
is reduced and the individual interests of the DSO and the stakeholder of the FPU can be
considered, e.g., by a monetarization of the FOR area.
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Figure 1. Aggregation of DSO flexibilities for the TSO by a FOR at the TSO/DSO interface.
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Various methods for the determination of the FOR are introduced in literature. In ad-
dition, the application of the approach at the DSO/DSO interface in the context of a
DSO/DSO cooperation and thus, an extension of the hierarchical multi-voltage-level grid
control concept to the overall system are discussed.

1.2. Related Work

The approach of describing the flexibility potential at the TSO/DSO interface by a
PQ-plane was first described in [15]. A Monte-Carlo simulation is performed based on a
variety of random control scenarios by assigning set-values from an uniform distribution
for each active and reactive power flexibility capable device [15]. The vertical active
and reactive power flows at the TSO/DSO interface are determined by a power flow
calculation for each scenario. The resulting point cloud at the PQ-plane specifies the
FOR. Control scenarios, which lead to a violation of technical constraints are neglected to
consider just feasible operating points. Individual cost factors for the active and reactive
power supply of the FPU are considered and the resulting flexibility costs at the TSO/DSO
interface determined. The quality of the resulting FOR decreases with an increase of the
individual flexibilities, because of the central limit theorem of the probability theory [16].
A negative correlation between generation and load at the same bus is implemented to
deal with this. The authors in [15] recommend the formulation of an optimization problem
for a more detailed sampling of the FOR edges.

In [17], the stochastic approach of [15] is extended by describing the flexibility potential
at the TSO/DSO interface by a polygon based on the contour of the FOR point cloud. It is
recommended to use the FOR at day-ahead or intraday planning. The investigations
focus on the influence of uncertainty on the contour of the FOR due to forecast deviations.
The authors criticize the low computational efficiency in case of a high amount of control
scenarios during the Monte-Carlo simulation. A Monte-Carlo simulation is also used in [18]
to generate random grid scenarios as input for an economic dispatch problem. The authors
identified that the FOR of a grid can be non-convex.

The authors of [19] differentiate between a feasible operation region and the time-
dependent flexibility, which can be supplied in a certain time considering the actual status
of the FPU as well as activation and ramp times. Monte-Carlo simulations are performed to
identify the edges of the FOR polygon regarding different time horizons based on random
control scenarios. The authors of [17] as well as [19] consider the specific technical and
regulatory limits of flexibility capable devices for their active and reactive power supply at
their current operating points.

In general, it can be differentiated between stochastic and deterministic flexibility
aggregation methods [15]. The specific order of the points in a point cloud is unknown
which results in an additional challenge in identifying the concrete edge of the FOR based
on stochastic approaches [15]. Therefore, the author of [12] developed a deterministic
aggregation method based on a discrete sampling of the FOR to avoid long computation
times and simultaneously guarantee appropriate results. This aggregation method added a
third dimension to consider variations of the slack voltage at the system interconnection
busses, respectively, for the description of a time-dependent PQV(t)-FOR (see Figure 1
left). This aggregation method was used for the determination of an FOR at the TSO/DSO
as well as the DSO/DSO interface in the context of a vertical grid control of the overall
system [14].

The authors in [20] introduce a optimization-based approach for the determination
of the FOR in contrast to the previously presented stochastic approaches based on an
interval constrained power flow method (ICPF), adapting the formulation of the classic
optimal power flow problem (OPF). The non-convex optimization task is described by
non-linear programming (NLP) and is solved by an interior-point method. Other potential
optimization methods such as metaheuristics, e.g., the particle swarm optimization (PSO)
are also mentioned. The developed approach provides a larger FOR in less computational
time compared to stochastic methods. The ICPF method is described in more detail
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in [21]. The authors determine the FOR under consideration of technical and economic
constraints (e.g., maximum cost for DSO flexibility provision) and emphasize the benefit
regarding planning and the operational domain in the context of a forecast-based DER
and load scenario. Instead of sampling the complete edge of the FOR, six initial points are
determined first, defining significant constellations for vertical active and reactive power
exchange. The contour of the FOR is iteratively sampled in more detail by set-points for the
vertical active and reactive exchange and a distance-based convergence criterion between
two neighboring points starting with initial points. The sampling strategy can be partly
parallelized to reduce the computation time. The NLP approach is used in [22] to determine
the minimum and maximum vertical active and reactive power flows. These values create
a square in the PQ-plane, where the FOR is located. The NLP is then solved again by
clustering this PQ-square to sample the FOR in more detail. This sampling strategy can be
fully parallelized, which results in a reduction of the computation time.

The non-linear system description at the NLP possibly leads to a convergence into a
local optimum as well as high computation times for large grids [23]. Therefore, a linear
OPF model based on linearizations of the power flow nodal equations, the branch flow
constraints and the limits of FPU are described in [23]. The objective of this linear con-
strained linear programming approach is to reduce the computation time compared to the
ICPF while evaluating larger grids with a variety of FPU, resulting in a decrease of the
result quality. The approach also considers the influence of OLTC transformers on the FOR.
Contradicting what is stated, the authors do not adopt the sampling strategy from [21]
and describe an iterative, partly parallelized angle-based approach for the specification of
different constellations of the vertical active and reactive power exchange at the TSO/DSO
interface. A decomposition of the optimization-based flexibility aggregation for a grid
with several voltage levels is recommended in [24]. Thereby, the computation time can be
decreased and the quality of the results improved. In [25], the linear flexibility aggregation
approach is used to investigate the impact of discrete working OLTC transformers and
changes of the grid topology on the FOR.

Further sampling strategies for the estimation of the FOR which are applicable for any
common description of the OPF are introduced in [26]. Thereby, the authors identify the
independence of the OPF description from any specific sampling strategy. The sampling of
the FOR edges is emphasized, instead of calculating numerous points inside and on the
edges by individual OPF. This results in lower computation times while neglecting meta
information (e.g., cost structure). There is still the possibility to identify the reason for the
limitation of the FOR (e.g., by voltage or current constraints) by sampling the edges of the
FOR. A comparison of the computation time or the quality of the results to other sampling
strategies for a specific OPF description is not included. One of the developed sampling
strategies is used in [27] to investigate the effects of distribution system characteristics
(e.g., switching status, impedances, voltage and current constraints) on the FOR.

A linear approximated polyhedral FOR estimation is suggested in [28] as an alternative
to optimization-based aggregation methods. This approach can be implemented as linear
inequality constraint at the TSO operational management. Large deviations to the real
FOR may result and the FOR is inevitably convex due to the linear description of the
power system behavior. A new conceptional approach is presented in [29]. The authors
description of the flexibility at the TSO/DSO interface is based on an FOR provided by the
DSO and an additional desirability surface provided by the TSO.

1.3. Contributions of this Article

Comparing the two categories of FOR determination methods (stochastic [15–19],
optimization based [20–29]) the optimization-based approaches show advantages of the
computation time and the identification of the concrete FOR contour (see [20,23]). The exact
position of a point on the edge of the FOR as well as the order of the points are determined
by using sampling strategies at the optimization-based approaches. Thereby, the FOR can
be described explicitly as PQ-polygon. In the literature, different sampling strategies are
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presented, which are categorized and compared in this article to identify the most suitable
approach. This article compares the two main optimization-based FOR determination
methods selected from the before mentioned state-of-the-art survey. The first analyzed
aggregation method is based on NLP, which is solved by the interior point optimizer
(IPOPT) in the general algebraic modeling system (GAMS). In advancement of linear
constrained linear programming (see, e.g., [25]) the second optimization method is based on
a sequential quadratically constrained linear programming (QCLP) approach. Evaluation
criteria are the computation time and the quality of the results, which are determined by
the size of the FOR as well as the sampling of non-convexities. The area factor is introduced
as evaluation criteria for the comparison of the FOR sizes.

Within this comparison, an additional optimization method is presented using, for the
first time, a metaheuristic (cf. [20]). The idea of this is to combine the advantages of
stochastic and optimization-based methods to achieve appropriate results in an acceptable
computation time while receiving meta information (e.g., cost structure of the FOR) along
with additional advantages of population-based metaheuristics. The PSO is selected as
metaheuristic because it has been used several times in the context of OPF [30–32]. The ap-
plication of the PSO and the individual modifications of the algorithm for an improved
sampling are the main contributions of this article. Furthermore, specific advantages and
disadvantages of the PSO are carved out during the comparison with NLP and QCLP.

The formulation of the FOR determination as non-linear optimization problem, including
the objective function, constraints and an initial sampling, is specified in Section 2. Four dif-
ferent angle- and optimization-based sampling strategies are introduced in Section 3. The se-
quential quadratically constrained linear programming approach is presented in Section 4.
The PSO and the developed modifications regarding an improved FOR determination are
described in Section 5. The comparison scenario is described in Section 6 based on an adapta-
tion of the Cigré medium voltage (MV) benchmark grid. The grid data set is available online
for reproducible results. The improvement of the PSO regarding the FOR determination are
investigated in Section 7. The comparison of the sampling strategies based on the solution of
the NLP by the IPOPT solver in GAMS is presented in Section 8. The comparison of the three
optimization methods and the results are discussed in Section 9.

2. Formulation of the FOR Determination as Non-Linear Optimization Problem

The FOR represents the possible adjustment of the active and reactive vertical power
flows (Pvert, Qvert) at the present operating point (see Figure 1). The FOR can be described
by an approximated polygonal area in the PQ-plane (see Figure 1) neglecting voltage
variations at the interconnection bus. The vertices and their order need to be specified for
the description of a polygon. This procedure is called sampling [21]. The determination
of the edges of the FOR can be formulated as an optimization problem according to the
optimal power flow problem [33]. The objective function F of the optimization problem is
given by [34,35]:

min(F) = min(−αPvert − βQvert) (1)

The determination of the objective function variables Pvert and Qvert is presented in
Section 2.1. The constraints of the optimization problem are introduced in Section 2.2.
The general idea of sampling the FOR edges by variations of the sampling factors α and β
is described in Sections 2.3 and 3. In the following, the passive sign convention is applied.

2.1. Determination of Vertical Active and Reactive Power Flows

The determination of Pvert and Qvert is introduced based on the Π equivalent circuit
of a quadripole in Figure 2 [36]. The currents Ii,j and I j,i from the buses i and j, respectively,
into a quadripole are defined by:
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Figure 2. Π equivalent circuit of a quadripole.

The apparent power flow Si,j from bus i to bus j is determined by Equation (3)
including the bus voltages Vi, V j and the branch admittances. Thereby, the active and
reactive power flows Pi,j and Qi,j in Equation (4) result in:

Si,j = 3Viejθi
((

Viejθi −Vje
jθj
)

Yij + Viejθi Y0,ij

)∗
(3)

Pi,j = <(Si,j), Qi,j = =(Si,j) (4)

The vertical active Pvert and reactive power flow Qvert result by solving Equations (3)
and (4) at the interconnection buses of a higher- and lower-level grid with the respective
voltage Vi and V j.

2.2. Constraints of the Optimization Problem

The solution space of the optimization problem is limited by two equality constraints
based on the compliance of the power equations at each bus i [37]. In Equation (5), all power
injections at bus i at a specific operating point are summarized in Pi and Qi. The incremental
power injections ∆Pi and ∆Qi modify the current operating point. The active and reactive
power flows to connected buses j are specified by Pi,j and Qi,j:

0 = Pi + ∆Pi + ∑
j

Pi,j (5)

0 = Qi + ∆Qi + ∑
j

Qi,j (6)

The technical constraints are defined by the minimum and maximum voltage limits
(Vmin,i, Vmax,i), the maximum thermal current limit of a line (Ith,max,i,j) and the rated load of
a transformer (Sr,i,j), leading to following inequality constraints [21]:

Vmin,i ≤ Vi ≤ Vmax,i (7)∣∣∣∣(Pi,j + jQi,j

3Vi

)∗∣∣∣∣ ≤ Ith,max,i,j (8)∣∣∣∣∣
(

Pj,i + jQj,i

3V j

)∗∣∣∣∣∣ ≤ Ith,max,i,j (9)√
P2

i,j + Q2
i,j ≤ Sr,i,j (10)√

P2
j,i + Q2

j,i ≤ Sr,i,j (11)
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Further inequality conditions result from the limitation of the flexibility potentials at
bus i, which are based on the individual flexibilities of the different FPUs connected to this
bus [21]:

∆Pmin,i ≤ ∆Pi ≤ ∆Pmax,i (12)

∆Qmin,i ≤ ∆Qi ≤ ∆Qmax,i (13)

The flexibilities are described separately as lower and upper boundary vectors lb
and ub. Within lb and ub, the minimum and maximum adaptation of the active and
reactive power per bus i (∆Pmin,i, ∆Pmax,i, ∆Qmin,i, ∆Qmax,i) at the current operating point
are considered.

lb = (∆pmin, ∆qmin), ub = (∆pmax, ∆qmax) (14)

The optimization problem is classified as non-linear and non-convex due to the non-
linear power equations as equality constraints. The non-linear optimization problem
described can be directly solved in GAMS by NLP, e.g., by the IPOPT solver [22,34,35,37].

2.3. Determination of Initial Sampling Points

The solution of the optimization problem, defined by Equation (1), results in only
one point on the edge of the FOR for a specific constellation of the sampling factors α
and β. The sampling factors specified in Equation (15) guarantee the identification of the
outermost edges of the FOR (see yellow area in Figure 3), which shall be sampled.

with (α, β) ∈ [(1, 0), (1, 1), (0, 1), (−1, 1), (−1, 0), (−1,−1), (0,−1), (1,−1)] (15)
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Figure 3. Example of initial sampling points of the FOR.

In Figure 3, an example for the resulting FOR based on the connection of these initial
sampling points is shown. Already at the deviations of the schematic representation,
it becomes clear that a sampling based on these initial points is not sufficient and detailed
enough. For example, the edge between the initial points (1,0) and (1,−1) is overvalued
and the edge between (0,1) and (1,1) undervalued. While an undervalued edge represents
only a loss of flexibility potentials for the higher-level system operator an overvalued edge
corresponds to flexibility potentials that are not existent due to limitations of the FPU or
technical constraints of the lower-level grid. The premise of the FOR is the representation of
guaranteed flexibility potentials and therefore an exact sampling of these non-convexities
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is necessary. For an appropriate sampling of the FOR, suitable sampling strategies are
introduced in the following.

3. Sampling Strategies for the Determination of the FOR

Figure 4 displays four sampling strategies, differing in their respective approach to
determine the FOR. The sampling strategies can be classified as angle-based (a and b)
and set-point-based approaches (c and d). Each sampling strategy (except of a) is based
on the previous determination of the initial sampling points by Equations (1) and (15).
The sampling strategies in Figure 4 are just schematic and illustrate the general idea of the
approaches and the expected results of the FOR. In order to select an appropriate sampling
strategy, the four sampling strategies presented in Section 3 are compared in Section 8
regarding the quality of the results and the computation time.

3.1. Angle-Based Sampling Strategies

The points on the edge of the FOR represent a specific relation between Pvert and Qvert
(see Figure 4a), which can be described by the angle ϕ [26,27]:

tan(ϕ) =
Qvert

Pvert
=

β

α
(16)

Dividing the unit circle by the angle sampling factor gmax, different sampling angles
ϕ are specified, which are used to determine the FOR for a specific constellation of Pvert
and Qvert:

ϕ = ϕ0 + g∆ϕ with g ≤ gmax, ∆ϕ =
360◦

gmax
(17)

By assuming α = 1, the adapted objective function of Equation (1) for the angle-based
sampling is shown in Equation (18) corresponding to Figure 4a.

min(F) =


min(−Pvert − | tan(ϕ)| Qvert)
min(Pvert − | tan(ϕ)| Qvert)
min(Pvert + | tan(ϕ)| Qvert)

min(−Pvert + | tan(ϕ)| Qvert)

for

0◦ ≤ ϕ < 90◦

90◦ < ϕ < 180◦

180◦ ≤ ϕ < 270◦

270◦ < ϕ < 360◦
(18)

The procedure can be parallelized by the specification of a sampling direction and
using any angular resolution. An accurate sampling, using this method, is only possible
for convex FOR (cf. [23]). The accuracy of the sampling also decreases with an increase in
distance between the edges and the starting point (see Figure 4a). Thereby, the structure
of the FOR close to the starting point is sampled in more detail than necessary. A high
computation time results for a suitable sampling of the FOR.

Therefore, an iterative angle-based sampling strategy (see Figure 4b) based on the
initial sampling points is introduced in [23] to obtain a sufficient approximation of the FOR
within an acceptable computation time. The resulting contour determines the FOR for the
initial sampling step ζ = 0. The distance ds,s+1 between two neighboring sampling points s
and s + 1 (see Figure 4b) serves as convergence criterion and is determined in Equation (19)
related to the values for Pvert,min, Pvert,max, Qvert,min, Qvert,max (see Figure 3).
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ds,s+1 =

√(
|Pvert,s+1 − Pvert,s|
Pvert,max − Pvert,min

)2

+

(
|Qvert,s+1 −Qvert,s|
Qvert,max −Qvert,min

)2

≥ dmax (19)

The iteration process continues as long as the distance ds,s+1 between two neighboring
points s and s + 1 complies with Equation (19). The sampling can be separated regarding
the number of edges so that for sampling step ζ = 0 a maximum of eight parallelized
sampling processes can be performed. Based on the resulting sampling points, the contour
of the FOR is updated for the next sampling step. The point (Pvert,h, Qvert,h) on the half of
the edge between two neighboring points s and s + 1, is calculated if Equation (19) is true:

(Pvert,h, Qvert,h) =

(
Pvert,s+1 + Pvert,s

2
,

Qvert,s+1 + Qvert,s

2

)
(20)

The angle ϕs,s+1 and the corresponding β are determined, considering Equation (16)
and then used within an optimization based on Equation (18). The schematic sampling
process is shown in Figure 4b. The computation time is reduced compared to the non-
iterative angle-based sampling strategy due to the convergence criterion. If the convergence
criterion is set too high, a smaller FOR can be obtained.

3.2. Set-Point-Based Sampling Strategies

A raster (see Figure 4c) is created within the basic set-point sampling strategy based
on the values for Pvert,min, Pvert,max, Qvert,min, Qvert,max (see Figure 3) and the dividing
factor ymax:
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∆Pvert =
|Pvert,min − Pvert,max|

ymax
, ∆Qvert =

|Qvert,min −Qvert,max|
ymax

(21)

Pvert,sp = Pvert,min + y ∆Pvert, Qvert,sp = Qvert,min + y ∆Qvert, y = 1, . . . , ymax (22)

The values for Pvert,sp specified by the raster are used to sample the top and bottom
edges of the FOR (see Equation (23) whereas the values for Qvert,sp are used to sample the
left and the right side of the FOR (see Equation (24). The original optimization problem is
extended by the compliance of the set-points Pvert,sp and Qvert,sp, respectively, as inequality
constraints. The deviation factor κ describes the permitted divergence from the set-point.
The search direction (Figure 4c) is specified by the values of α and β in Equation (1).
The sampling process can be fully parallelized.

(1− κ) Pvert,sp ≤ Pvert ≤ (1 + κ) Pvert,sp (23)

(1− κ) Qvert,sp ≤ Qvert ≤ (1 + κ) Qvert,sp (24)

An iterative set-point sampling strategy (see Figure 4d) is introduced in [21], using a
distance-based convergence criterion to reduce the computation time while guaranteeing a
detailed sampling. The convergence criterion is analogous to Equation (19) of the iterative
angle-based sampling strategy. The search direction is specified by:

Top, bottom:
Left, right: |Pvert,s+1 − Pvert,s| ≥≤ |Qvert,s+1 −Qvert,s| (25)

The inequality constraints of Equations (23) and (24) are defined by Pvert,sp = Pvert,h
(top, bottom) and Qvert,sp = Qvert,h (left, right), respectively, depending on Equation (25).
Furthermore, the sampling factor α and β in Equation (1) are adapted based on the search
direction (see Figure 4c,d). The sampling process can be parallelized like the iterative
angle-based sampling strategy. Based on the general non-linear optimization problem
introduced in Section 2 and the sampling strategies presented in Section 3, the optimization
methods are introduced. In addition to the already mentioned solution of the NLP by
the IPOPT solver in GAMS (see Section 2), the optimization problem is formulated for
sequential QCLP in the next section. In Section 5, the solution of the NLP by a modified
PSO is introduced.

4. Formulation of FOR Determination as Sequential Linear Constrained
Quadratic Programming

Linear constrained linear programming is identified in Section 1.2 as one of the main
optimization methods for the determination of the FOR. This approach achieves a fast solution
by solving a linearized model of the power system under consideration of linear constraints.
By approximating non-linear equations with a linear approach, inaccuracies result, which need
to be taken into account, especially for a small apparent power flow within the system [38].
Considering these inaccuracies of linear constrained approaches the optimization problem
is formulated as quadratically constrained linear program (see [38,39]). This optimization
problem will be addressed sequentially to counteract remaining inaccuracies.

4.1. General Formulation of a Quadratically Constrained Linear Program

A general quadratically constrained linear problem is described by Equation (26)–(30),
with the objective to minimize Equation (26), where f is a vector of size mx1 and x
represents the state vector, containing the m state variables. Linear equality and inequality
constraints are defined by Aeq, beq , as well as Aineq, bineq , while the dimension of the
matrices neqxm and nineqxm depends on the number of equality constraints neq and the
number of inequalities constraints nineq. The boundaries lb and ub of the state variables are
mx1 vectors. Quadratic constraints are defined using Q (mxm), l (mx1) and r. The specific
optimization program according to Equations (26)–(30) is described in Section 4.2.
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min f Tx (26)

Aeqx = beq (27)

Aineqx ≤ bineq (28)

lb ≤ x ≤ ub (29)

xTQx + lTx ≤ r (30)

4.2. Linear Objective Function with Quadratic Constraints

The active power ∆p and reactive power ∆q at each bus i of k buses are used as state
variables, while ∆p and ∆q are kx1 vectors, creating a 2kx1 vector x, shown in Equation (31).

x = [∆pT, ∆qT]T (31)

The objective function according to Section 2, Equation (1), is defined by Equation (32).

f = [−α, 0, 0, . . . , 0,︸ ︷︷ ︸
1xk

−β, 0, 0, . . . , 0︸ ︷︷ ︸
1xk

]T (32)

The balance between used and generated power in the grid can be implemented by a
linear equality constraint, shown in Equations (33) and (34). Linear inequality constraints
are not included and therefore set to zero.

Aeq =

[
11xk, 01xk

01xk, 11xk

]
(33)

beq = 02x1 (34)

Aineq = 01xk (35)

bineq = 0 (36)

Additional equality constraints are included for a set-point-based sampling strategy.
Therefore, Equation (37) or Equation (38) are added for sampling methods c and d and
neglected for an angle-based sampling, method a and b (see Sections 3.1 and 3.2). The index
0 represents initial values.

asp,p · x = [1, 0, 0, . . . , 0,︸ ︷︷ ︸
1xk

01xk ]x = Psp − P0 = beq,sp,p (37)

asp,q · x = [01xk, 1, 0, 0, . . . , 0︸ ︷︷ ︸
1xk

]x = Qsp −Q0 = beq,sp,q (38)

The maximum and minimum adaptations of active and reactive power are limited by
the flexibilities at each bus i according to Section 6, resulting in Equations (39) and (40).

ub = [pT
flex,pos, qT

flex,pos]
T (39)

lb = [pT
flex,neg, qT

flex,neg]
T (40)

Quadratic inequality constraints in the form of Equation (30) are extended to Equation (41),
applying Equation (42), while L is a (2k + T)x2k matrix, including two rows per bus i and
one per terminal T. The scalar value of r is extended to the vector r. The entries of r limit
the change of the absolute values of voltages to an upper boundary and a lower boundary.
The absolute values of the currents at each terminal T are only limited by an upper boundary.
The Equation (10) and (11) are approximated by a maximum terminal current imax, which is
specified by Ith,max for lines and by Sr for transformers.



Energies 2021, 14, 687 12 of 27

xT ⊗ Q̃⊗ x + Lx ≤ r (41)

xT ⊗ Q̃⊗ x =

 xTQ1x
xTQ2x

...

 (42)

The correlation of resulting voltages and currents of a power flow calculation before
and after solving the optimization problem is exemplarily displayed in Equation (43) for
a voltage Vi. Equation (43) is formulated as Equation (44) to be included in the optimiza-
tion problem, shown in (45), while ∆vi is approximated by the left side of the quadratic
inequality constraint Equation (41).

Vi = V0,i + ∆Vi (43)

∆vi =
∆Vi
V0,i

=
Vi

V0,i
− 1 =

vi
v0,i
− 1 (44)

r =

[
vmax,i

v0,i
− 1, . . . ,︸ ︷︷ ︸
1xk

vmin,i−k

v0,i−k
− 1, . . . ,︸ ︷︷ ︸

1xk

imax,i−2k

i0,i−2k
− 1, . . .︸ ︷︷ ︸

1xT

]T

(45)

A Taylor series of degree two is used as a quadratic approximation to represent the
change of voltages and currents in regard to changes of active and reactive power. For the
descriptiveness of Q and L, the vector y is defined in Equation (46). The entries of L are
defined by Equation (47).

y = [pT
k , qT

k , ]T (46)

lij =



∂vi
∂yj

, i ∈ {1, 2, . . . , k}, j ∈ {1, 2, . . . , 2k}

−∂vi−k
∂yj

, i ∈ {k + 1, k + 2, . . . , 2k}, j ∈ {1, 2, . . . , 2k}

∂|Ii−2k|
∂yj

, i ∈ {2k + 1, 2k + 2, . . . , 2k + T}, j ∈ {1, 2, . . . , 2k}

(47)

The entries qp,ij of a matrix Qp, with p ∈ {1, 2, . . . , 2k + T}, are defined by
Equations (48)–(50).

qp,ij =
1
2

∂vp

∂yi∂yj
, p ∈ {1, 2, . . . , k}, i, j ∈ {1, 2, . . . , k} (48)

qp,ij = −qp−k,ij, p ∈ {k + 1, k + 2, . . . 2k} (49)

qp,ij =
1
2

∂|Ip|
∂yi∂yj

, p ∈ {2k + 1, 2k + 2, . . . , 2k + T}, i, j ∈ {1, 2, . . . , k} (50)

The approximation of changes of the absolute value of voltages and currents, using a
Taylor polynomial of finite order, contains inaccuracies. Therefore, the problem is solved
iteratively with its previous result serving as a starting value for the next iteration step.
The performance of the optimization program is highly dependent on the formulation of
constraints and the objective function. While a second-order Taylor polynomial provides a
better approximation than a linear constrained approach or first-order Taylor polynomial,
respectively, the performance decreases. Therefore, a linear constrained approach is used
for the first iterations, setting all entries in Q to zero, providing a starting value for
the QCLP. Thereafter, the QCLP is solved several times, resulting in a sequential QCLP.
The results of the QCLP are checked by a power flow calculation regarding the compliance
of the constraints.
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5. Formulation and Modification of the Particle Swarm Optimization for the
FOR Determination

Metaheuristics and especially the PSO are established in the field of electrical power
supply calculations to solve various optimization problems regarding system planning
and operation (see [40]). The PSO is well studied in the context of the optimal power flow
determination and shows high performance and good results [30–32,41]. Thereby, the value
of the objective function of the PSO is evaluated using a power flow calculation based on
the Newton Raphson method. The results for the bus voltages V i can be used to evaluate
the objective function in Equation (1) considering the equality and inequality constraints
of Section 2.2. In the following, first the iterative solution process of the classic PSO
(see Section 5.1) is presented under consideration of technical constraints (see Section 5.2).
Thereafter, the developed modifications regarding the FOR determination are introduced
in Section 5.3. The corresponding algorithm and the parameterization for the investigations
in Sections 7 and 9 are introduced in Section 5.4.

5.1. Solution Process of the Classic Particle Swarm Optimization

The PSO adapts the swarm behavior of animals (e.g., birds foraging) to find the mini-
mum value of the objective function based on communication and individual experience of
the n swarm particles (cf. [30]). The search behavior of the swarm within the 2k-dimensional
search space is described by the (nxm) position and velocity matrices X and V , where k
is the number of buses. The position xp of a particle p represents a specific set of the 2k
operational degrees of freedom within the limits of their lower boundary lb and upper
boundary ub (see Equation (12). The velocity of a swarm particle vp describes the change of
the flexibility utilization during the iterative solution process. Within the initialization step
t = 1, the particle swarm is distributed within the search space and the start velocity of the
swarm particles is initialized under consideration of the start velocity factor cv. The random
numbers r1,p and r2,p are uniformly distributed in the interval of [0, 1].

xp(t = 1) = lb + r1,p · (ub− lb) (51)

vp(t = 1) = cv · r2,p · xp(t = 1) (52)

The values of the objective function in Equation (1) are evaluated for this initial swarm
for each swarm particle by the results of a power flow calculation. The swarm particle
with the best solution of Equation (1) defines the global best (index gb) position xgb of the
swarm. Additionally, the individual best (index ib) solution is determined for each particle
in xib,p. For the next iteration step, each particle moves with a certain velocity vp within
the search space oriented to xgb and xib,p. Thereby, xgb represent the social competence
and xib,p the cognitive capacity of the swarm particles:

vp(t + 1) = i(t)vp(t) + c1r3,p(xgb − xp(t)) + c2r4,p(xib,p − xp(t)) (53)

xp(t + 1) = xp(t) + ψ · vp(t + 1) (54)

The inertia factor λ in Equation (55) indicates how the velocity of the swarm for the
next iteration step is affected by the current velocity. The inertia decreases within the
iteration process and at the beginning of the solution process a global and at the end
(t = tmax) a local search behavior of the swarm is intended.

λ(t) = λmax − t
(

λmax − λmin

tmax

)
(55)

The random numbers r3,p and r4,p are uniformly distributed in the interval of [0,1]
which characterize the stochastic nature of the PSO. The acceleration coefficients c1 and
c2 simulate the social and the cognitive interaction within a real swarm. Both are used to
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calculate the constriction factor ψ, which ensures a convergence of the swarm in a reliable
solution of the optimization problem:

ψ =
2∣∣∣2− c−
√

c2 − 4c
∣∣∣ , with c = c1 + c2 ≥ 4 (56)

The search space for the particle swarm is limited by lb and ub for the identification
of a permissible solution (see Equation (12). If the utilization of an operational degree
of freedom q ∈ [1, . . . , 2k] of a swarm particle p is outside the limits xp,q /∈

[
lbq, ubq

]
,

this value is set to the respective limit value at the set-to-limit operator [42]. Based on the
new swarm position X(t + 1) the objective function of the swarm is evaluated again in the
next iteration step t = t + 1. The iterative solution process stops if the maximum iteration
step tmax is reached.

5.2. Compliance of Technical Constraints

The compliance of technical constraints is guaranteed by the punishment factor b
as additional summand at the evaluation of the objective value of swarm particle p in
Equation (1):

Fp = −αPvert,p − βQvert,p + bp (57)

The punishment factor needs to be determined according to the specific optimiza-
tion problem in order to prevent the convergence to a local optimum [43]. In order to
prevent this, a violation of the technical constraints is penalized with a smaller value at
the beginning and an increased value at the end of the solution process. The punishment
factor bp of a swarm particle p considers the inequality constraints of Equation (7) and is
determined by:

bp =
1(

1− (t−1)
tmax

) ·(∑
i

(
Vp,i −Vmax,i

Vr,p,i
, ∀ Vp,i > Vmax,i

)

+ ∑
i

(
−

Vp,i + Vmin,i

Vr,p,i
, ∀ Vp,i < Vmin,i

)

+ ∑
i

∑
j

(∣∣∣∣∣
(

Pi,j + jQi,j

3Vi Ith,max,i,j

)∗∣∣∣∣∣− 1, ∀
∣∣∣∣(Pi,j + jQi,j

3Vi

)∗∣∣∣∣ > Ith,max,i,j

)

+ ∑
j

∑
i

(∣∣∣∣∣
(

Pj,i + jQj,i

3V j Ith,max,i,j

)∗∣∣∣∣∣− 1, ∀
∣∣∣∣∣
(

Pj,i + jQj,i

3V j

)∗∣∣∣∣∣ > Ith,max,i,j

)

+ ∑
i

∑
j

(√P2
i,j + Q2

i,j

Sr,i,j
− 1, ∀

√
P2

i,j + Q2
i,j > Sr,i,j

)

+ ∑
j

∑
i

(√P2
j,i + Q2

j,i

Sr,i,j
− 1, ∀

√
P2

j,i + Q2
j,i > Sr,i,j

))

(58)

The individual summands are specified in per unit (p.u.). For example, bus voltages
Vp,i are related to the corresponding rated bus voltages Vr,p,i.

5.3. Modifications of the Classic Particle Swarm Optimization for an Improved FOR Determination

During the research on this article, it was identified that FORs determined by the
classic PSO are significantly smaller then the results of the other optimization methods
(see Section 7 Figure 5f). Two modifications of classic PSO are introduced in the following
to improve the PSO regarding the FOR determination and to avoid local convergence.
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The convergence behavior of the modified PSO and a comparison with the results of the
classic PSO are presented in Section 7.

5.3.1. Return Operator

Unpunished particles can have a worse objective function value than punished par-
ticles, due to the low punishment at the beginning of the solution process. Therefore,
the swarm potentially orientates itself also at punished positions at the beginning approxi-
mating a more global result search. Thereby, unpunished particles with a good objective
value are moving away from their position. Although, this result might be the best objective
function value in case of a higher punishment. This may lead to a convergence to a local
optimum. To retrieve the information of the best unpunished swarm particle, its position
xbu and velocity vbu are returned to the particle swarm instead of the current worst particle
specified by xwo and vwo at each iteration step:

xwo = xbu, vwo = vbu, if xbu 6= xgb (59)

5.3.2. Limitation and Inversion of Particle Velocities

The convergence behavior of the PSO is determined by the m-dimensional velocity of
the swarm particles. The velocity of the particle represents the changes of the utilization
of the flexibilities for the next iteration step. If the velocity vp,q of a certain particle is too
high, the position for this flexibility utilization alternates between the limits in lbq and
ubq due to the set-to-limit operator. This prevents global scanning of the permitted search
space. The maximum velocities of the swarm are limited as countermeasure. The random
numbers r5,p,m and r6,p,m are uniformly distributed in the interval of [0,1]:

vp,q =
3
4

r5,p,q lbq, if vp,q <
3
4

lbq ∧ lbq 6= 0 (60)

vp,q =
3
4

r6,p,q ubq, if vp,q >
3
4

ubq ∧ ubq 6= 0 (61)

An additional problem is caused by particle movements outside the search space.
These occur especially when there are many unacceptable solutions near the global op-
timum. The local search for the global optimum is negatively influenced by this swarm
behavior. To improve the local search of the swarm movements outside of the search space
specified by the limits in lb and ub the velocity is inverted:

vp,q = −vp,q, if
(
vp,q < 0∧ xp,mq = lbq

)
∨
(
vp,q > 0∧ xp,q = ubq

)
(62)

5.4. Algorithm and Parameterization of the Modified Particle Swarm Optimization

The algorithm of the modified PSO method consists of ten steps. The solution process
is based on an iterative repetition of Steps 2 to 10. The steps marked by * are the introduced
modifications of the classic PSO.

Step 1: Initialization of the particle positions and velocities by Equation (51) at iteration
step t = 1.

Step 2: Evaluation of the particle swarm objective values by the objective function in
Equation (1) based on the results of a power flow calculation for each swarm particle.

Step 3: Update of xgb and xib,p.

Step 4*: Update of xbu and vbu.

Step 5: Update of the particle velocities for the next iteration step t = t + 1 by Equation (53).

Step 6*: Limitation and inversion of particle velocities by Equations (60)–(62).

Step 7: Update of the particle positions for the next iteration step t = t + 1 by Equation (54).

Step 8: Set-to-limit operator.
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Step 9*: Return operator.

Step 10: Repeat steps 2 to 10 until t = tmax.

The parameterization of the PSO for the investigations in Sections 7 and 9 is shown
in Table 1. The need for an individual parameterization of the optimization algorithm
regarding the specific optimization problem is a disadvantage of the PSO (see [44]).

Table 1. Parameterization of the PSO.

Max. Inertia λmax Min. Inertia λmin Max. Iteration tmax Swarm Size n Acceleration Coefficients c1, c2

0.9 0.4 200 100 2

6. Benchmark System and Comparison Scenario

The investigations in Sections 7–9 regarding the modifications of PSO-based FOR de-
termination (see Section 5.3), sampling strategies (see Section 3) and optimization methods
(see Sections 4 and 5) are based on a modified version of the Cigré MV benchmark grid.
This grid represents a typical European distribution system and is often used as a test
grid for studies and publications in the field of DER integration. The grid variant used
in the following (see Figure A1 for details) is based on the original 14-bus version [45],
which is reduced by the second branch and extended by an low voltage (LV) grid level.
This increases the difficulty in determining the FOR using stochastic and metaheuristic
methods, since several independent operational degrees of freedom at the LV grid level in-
fluence the state variables of a single MV bus. The line lengths are extended (see Figure A1)
and the tap option of the transformer at the high voltage (HV) and MV system inter-
connection is neglected. Thereby, the utilization of a certain amount of flexibilities of
decentralized FPU may lead to operating points, violating the voltage constraints and
limiting the FOR. The Cigré grid is modified regarding a high integration of converter
coupled, flexible wind turbines at the MV grid level and of photovoltaic (PV) units at the
LV grid level (see Figure A1). The load has no voltage dependency and was reduced as
well as relocated to the LV buses. The general bus information and the results of the initial
power flow results for a slack voltage of Vi=1 = 110 kV ej0◦ at the high voltage side of the
HV/MV transformer are summarized in Table A3.

Operational degrees of freedom are the reduction of the energy generation of wind
turbines as well as PV-units from the current operating point to zero. The reactive power
supply of the wind turbines and PV-units at the reference operating point is zero. The reac-
tive power supply can be adapted to a maximum inductive and capacitive cos (ϕ) = 0.95
for the wind turbines and cos (ϕ) = 0.9 for the PV-units [46,47]. The flexibilities are defined
separately for the MV and LV grid level and individually for each kind of FPU connected
to bus i. The change of the operating point of an FPU (∆Pi, ∆Qi) is limited by the maximum
apparent power Smax,i according to Equation (65).

MV :
∆Pmin,i = 0, ∆Pmax,i = −Pwind,i,

∆Qmin,i, ∆Qmax,i = ±Pwind,i
sin (cos−1(0.95))

0.95

(63)

LV :
∆Pmin,i = 0, ∆Pmax,i = −PPV,i,

∆Qmin,i, ∆Qmax,i = ±PPV,i
sin (cos−1(0.9))

0.9

(64)

Smax,i =
√
(Pi + ∆Pi)2 + (Qi + ∆Qi)2 (65)

The maximum loading of the transformers Sr and the maximum thermal current limit
of a line Ith,max are displayed in Table A1 and Table A2 (Appendix A). The limits for the
minimum and the maximum voltage are Vmin,i = 0.9 Vr,i and Vmax,i = 1.1 Vr,i , respectively.
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A fully described and more detailed data set (e.g., including the vectors ub and lb) is
available at [48].

7. Convergence Behavior of the Modified Particle Swarm Optimization

The improved convergence of the modified PSO is exemplary shown for the determi-
nation of eight initial sampling points of Equation (15). Each sampling point is considered
at Equation (1) and an individual modified PSO run is started. The process of FOR deter-
mination is repeated five times for the classic and the modified PSO due to their stochastic
nature and possible local convergence. In the following, just the results of the best runs are
considered. Figure 5a–e show the convergence behavior of the eight corresponding particle
swarms. The results from the final iteration step are shown in Figure 5e. In Figure 5f,
the results of the classic PSO are shown to illustrate the advantages of the PSO adaptations.
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Figure 5. Convergence of the modified PSO (a–e) and comparison with the classic PSO (f).

The eight initial swarms at iteration step t = 1 are gathered in the middle of the
PQ-plane. This folding problem is based on the central limit theorem of the probability
theory [16], which also occurs at the stochastic approaches for the FOR determination
(cf. [15,17]). The particles with the best solution (see red circles in Figure 5a) are already
orientated to the corresponding edges of the FOR. During the solution process, the particle
swarm moves through the PQ-plane searching for a new xgb. Thereby the solution search
becomes increasingly local. Within the solution process a variety of particles with a
violation of the voltage limits occur especially at areas with a high, uniformly directed
Pvert and Qvert, respectively, to the lower-level grid. For sampling points in these areas the
swarm does not converge in a uniform result (see close up in Figure 5e). This leads to small
deviations of the FOR at each run of the modified PSO. The modifications of the PSO lead
to significantly better results for all sampling points. For example the deviations of the
upper left sampling points are ∆Pvert = −1.10 MW and ∆Qvert = 2.13 Mvar. The area of
the FOR in Figure 5f is 34.07 % smaller than in Figure 5e).

8. Comparison of FOR Sampling Strategies

A scattered polygonal area of 5000 FOR sampling points (ymax = 1250, see Equation (21)
serves as a basis for the comparison. The area Asp,5000 is the result of the NLP solved in
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GAMS. The quality of the results is evaluated under consideration of the area factor ∆A
in Equation (66) and the sampling of non-convexities. Thereby, the convex hull of the FOR
(see red dotted line in Figure 6a) is used for the determination of non-convexities. The non-
convexities occur in regions where the FOR is not limited by the constraints of the operational
degrees of freedom but by violations of the voltage limits (cf. Figure 5b,c).

∆A =
A− Asp,5000

Asp,5000
(66)

The sampling of the FOR becomes more detailed with an increasing number of sam-
pling points. Thereby, the deviations of the individual FOR from Asp,5000 decreases and
the area factor ∆A increases (see Figure 6b). The set-point sampling strategies approxi-
mate Asp,5000 already with 100 samples (see green course in Figure 6b). A more detailed
sampling of the non-convexities leads to a reduction of the FOR while the other edges
are simultaneously sampled in more detail, which results in an enlargement of the FOR.
Thereby, a significant reduction of the deviation takes a high number of samples. The ad-
vantage of the iterative set-point sampling strategy is the consideration of the convergence
criterium in Equation (19), which leads to appropriate results and a reduction of the
computation time, independent from the investigated grid scenario. The convergence
criterium (here: dmax = 0.001) is reached after 128 samples, which results in a suitable FOR
determination with an area factor of ∆A = 0.03 %.
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Figure 6. Comparison of the optimization methods for the FOR determination.

The angle-based approaches do not identify the non-convexities of the FOR. The area
of the angle-based sampling strategy Aa,500 for a number of 500 samples corresponds to the
convex hull in Figure 6a. The identification of non-convexities occurs rarely and only with
a high sampling resolution gmax. This leads to a smaller area factor ∆A at the angle-based
approach comparing the FOR areas for a number of 500 and 1000 samples. The iterative
set-point-based sampling strategy of Figure 4 d with a dmax equal to 0.001 is used in the
following for the comparison of the optimization methods.

9. Comparison of the Optimization Methods Regarding the FOR Determination

The results of the different optimization methods, using iterative set-point sampling,
are presented in Figure 7a and compared to the benchmark FOR Asp,5000. All results
represent valid operating points of the grid with no violation of the technical constraints
(see Section 2.2). In general, the iterative sampling leads to an appropriate FOR deter-
mination (cf. red and green lines). A significant deviation from Asp,5000 only results at
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the lower left edge and the right side of the FOR. The deviations at the lower left edge
can be explained by reaching the convergence criterium dmax before sampling the edge
(also applies to the PSO). The deviations at the right side are based on a local convergence
of the IPOPT solver in GAMS.
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Figure 7. Comparison of the optimization methods for the FOR determination.

The results from the QCLP provide the smallest FOR with significant deviations from
the benchmark FOR and a negative area factor in Figure 7b. The QCLP has disadvantages
in sampling the FOR in regions near the violation of the upper voltage constraint (see left
bottom in Figure 7a. In contrast, the QCLP has advantages in sampling regions where a
compliance of the lower voltage limit is difficult. Thereby, the QCLP has the broadest edges
at the right top of Figure 7a. The deviations at the left top are based on the dependence of
the active and reactive power demand of the grid from active and reactive power variations
by the FPU. This approximately quadratic behavior also occurs at the solution process of
the modified PSO, shown in Figure 8. The number of particles was increased to display
this phenomenon. The swarm finds PQ-constellations of the FPU which leads to better
final results (see Figure 7a) during the convergence process. The remaining deviations at
the left top are based on local convergences and can be eliminated by an increase of the
PSO runs. Further investigations regarding the QCLP are required for a more accurate
sampling of the left top.

The modified PSO finds better results than GAMS for the top right edge of the FOR
analogously to the QCLP. Small deviations from the benchmark FOR occur at the lower
left edge because of local convergence. Based on the area factor (see Figure 7b) the PSO
provides the largest FOR. The computation time for the optimization methods is shown in
Table 2.

Table 2. Computation time of the different optimization methods.

GAMS Modified PSO Benchmark FOR GAMS Asp,5000 QCLP

105 s 640 s 10910 s 164 s

These results only show tendencies between the optimization methods. All simu-
lations were executed on a system with a 2.6 GHz quad core processor and 16 GB local
storage. The preparation of the input variables to the optimizers is done uniformly in
MathWorks MATLAB R2019b. The modified PSO is fully implemented in MATLAB while
the NLP is solved by the IPOPT solver of the commercial software GAMS. The Taylor
polynomials for the first and second derivations of the power equations at the QCLP are set
up in MATLAB and solved using the OptiToolbox. None of the methods were parallelized.
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Figure 8. Convergence of the PSO for sampling set-point of Pvert,sp = 1.5 MW and α = 0, β = 1.

10. Discussion

In general, the development of new sampling strategies should focus on a reduc-
tion of the required number of samples, while maintaining the same quality of results.
The iterative set-point-based sampling leads to appropriate results while reducing the
computation time significantly. A more detailed sampling of the FOR is possible by a
simple adjustment of the convergence criterion. For this reason, the iterative set-point-
based sampling was selected for the comparison of the optimization methods in Section
9. The set-point-based sampling strategies provide a larger FOR compared to the angle-
based approaches (see Section 8). Additionally, the FOR is sampled in more detail and
non-convexities are identified appropriately. The reason for this is the consideration of the
angle specifications as sampling factors at the objective function (see Equation (18) instead
of a defined constraint in the set-point-based sampling strategies. A trade-off between
the compliance of the angle specification and the minimization of the sum of Pvert and
Qvert (see Equation (18) results from angle-based sampling. A pareto optimal set results
for the solution of the objective function. To cope with the sampling of non-convexities by
angle-based sampling strategies, the compliance of the angle ϕsp needs to be included as a
constraint of the optimization problem in future investigations:

ϕsp = tan−1
(

Qvert

Pvert

)
(67)

A detailed sampling of the non-convexities is important because deviations represent
a over-, respectively under-, estimation of the lower-level flexibility potential. Especially,
an overestimation can lead to critical situations because the higher-level system operator
assumes guaranteed potentials. The deviation from the non-convex FOR to its convex hull
depends on the specific grid scenario (e.g., grid structure, relation between power supply
and consumption at the specific operating point). A convex hull can be generated around
the point cloud for the determination of a convex FOR. In contrast, the exact position of a
new sampling point on the edge of the FOR needs to be known to identify and describe
non-convexities. This could be achieved by the definition of a sample direction or by
the knowledge of the neighboring sampling points at iterative approaches. The influ-
encing factors on the non-convexity of an FOR need to be investigated in more detail in
future work.
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The solution process of GAMS requires the lowest computation time comparing the
results in Table 2. The preparation time to create the Taylor polynomials for the QCLP varies
on the grid size and can take a large portion of the computation time while the solution time
is negligible. Therefore, large grid sizes of a few hundred buses might not be suitable for this
approach. The computation time of the iterative solution process of the PSO only depends
on the amount of power flow calculations per sampling point. An increase of the swarm
size or the termination criteria leads to an increase of the computation time. In contrast,
an adaptation of the objective function by additional evaluation criteria or the consideration
of more complex constraints has no significant influence. Especially for the PSO the
implementation of more robust and effective load flow calculation methods considering
the individual characteristics of the specific grid level is an interesting research aspect
(see [49]). Note that variations of the optimization problem (e.g., different sampling sizes,
inclusion of tap positions of OLTC transformers) might vary in their impact, depending on
the used approach. Therefore, Table 2 gives an overview, but not a complete evaluation of
the computation times of the optimization methods.

The classic PSO is not a suitable aggregation method comparing the eight initial sam-
pling points from the classic PSO (see Section 7) with the results of the NLP and the QCLP
(see Section 9). The introduced modifications of the PSO prevent fast local convergence
and lead to a significant improvement of the convergence behavior (see Section 7). Thereby
the modified PSO is identified as the most suitable optimization-based FOR determination
method regarding the size of the FOR and the sampling of non-convexities (see Section 9).
There are different demands on the quality of the result or the computation time depending
on the use of the FOR. Exemplarily, less accurate methods are recommended (e.g., solution
of the NLP by the IPOPT solver in GAMS) for neglectable non-convexities and the need of
a fast solution. The general focus needs to be the improvement of the different optimiza-
tion methods regarding a more detailed FOR determination for their respective fields of
application (e.g., consideration of mixed-integer flexibilities at the QCLP, optimized param-
eterization of the PSO, increase of PSO runs to avoid local convergence). When interpreting
the results, it has to be considered that the simulations are based on a single investigation
scenario and therefore not to be regarded as generally valid. Nevertheless, the given survey
on aggregation methods for the determination of the flexibility potentials at the TSO/DSO
and DSO/DSO interfaces as well as the investigations and results of this article provide a
basis for further investigations regarding various research aspects.

The consideration of a non-convex FOR results in piece wise linear constraints for
the NLP. In addition to a more complex description of the optimization problem, this may
lead to local convergences and higher computation times for the solution by the IPOPT
solver in GAMS or the QCLP approach. In contrast, the quality of the results and the
computation time of the PSO and other population based metaheuristics is related to the
number of operational degrees of freedom and the grid size. The compliance of FPU or FOR
constraints, described as a polygonal area, can be guaranteed by the adaptation of the set-
to-limit operator by the polygon theorem according to Jordan. The PSO provides additional
meta information, such as the costs for a certain adjustment of the vertical active and
reactive power exchange. Further advantages of the PSO are the simple implementation
of any optimization target by a modular objective function, the consideration of non-
linear constraints and mixed-integer degrees of freedom, as well as the scaling properties
regarding grid size and the number and limits of the degrees of freedom.

The investigations of this paper can be repeated for the mixed integer NLP based on
a more detailed flexibility description. The flexibility area of the FPU is represented by a
square at the PQ-plane (see Equation (14). Thereby, dependencies between ∆P and ∆Q
are neglected for the adaptation of the current operating point. Specifications according
to the technical grid connection guidelines are polygonal and sometimes non-convex
areas [46,47]. The consideration of a convex FPU flexibility is possible for each of the
presented optimization methods by linear constraints. The consideration of flexibilities,
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e.g., OLTC transformer tap sets, switching operations, can also be included resulting in a
mixed integer NLP.

The TSO/DSO and DSO/DSO interfaces need to be considered together for investi-
gations regarding the potentials of vertical grid control concepts in a multi-voltage-level
context to guarantee safe and reliable energy supply. In contrast, the FOR is determined
either for the TSO/DSO or the DSO/DSO interface in literature, as well as in this paper.
Therefore, a method for a cascading FOR determination from the lower to the higher
voltage levels needs to be developed and the resulting flexibility potentials integrated at
the operational management of the individual system operators.

Another important aspect in future research is the consideration of multiple interfaces
between two system operators (cf. [12,14]). This represents a more realistic grid scenario,
especially for the TSO/DSO interface, and is neglected in current literature. Therefore,
the distribution of a certain flexibility request from the TSO to the individual TSO/DSO
interfaces needs to be examined in more detail. As a starting point, sensitivity analyses
of the vertical power flows depending on the distributed flexibility utilization can be
performed to evaluate the interdependence of vertical power flows.

In future investigations, the PSO approach will be compared with other population-
based metaheurstics, in particular algorithms such as the covariance matrix adaptation
evolution strategy (CMA-ES) [50] and an evolutionary training algorithm for artificial
neural networks (REvol) [51]. Furthermore, it will be investigated if the total number
of required objective function evaluations can be reduced when sampling the border of
the FOR in one run by dynamically adapting the underlying objective function, which is
possible with population-based approaches. Different investigation scenarios based on
larger or real grid structures need to be investigated for further comparisons of the opti-
mization methods and the proof of the general validity of the results. Uncertainties at the
FOR determination can be considered to determine the flexibility potentials (resistance
to reactance ratio, variations of the slack voltages at the vertical interconnection busses,
operating points and voltage dependency of the loads). Especially regarding the day-ahead
or intraday planning of the system, operation forecast deviations for the renewables are
important (cf. [17]). In addition, ramp times or time delays for a certain flexibility provision
can be taken into account (cf. [19]).

11. Conclusions

This article provides a survey on state-of-the-art aggregation methods for the determi-
nation of a feasible operation region (FOR) at the vertical system interfaces. The advantages
of optimization-based aggregation methods compared to stochastic approaches are identi-
fied. Within this article three optimization methods for the determination of the FOR are
compared for the first time. In particular, these are non-linear programming, sequential
quadratically constrained linear programming and a newly developed, modified particle
swarm optimization (PSO). A main component of optimization-based aggregation meth-
ods is the sampling strategy. In literature, different angle- and set-point-based sampling
strategies are discussed. Before the comparison of the optimization methods four sampling
strategies are compared for the non-linear programming. The iterative set-point-based
sampling strategy enables a specification of the requested level of detail of the FOR by
specifying of a convergence criterion. This results in an appropriate sampling of the FOR,
while guaranteeing the compliance of technical constraints. Furthermore, the computa-
tion time is reduced compared to same level of detail at the non-iterative set-point-based
approach. The modifications of the PSO avoid local convergence and lead to significant im-
provements regarding the determination of the FOR compared to the classic PSO. The three
optimization methods were compared regarding the computation time, the size of the
FOR based on the area factor and the sampling of non-convexities. In general, each of
the investigated optimization methods can be used for the determination of the FOR ac-
cording to the quality of the results. The selection of an optimization method depends
on the specific case of application. The developed modified PSO achieves the best results
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regarding the size of the FOR and the sampling of non-convexities. The PSO is competitive
with the two main categories of optimization-based FOR determination methods from the
literature. Improving the computation time and considering the expected advantages with
respect to an integration of the approach into a hierarchical grid control concept represent
significant potentials.
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Appendix A. Cigré MV Benchmark Grid

1413

28

19
5 2

3

46

7

8

9

10

11

12

1-30 Bus number

17 182120 22

29

26

23

2524

27

30

HV

MV

Wind turbine

Industrial 
load

Agg. LV-PV

Agg. LV-load

2.95 km

4.62 km

0.64 km

0.59 km

1.61 km

1.75 km0.33 km

0.81 km

0.35 km

1.36 km

1

Figure A1. Structure of the Cigré medium voltage (MV) benchmark grid.

Table A1. Transformer data of the Cigré MV benchmark grid.

Type Vector
Group

High Voltage
VHV

in kV

Low Voltage
VLV

in kV

Rated Loading
Sr

in MVA

Short Circuit
Voltage
vsc in %

Copper Loss
PCu

in kW

Open Circuit
Current
ioc in %

Iron Loss
PFe

in kW

HV/MV Yyn0 110 20 25 12 25 0.2 0

MV/LV Dyn0 20 0.4 2 8 16.7 0.2 4

Table A2. Line data of the Cigré MV benchmark grid.

Maximum Thermal
Current Limit

Ith,max in A

Primary LINE constant
For The loop resistance

R′ in Ω/km

Primary Line Constant
for the loop Inductance

L′ in mH/km

Primary Line Constant
for the Insulator Capacitance

C′ in µF/km

680 0.501 2.2790988 0.1511759

Table A3. Bus information of the Cigré MV benchmark grid.

Bus i
Nominal bus

voltage
Vr in kV

Active Power
Loads

PLoad in MW

Reactive
Power Loads

QLoad in Mvar

Active Power
Wind Turbines
PWind in MW

Active Power
PV Units

PPV in MW

Bus Voltage
V in p.u.

Phase
Angle
ϕ in ◦

1 110 0 0 0 0 1.0000 0
2 20 7.644 1.552 -3.211 0 0.9849 0.32
3 20 0 0 0 0 1.0027 2.45
4 20 0 0 −0.535 0 1.0327 5.65
5 20 0 0 −3.479 0 1.0356 5.94
6 20 0 0 −1.070 0 1.0363 6.02
7 20 0 0 −0.535 0 1.0370 6.09
8 20 0 0 −0.535 0 1.0358 5.98
9 20 0 0 −0.535 0 1.0351 5.90

10 20 0 0 0 0 1.0354 5.93
11 20 0 0 −0.535 0 1.0360 6.00
12 20 0 0 −0.535 0 1.0362 6.02
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Table A3. Cont.

Bus i
Nominal bus

voltage
Vr in kV

Active Power
Loads

PLoad in MW

Reactive
Power Loads

QLoad in Mvar

Active Power
Wind Turbines
PWind in MW

Active Power
PV Units

PPV in MW

Bus Voltage
V in p.u.

Phase
Angle
ϕ in ◦

13 0.4 0.374 0.068 0 −0.272 0.9817 0.09
14 0.4 0.369 0.067 0 −0.272 0.9817 0.10
15 0.4 0.340 0.062 0 −0.272 0.9821 0.17
16 0.4 0.386 0.070 0 −0.272 0.9815 0.07
17 0.4 0.380 0.069 0 −0.272 0.9816 0.08
18 0.4 0.369 0.067 0 −0.272 0.9817 0.11
19 0.4 0.385 0.070 0 −0.272 1.0295 5.42
20 0.4 0.339 0.062 0 −0.272 1.0329 5.81
21 0.4 0.374 0.068 0 −0.272 1.0325 5.74
22 0.4 0.369 0.067 0 −0.272 1.0326 5.75
23 0.4 0.340 0.062 0 −0.272 1.0329 5.81
24 0.4 0.386 0.070 0 −0.272 1.0331 5.80
25 0.4 0.380 0.069 0 −0.272 1.0332 5.80
26 0.4 0.369 0.067 0 −0.272 1.0340 5.90
27 0.4 0.385 0.070 0 −0.272 1.0326 5.75
28 0.4 0.339 0.062 0 −0.272 1.0324 5.77
29 0.4 0.374 0.068 0 −0.272 1.0330 5.80
30 0.4 0.369 0.067 0 −0.272 1.0332 5.82
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