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Abstract 

The trends of shorter product lifecycles, customized products, and volatile market environments require 
manufacturers to reconfigure their production increasingly frequent to maintain competitiveness and 
customer satisfaction. More frequent reconfigurations, however, are linked to increased efforts in production 
planning and control (PPC). This poses a challenge for manufacturers, especially in regard of demographic 
change and shortage of qualified labour, since many tasks in PPC are performed manually by domain experts. 
Following the paradigm of software-defined manufacturing, this paper targets to enable a higher degree of 
automation and interoperability in PPC by applying the concepts of service-oriented architecture. As a result, 
production planners are empowered to orchestrate tasks in PPC without consideration of underlying 
implementation details. At first, it is investigated how tasks in PPC can be represented as services with the 
aim of encapsulation and reusability. Secondly, a software architecture based on asset administration shells 
is presented that allows connection to production data sources and enables integration and usage of such 
PPC services. In this sense, an approach for mapping asset administrations shells to OpenAPI Specifications 
is proposed for interoperable and semantic integration of existing services and legacy systems. Lastly, 
challenges and potential solutions for data integration are discussed considering the present heterogeneity of 
data sources in manufacturing. 
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1. Introduction

The integration of modern information technologies into production systems, as proposed by concepts such 
as Industry4.0 [1], promises to be an answer to handle the increasing volatility in markets [2,3] and the need 
for more efficient, automated and adaptive manufacturing [4]. Although digitalization enables the continuous 
exchange of information between IT-systems and the shop floor for monitoring or control purposes, many 
processes in production planning and control (PPC) are still performed either manually or with software that 
only supports proprietary interfaces and often lacks automation and integration capabilities [5]. The trend 
towards more volatile, uncertain, complex, and ambiguous markets, as summarized by the VUCA world [6], 
emphasizes reliable planning as a crucial factor to get into production quickly, especially for low-volume 
products and complex product portfolios. Concepts such as reconfigurable manufacturing systems enable 
frequent and responsive adaption of system structure and logic to efficiently meet current customer demand 
[7,8] . However, frequent reconfigurations also increase the effort in PPC, motivating for digitalization and 
automation in this domain [9,10].  
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In this sense, technological advances show potential for developing and integrating software solutions for 
planning and control of manufacturing systems that can interact in an interoperable way with each other and 
with the manufacturing system itself [11,12]. The availability of large amounts of data from a digitized shop 
floor enable the use of algorithms for analysis and planning, such as realistic simulation models for prognosis 
and analysis [13], optimization tools for capacity planning or layout planning [14], and machine learning for 
production control [15,16]. Although existing solutions could serve as components for a more automated 
and data-driven PPC, integrating them into company software architectures for automation poses a challenge 
in terms of data integration and algorithmic orchestration due to the variety of data sources [17] and the 
complexity of PPC [18,19]. To date, such algorithms and models are mostly implemented for specific use 
cases with proprietary tools and lack integration and generalization capabilities [20,21,5]. For example, 
material flow simulation models of manufacturing systems are mostly modelled by experts during 
production planning with manual parameter input and are not maintained and used over the life cycle of the 
later realized manufacturing system [13]. 

There have been great improvements in interoperable data exchange through technologies such as OPC UA, 
MQTT, or the asset administration shell (AAS). However, in sight of the volume and variety of data sources 
in manufacturing [17], a software architecture is needed that is manageable at large scales and prevents data 
silos and incompatibilities. The software-defined manufacturing (SDM) paradigm suggests to decouple 
software applications from the underlying manufacturing infrastructure through a control layer that 
simplifies the orchestration of information flows by abstraction, virtualization, and interface unification 
[22,23]. Developing solutions for tasks in PPC based on unified interfaces either through standardization or 
integration promises to increase their reusability and interoperability. 

A related principle that is widely promoted in the areas of Smart Manufacturing [24], Cyber-physical 
Production Systems (CPPS) [11], Industry4.0 [1] or Cloud Manufacturing [25] is service-orientation. It is 
already the leading principle in many technologies such as OPC UA or web services and has emerged as a 
suitable architecture for a highly scalable orchestration of software systems [26]. In a software-oriented 
architecture (SOA), software components, i.e. services, are self-contained and modular units of functionality 
that communicate via standardized interfaces [27]. Due to the separation of interface and implementation, 
these services can interact with each other in complex scenarios without the need for mutual understanding 
of their underlying functionality [27]. The capabilities of SOA in terms of adaption, abstraction, and 
integration make it a suitable architecture to realize SDM in the domain of PPC. Therefore, we investigate 
how the principles of service-orientation can be applied to tasks in PPC to improve their potential for 
reusability, automation, and integration in an appropriate software architecture. 

In the following, Section 2 reviews existing approaches in the literature that aim at digitalization of PPC and 
assesses their degree of service-orientation and integration capabilities. In Section 3, we will present an 
approach that aims at the servitization of PPC by describing PPC tasks as services with consideration of data 
integration theory. Moreover, we present a software architecture that considers SOA, SDM principles, and 
state-of-the-art technologies for a flexible, automated and data-based PPC. Thereby, special attention is 
given to the integration of existing legacy systems in manufacturing. Finally, Section 4 concludes the paper 
and provides an outlook for further research.  

2. Related work

The goal of SOA is to organize networks of software systems in large scales while maintaining a flexible 
and maintainable system that enables interoperable data exchange between components [26]. According to 
Valipour et al. [27], services comprise of 3 components, i.e. protocol, interface, and implementation, and 
must implement the following 6 characteristics in SOA: 

• Discoverable and dynamically bound: services can be discovered by consumers in registries
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• Self-contained and modular: services are modular components that encapsulate specific
functionality

• Interoperable: services are able to communicate and interact with each other using standard
protocols and data formats

• Loosely coupled: a low and well-known number of dependencies between service consumers and
service providers

• Location transparent: location of services is provided by registries at runtime allowing for simple
load balancing

• Composable: services can be combined to applications or orchestrations due to their modular
structure.

In order to evaluate existing concepts and approaches for digital planning and control of manufacturing 
systems, we classify their degree of service orientation based on the fulfilment of the aforementioned design 
principles of SOA. The literature review was thereby conducted based on the methodology of Mayring [28]. 

Services provide a distinct description how to interact with them by specifying their interface and protocol. 
The protocol denotes thereby how to interact with the service, e.g. covering authentication or payment, and 
the interface defines all possible requests of the service and their associated schema, i.e. the input and output 
data format of a request. However, data still needs to be right in the right format, i.e. data conforms the 
schema of these interfaces, to ensure interoperability when interacting with a service. Especially in 
manufacturing, interoperability is challenging due to legacy systems and a large variety of data sources 
[29,30]. The field of data integration deals with this problem by combining data from different sources  to a 
unified view for the user [31]. Formally speaking, data integration can be described by the tuple 〈𝐺, 𝑆, 𝑀〉, 
where a global schema 𝐺, i.e. the unified view, is obtained by applying a mapping 𝑀 to a source schema 𝑆. 
The mapping 𝑀, responsible for translating between schemas 𝑆 and 𝐺, aims to handle with data 
heterogeneity, both in terms of notational and conceptual heterogeneity [32]. Notational heterogeneity 
concerns communication protocol or language whilst conceptual heterogeneity is summarized by differences 
in schema or semantics of the used data models.  

Besides the degree of service orientation, we assess the integration capabilities of existing approaches in the 
field of digital manufacturing based on the degree of data heterogeneity they can manage. In this literature 
analysis, we will not cover abstract architectures, like the RAMI4.0, as they miss the technical depth for a 
direct realization, as stated by Wang et al. [33]. Instead, we will concentrate on approaches that are either 
implemented and evaluated in case studies or concepts that provide enough detail for assessing their fit for 
a service-oriented PPC.  

Lee et al. [34] motivate for the use of CPPS in Industry4.0 to control production operations and present 
therefore a 5-tier architecture, consisting of the levels: connection, conversion, cyber, cognition, and 
configure. They emphasize the importance of a tether-free method for exchanging data from various sources 
with consideration of needed data transformations. The architecture covers with its levels all relevant features 
of a CPPS but misses detail how to transfer this architecture directly to SOA and implement it with current 
technologies. A similar approach is proposed by Pérez et al. [35] with a model-based architecture for CPPS 
that enables vertical integration from the shop floor to the cloud. In this approach, they utilize existing 
standards and information models to represent manufacturing entities and exchange this information via 
OPC UA-based services.  

Liu et al. [36] present and demonstrate a framework for CPPS that aims for reconfigurability of digital 
production systems by the use of digital twins and remote control. The authors motivate for a SOA to 
implement their CPPS and realize it with webservices and MQTT. To limit their efforts in regard of data 
integration, they use one unified domain ontology that ensures conceptual data homogeneity. A conceptually 
similar but technologically different approach is shown by Ye et al. [37] based on AAS for interoperable 
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data exchange between cloud and edge software components. They utilize OPC UA for communication to 
assets and organize applications as AAS-based webservices. The authors note the importance of semantic 
integration of data for interoperability and ease of integration. 

Table 1: Overview of approaches for architectures of digital manufacturing with consideration of production 
planning and control and service-orientation 
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Lee et al. (2015) [34]  ○ ◐ ◐ ◐ ○ ○  ◐ ○ 
Pérez et al. (2015) [35]  ○ ● ◐ ○ ○ ○  ◐ ○ 
Liu et al. (2020) [36]  ○ ● ● ○ ○ ◐  ◐ ○ 
Ye et al. (2021) [37]  ◐ ● ◐ ● ● ●  ◐ ○ 
Wang et al. (2020) [38]  ◐ ● ◐ ● ● ●  ◐ ◐ 
Biesinger et al. (2019) [39]  ○ ○ ● ○ ○ ◐  ◐ ◐ 
Qiu et al. (2007) [40]  ○ ● ◐ ● ○ ○  ◐ ◐ 
Grassi et al. (2020) [41]  ○ ● ◐ ◐ ○ ◐  ◐ ○ 

 
To enable digital PPC, Wang et al. [38] motivate to integrate different enterprise application, such as 
enterprise resource planning (ERP) or manufacturing execution systems (MES) for more collaborative and 
synergetic information exchange. In their proposed architecture, they utilize industrial internet of things 
(IIoT) for an interoperable information exchange with production resources. They emphasize the potential 
to disassemble monolithic applications into services to increase reusability and ease of integration. Yet, a 
clear explanation how data integration is performed, is missing.  

Biesinger et al. [39] concentrate on this data integration by utilizing an enterprise service bus as a central 
integration entity that allows to connect to heterogenous data sources on the shop floor. They show how to 
utilize dedicated parsers to extract information in real-time from these data sources and integrate this 
information in other software systems.  

Another approach is introduced by Qiu et al. [40] with a 3 layered architecture where production resources 
and their controllers are integrated by a service-oriented integration framework with enterprise business 
applications for planning and control of production. They use pre-defined data formats and protocols to 
perform the factory integration of heterogenous data sources by mapping the data to knowledge graphs. The 
demonstrate the approach in semiconductor manufacturing for process control and recipe management 

Grassi et al. [41] are concerned with enabling orchestration of control in  digital manufacturing. They argue 
for a decentralized control approach, that is able to handle complexity of manufacturing systems by 
abstraction of controllers. Yet, their architecture is a monolithic ERP application, that prevents realization 
of SOA on the application level. 

To summarize the reviewed approaches, they all emphasize the importance of an interoperable and flexible 
information architecture to realize the potentials of digital manufacturing. Although the approaches follow 
different architecture paradigms and utilize different technologies, all architectures separate business 
applications from communication with production resource through a dedicated layer for integration, similar 
to SDM. Moreover, the approaches motivate for decentralized approaches to realize CPPS.  
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In recent surveys in the areas of smart manufacturing, cloud manufacturing or CPPS, enabling 
interoperability and information integration are seen as major challenges in realizing these concepts 
[42,24,43,44]. Although most of the reviewed approaches agree, they do not consider advanced data 
integration technologies that are scalable for notational and conceptual data heterogeneity. Instead, most 
approaches rely on tailored integrations or global data models that enable integration.  

Another limitation of existing approaches is their degree of service-orientation. Although most of the 
reviewed approaches promote SOA, they fail to implement essential characteristics. Service discoverability 
and composability, that is important for SOAs to scale, are mostly not considered. Additionally, 
compatibility and consideration of existing SOA technologies is mostly not achieved. Lastly, the 
interoperability of approaches is mostly also limited since only one communication technology, such as OPC 
UA, is considered. To resolve existing limitations, the remainder of this paper aims to present an approach 
that considers all described key characteristics of SOA and allows to handle data heterogeneity considering 
notation but also concepts.  

3. Approach to realize service-orientation in production planning and control 

The approach considers at first (Section 3.1) how tasks associated with PPC can be described in terms of 
SOA. Building up on this logic, we describe a software architecture (Section 3.2) that implements the 
principles of SOA and allows for all data exchanges required to automate PPC. Section 3.3 gives thereby 
special notice to data integration in this architecture for integration of legacy systems.   

3.1 Service abstraction for production planning and control 

The aim of PPC is to efficiently and effectively operate production to satisfy customer demands [45]. To do 
this, a set of tasks is considered by PPC frameworks that are sequentially performed in iterations whereby 
each task contributes some aspects to the overall PPC solution. Typical tasks are, for example, capacity 
planning, shop floor scheduling or material requirements planning (MRP). There exist algorithms or models 
for many PPC tasks which shows the potential for automation. Yet, implementations are mostly done 
custom-tailored to specific use cases without possibilities for reuse.  

To resolve this problem and also ensure that integration in software architectures is not prevented by 
incompatibilities, software implementations for PPC tasks should follow the design principle of services. 
Valipour et al. state that the “[…] most important aspect of SOA is that is separates the service’s 
implementation from its interface.” [27] This infers for PPC that the data required and produced when 
solving a PPC task should be separated from the algorithmic solution to solve this task. This makes it not 
only clear for service consumers how to use this service but also allows use of the service without knowledge 
of the algorithmic solution, i.e. the implementation. Additionally, implementing PPC tasks as services 
motivates for a use-case independent implementation with a parameterized interface.  

To be precise, a PPC task can be seen as a function 𝑓, where 𝑓:  𝑥 → 𝑦. Thereby, 𝑥 is data required to perform 
the PPC task and 𝑦 the solution of the PPC task. For example, data required for performing MRP comprises 
of the production schedule and the bill of materials of all products in the schedule and the output covers 
cardinalities for material. Considering the contextual meaning of both 𝑥 and 𝑦 respectively in 𝑓, it is possible 
to define their schemas 𝑋 and 𝑌. Schemas for MRP would be clear definitions of the data models describing 
the production schedule or the bill of materials. With this formulation, a PPC task can be implemented as a 
service where its interface conforms 𝑋 and 𝑌 and its implementation realizes 𝑓.  

With this logic, it is possible to transfer the logic of service composition and orchestration to PPC for creation 
of planning pipelines in PPC. For example, we could define a service that is a composite of scheduling and 
MRP, where the input of the composite service are the placed orders of customers and the associated bill of 
materials. Output of this service would be a production schedule and cardinalities for all required materials. 
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Thus, we could abstract the sequential PPC logic, i.e. performing MRP after scheduling, in this service 
composition and thereby reduce complexity. Considering the orchestration capabilities of SOA, complex 
process models for PPC services could be realized for automation.  

3.2 Software architecture to implement service-orientation in manufacturing 

To realize an integration of PPC services and production data sources, a software architecture is required 
that is able to deal with the data heterogeneity of manufacturing and allows to orchestrate complex service 
networks for PPC tasks. Aligning with the concept of SDM [22] and the architectures discussed in section 
2, our proposed architecture consists of three layers - infrastructure layer, reference layer and application 
layer – as shown in Figure 1. 

The infrastructure layer is thereby a collection of data providers and consumers, i.e. production hardware 
and data bases, and their associated way of communication. The reference layer serves two purposes: data 
integration and service integration. At first, it aims for integrating the infrastructure to a more manageable 
representation by use of data integration technologies and providing the infrastructure’s functionalities as 
services. Next, service integration is concerned with the registration, integration and orchestration of services 
in order to make them discoverable, compatible, and manageable. Lastly, the application layer comprises of 
the services itself and the configuration interfaces to control the components of the architecture. 

In the data integration of the reference layer, data heterogeneity needs to be handled considering notations 
and concepts of data. There have been great advancements in terms of reducing notational data heterogeneity 
in shopfloors by middleware communication technologies. One example is the Eclipse BaSyx middleware 
(https://www.eclipse.org/basyx/) that allows to connect multiple industry protocols and make the 
information available in AAS. However, other integrations might be necessary besides the shop floor to data 
bases or enterprise applications such as MES or ERP systems (see Section 3.3), that are considered by 
integration services. The AAS serves as a promising technology to realize the target of data integration of 
the reference layer by making the data available in a manageable representation. It is a standardized 
description language with a service-oriented design that suits well for standardization of data formats. 
Currently, there exist many ongoing standardization procedures to create distinct domain models for AAS 
to ease integration.  

Apart from its advantages, AAS technology is complex to use, and, unfortunately, not yet as compatible and 
mature as existing technologies for SOA and web services. Realizing data models with AAS requires precise 
knowledge of the AAS meta model, posing a high barrier to entry. Although AAS allow for the creation of 
schemas using templates, existing implementations for AAS currently do not provide any validation of these 
schemas. Technologies that support building an SOA like load balancers, health monitoring or data 
integration tools for services are not compatible with AAS. Instead they are widely compatible to existing 
solutions for describing web services. One example, the OpenAPI Specification, is a definition language that 
allows to describe, produce, consume, and visualize web services in a machine-readable form.  
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Figure 1: Visualization of the proposed architecture for realization of a service-oriented PPC 

To make use of the benefits of AAS, i.e. standardized representation of data and compatibility to industrial 
data sources, and OpenAPI Specification, i.e. compatibility to SOA technologies and ease of use, we propose 
a middleware that integrates these languages. For this integration, we developed a mapping between the 
components of the meta models of AAS and OpenAPI schemas, as shown in Table 2. Note, that we 
considered only the most important components of both languages in this work. Extensions, however, to 
cover more aspects of the meta models are possible. Meta-information of schema and attribute names, 
necessary for this transformation, is specified within the DataSpecifications of the AAS. A more detailed 
explanation of this mapping based on a simple example can be found in the Appendix. 

By considering these mapping rules, the AAS-OpenAPI middleware automatically transforms data between 
these two formats. To make the middleware useable, it provides a CRUD (create, read, update, and delete) 
REST API for its data models that is dynamically generated based on provided AAS or OpenAPI 
specifications. Queries against this CRUD interface are transformed and forwarded to the AAS and are 
transformed again upon return from the AAS interface. For an implementation of this middleware, refer to: 
[46] 

Table 2: Mapping logic for transforming AAS to OpenAPI Specifications and vice versa 

AAS Meta Model OpenAPI Mapping Transformation 

Asset administration 
shell 

object 
ID, IDshort, and semantic ID are mapped as strings, 
submodels are mapped as attributes 

Submodel object 
ID, IDshort, and semantic ID are mapped as strings, 
Submodel Element Collection are mapped as attributes 

Submodel Element 
Collection 

object 
ID, IDshort, and semantic ID are mapped as strings, 
Submodel Element Collection are mapped as attributes 

Submodel Element 
List 

array Values of the list entries are mapped to an array attribute 

Property 
string | number | 
integer | boolean 

Value of the Property is mapped to the associated primitive 
data type attribute (either string, number, integer or boolean) 

ReferenceElement string 
Value of the Reference Element is mapped as a string 
attribute 
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3.3 Data Integration and compatibility with legacy systems 

The consideration of integration of legacy systems for PPC in this architecture is one essential component. 
The first step for integration is to ensure that these systems provide their functionalities as services, e.g. by 
wrapping their typical API in web services. Existing procedures are widely applicable and have been 
performed for many applications, such as in [30]. Although this allows to include legacy systems in the 
architecture, connecting them still requires data integration.  

PPC tasks are strongly dependant on each other due to the sequential nature of PPC, input and output of 
different PPC tasks can have intersections or be subsets of each other. Let, for example, the output of 
scheduling service conform schema 𝑌𝑆 and let the input of an MRP service conform schema 𝑋𝑀𝑅𝑃  that is an
integration of a scheduling schema 𝑋𝑆 and a bill of material schema 𝑋𝐵𝑂𝑀. Then, one would need to find a
mapping 𝑀𝑆  that integrates both scheduling schemas 𝑌𝑆 and 𝑋𝑆 in order to integrate scheduling and MRP
service. 

Considering the number of tasks in PPC, the efforts for data integration with heterogenous interfaces can be 
huge. In fact, a worst-case scenario could require to define 1

2
𝑁(𝑁 − 1) mappings for 𝑁 schemas in a point-

to-point integration [47]. However, concepts from data integration reduce this complexity by considering 
global or at least mediated schemas that reduce the number of necessary mappings in the best case 𝑁 [31,29]. 

Semantically annotated data also has great potentials for data integration by use of schema matching 
technologies, automated semantic integration and ontology mapping [48,49]. Lastly, in case of missing 
semantics, one could employ existing machine learning approaches, or more specifically natural language 
processing, from other domains to automate the integration [50,51]. 

4. Conclusion and Outlook

This work aims to enable service-orientation in PPC by applying the principles of SOA to PPC and creating 
an architecture that allows the integration of such services with production data sources. At first, related 
approaches from literature are analyzed with consideration of their degree of service-orientation and their 
capabilities to handle heterogenous data sources. Analysis showed that the reviewed approaches either miss 
realization of some SOA principles or they rely on homogenous data sources. To close this deficit, we 
propose a concept that transfers theory from SOA and data integration to PPC frameworks, showing that 
PPC tasks can be described as services which are modular and composable. Based on this, an architecture is 
introduced that allows to synergistically use digital industry and SOA technologies for data exchange in 
production. It allows to orchestrate loosely coupled services to perform PPC tasks and to exchange data with 
production in an interoperable way. By integration of AAS with OpenAPI Specifications, the architecture 
achieves to handle notational data heterogeneity since the most common protocols and languages in practice 
can be interchangeably transformed. Lastly, special focus is given to handle legacy systems and conceptual 
data heterogeneity. Although the use of OpenAPI requires schema definitions of service interfaces, 
integrating these schemas is still linked to high efforts. To resolve this problem, integration with global 
schemas or use of automated approaches to find these schema mappings are recommended. In our future 
research, we will build up on this approach and demonstrate its effectiveness in use cases. Moreover, more 
detailed evaluation of the potentials of methods utilizing machine learning or semantics for data integration 
is focused.  
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Appendix 

In the following, we will explain the mapping defined in Table 2, for the integration of AAS and OpenAPI 
Specification schemas, based on a simple example. A reference implementation is available at [46]. The 
example is concerned with a data model (Figure 2a) that describes attributes of products that are required in 
typical PPC tasks, such as MRP or scheduling. The data model of the product specifies three attributes: an 
ID to identify the product, an attribute for required production processes and an attribute for its bill of 
material. The data model is depicted in Figure 2a as UML class diagram and an instance of the data model 
is shown in Figure 2b.  

The result of applying the mapping logic between AAS and OpenAPI Specifications on this example is 
displayed in Figure 3. Here, the described data model is displayed in JSON-serialization for its 
representations conforming OpenAPI and AAS Meta model.  

 

 
Figure 2: UML class diagram (a) and object diagram (b) of the exemplary data model of an electric motor  

 
Figure 3: UML class diagram (a) and object diagram (b) of the exemplary data model of an electric motor  
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