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Model Predictive Control (MPC) has previously been investigated on ocean wave

energy converters (WEC) to improve the amount of power captured, while respect-

ing the system constraints. Previous research done in the same area, focused on

building a control scheme by using the knowledge of the past & current states

of the system and predicting the future states of the system based on which the

control action was taken for the power-take-off (PTO) to maximize power capture.

This was done by maximizing the product of force and velocity and at the same

time, staying under the permissible limits of both force and velocity (constraints).

Our research attempts investigate if an integrated approach for power maximiza-

tion is possible by trying to modify the way power maximization is done. This

is made possible by integrating a state-space generator model with a state-space

WEC model. This combined generator-WEC model is then used with an MPC



controller. So rather than having PTO-force as the input for the wave energy con-

verter, dq reference frame voltages are used as inputs and the product of voltages

and currents for the d and q axes (i.e. the electrical power) is maximized.
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Chapter 1: Introduction

1.1 Overview of different renewable energy sources

As defined by the EIA (Energy Information Administration), renewable or non-

conventional energy sources are those which are available naturally. In other words,

these are naturally replenished over the course of time. Tidal, wind, solar, geother-

mal and biomass are a few examples of renewable energy sources [1]. The future

for power is clean energy since factors like global warming puts an emphasis on

protecting the environment and this automatically increases the importance of how

energy is being generated currently. Fig 1.1 glosses over the fact that renewables

account for 10% of the total energy consumption by energy sources as of 2015.

Fig 1.1 also indicates that the energy consumption by source is about 22% for

hydroelectric. This is expected to grow in the coming decades. Given that the

demand for energy is constantly rising, it would be extremely beneficial for the

energy sector to move towards green energy rather than relying on fossil fuels.

1.2 Why wave energy?

Among the various energy sources, wave energy is crucial especially in Oregon

owing to its closeness to the coastline. Oregon is one of the few states that has

pledged to make its electricity 50 percent renewables dependent [3], makes the
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Figure 1.1: US energy consumption by energy sources (Image from [2]).

development of power generation technologies from wave energy important. In

addition, the density of water is much higher compared to air. So there is potential

for more energy to be exploited there. An interesting fact about wave energy is

that the US receives 2100 terraWatts of incident waves along its coastline each

year [4]. Harnessing a quarter of that would eclipse the total production of the US

hydro system [4]. Additionally, wave energy is emission free compared to coal and

natural gas which have detrimental effects on the environment. Apart from this,

there are some well defined benefits of using wave energy namely :

• Predictability : Forecasting with precision is very much possible for waves

unlike solar and wind [5]. Solar energy is not available at night and the

velocity of wind varies with time. From a utility’s point of view, this pre-
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dictability of wave energy helps them to adjust their supply according to the

demand and availability [5].

• Consistency : Water covers about 70% of the earth and it is available through

the whole year [5].

• Proximity : Roughly 60% of the world’s population live about 60 kilometers

from the coast line [6]. This is important as it saves on transmission costs

especially when it comes to wave energy [6].

1.3 Different WEC topologies

The earliest interest in harnessing the potential of wave energy can be traced back

to the 1800s [7]. Over the past few centuries, there has been a steady growth in

development of different wave energy conversion topologies and these can broadly

be classified into three main categories namely [7] :

• Oscillating water column

• Overtopping

• Oscillating body

In the upcoming sub-sections, each topology is briefly discussed.
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1.3.1 Oscillating water column

The OWC consists of an enclosed chamber that is inverted over water as shown in

figure 1.2. This enclosure enables the water inside the chamber to compress and

decompress thereby utilizing the heaving motion of the water [7]. There is a small

opening in the chamber out of which the air rushes out as a result of compression

and decompression of air inside the enclosure and this is used to rotate a turbine

that serves as a medium of conversion for the energy [7]. The reason why a Wells

turbine is preferred is because it spins in one direction regardless of direction of

air flow.

Figure 1.2: Oscillating water column showing movement of air (Image from [2])
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1.3.2 Overtopping

Overtopping devices usually consist of a mechanism that captures the incident

waves, sends them up a ramp where there is a reservoir to collect the incident

waves. Once the collection is done, the water is usually drained out through a

turbine outlet. Usually, low head turbines are used for the energy conversion[8].

Figure 1.3: Working of the wave dragon (Image from [9]) .

1.3.3 Oscillating body

These devices are usually large scale WEC-devices that make use of one or two

degrees of freedom with some form of power-take-off mechanism to convert me-

chanical energy to electrical energy. Usually point absorbers oscillate with the

ocean wave in more than one degrees of freedom [10]. Also these devices are ca-

pable of energy absorption from waves that are much larger than the dimensions

of the device itself thereby making them more robust [10]. The power take-off can

be hydraulic or direct drive. Different power take-off methods are discussed in the

upcoming chapters. A good example for an oscillating body is a point absorber
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shown in the below figure. The working principle for a point absorber can be re-

lated to that of a simple Faraday flashlight. It makes use of the heave motion of

the waves as that is where maximum energy capture is possible [11].

Figure 1.4: Point absorber (Image from [12]) .
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1.4 Power take-off

Power take-off is defined as the mechanism to convert all the mechanical energy a

device takes in from the ocean into electrical energy [13]. Power take off is directly

linked to efficiency as higher the conversion rate is for captured power, higher the

efficiency is[13]. Furthermore, adding power take-off mechanism also impacts the

mass and the dynamics of the WEC [13]. Since PTO is part of the WEC, its

construction must be robust and it be able to withstand harsh wave conditions

i.e. maintenance costs for the PTO must be minimal [13]. Another interesting

aspect of power take-off is that there is no set industry standard device for wave

energy [13]. This leaves room for experimentation and the PTO mechanism chosen

could be highly efficient or could be an impractical model. So, careful validation is

required when it comes to choosing the right take-off mechanism for the converter.

Fig 1.5 shows different ways in which wave energy can be converted to mechanical

energy.
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Figure 1.5: Different energy conversion paths (Image from [13]).

1.4.1 Turbines

As discussed before in the oscillating water column section, turbines (more typi-

cally a Wells turbine or impulse) is used as the power take-off mechanism. This

mechanism has its drawbacks because even though its construction is simple, the

Wells turbine is not self starting [13]. To overcome this, an impulse turbine is used

which does compensate for the lack of starting and has low operational speeds,
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but has many movable parts which makes its construction and maintenance a bit

more complex [13].

1.4.2 Hydraulic power take-off

This mechanism is mostly used with point absorbers since waves operate at low

speeds generating tremendous forces and point absorbers are ideal to capture this

[14]. Fig 1.6 shows a typical hydraulic PTO where the movement of the buoy

forces a rod to compress and decompress, thereby forcing fluid through the valves

in a controlled manner to drive the electric generator [14]. Accumulators are also

added to make sure the pressure is controlled [14].

Figure 1.6: Schematic for hydraulic PTO (Image from [14]).
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1.4.3 Direct-drive power take-off

As the name suggests, direct drive power take-off systems involves coupling a gen-

erator with the buoy i.e. there is no intermediate step in the conversion although

rectification is done following the conversion [14].

Figure 1.7: Conversion flow for DD PTO (Image from [15]).

With the technological advancements in the field of power electronics and per-

manent magnet machines, direct drive PTOs seem to be a very attractive prospect

[14]. The one important aspect is that very precise construction is required to

maintain the gaps between the translator and stator. Fig 1.8 shows a rough ar-

rangement of the stator and the magnets with respect to the translator [14].



11

Figure 1.8: Schematic for DD PTO (Image from [14])

1.5 Different types of control schemes WECs

Although there are various control strategies, in this section, two control schemes

are briefly discusses namely :

• Latching control

• Reactive control
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1.5.1 Latching control

Introduced first by Falnes, latching control (say for a point absorber) deals with

restricting the buoy when the velocity is zero and releasing it such that it is in

phase with the waves [14]. This allows maximum power capture by the device

[14]. Usually the buoy is stopped (latched) and released at the point where the

buoy is in phase with the excitation force exerted by the waves [14]. This form of

control usually requires some form power take off (say a hydraulic PTO) to push

the buoy such that phase matching occurs [13]. This requires precise modelling

of the controller to account for the desired degree(s) of freedom depending on the

device type and wave type (regular or irregular) and predicting the excitation forces

which usually becomes difficult in case of irregular waves [13]. The antithesis for

latching is called declutching where the buoy is allowed to moved freely and power

take-off is engaged only at desired velocities [14].

Figure 1.9: Latching mechanism for a buoy. (Image from [13]).



13

1.5.2 Reactive control

The basic idea of reactive power control is to put some power back into the ocean for

a small duration of time at certain oscillating frequencies, [16] thereby widening

the efficiency bands on either side of the resonant period [17]. A wave energy

converter is often imagined as a spring damper system i.e. the spring/converter is

pushed down and it comes back up again and continues to oscillate until it returns

to its original position [13]. Various other components like inertia, spring constant,

stiffness are also taken into consideration [17]. Ideally, maximum power extraction

occurs when the buoy resonates at resonant frequency and this adjustment of the

device is done by some form of power take-off and tuning the spring coefficients

[16]. In simpler terms, this is the mechanical equivalent of impedance matching

i.e. maximum power transfer occurs when the source impedance is equal to the

load impedance [18].

1.6 Model predictive control & its usage in wave energy conversion

In any field of engineering be it chemical, mechanical or electrical, controls plays

a significant role as depending on how good the control scheme is, profits are that

much higher. In wave energy, controls become even more crucial because it directly

impacts the efficiency. An ill-defined controller will not optimize power efficiently

and might cause significant losses and increase the cost of power produced. There-

fore, it is crucial to have a smoothly running controller that complements the plant.

Depending on the type of wave energy converter being used and the method of
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Figure 1.10: Buoy modeled as a spring damper. (Image from [19]).

power take-off chosen, complexity of the controller varies. The previous section

talked briefly about latching and reactive control. However, over the past several

years, optimization control techniques have been developed for WECs. Eidsmoen

[20] developed the mathematical model for a heaving buoy to get the optimal ve-

locity back in 1996. In more recent times,research in the field of model predictive

control has gained traction because it works well with slow moving systems (where

system response time is in the order of seconds) that have the capacity to produce
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high energy and waves are perfect for this. This was demonstrated in the works

done by [21],[22], [23]. The essence of model predictive control lies in extracting

maximum power from the converter while respecting the system constraints. The

detailed formulation for MPC is discussed in the upcoming sections.

1.7 Proposed idea

Over the past few years, studies done on advance control schemes using the opti-

mization prowess of Model Predictive control, have shown that an improvement of

500 percent in power capture is possible when MPC is used instead of fixed damp-

ing (simulation-wise) [24]. The previous work done by [25],[24] dealt with treating

the power take-off force as a product of force and velocity used a reactive control

strategy that was previously discussed in the earlier sections to occasionally deliver

power into the ocean in return for better alignment between converter force and

velocity thereby optimizing the product of force and velocity. The current formu-

lation attempts to take the research further by bringing an actual generator into

the picture and try combining this hydrodynamic WEC model with a generator

model to optimize the product of voltage times current i.e. the electrical power as

opposed to mechanical power. There are however several questions that need to

be addressed.

• Will the problem be convex?

• Will combining the generator model into the MPC formulation be feasible?
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• How will this impact the efficiency of the system?

• How will this impact the overall stability of the system?

Detailed formulation of the MPC model and the results are discussed in the

upcoming chapters.



17

Chapter 2: Plant model development

2.1 Structure for a control system model

Control system models are usually of two types

• Open loop system

• Closed loop system

The main difference between open and closed loop systems is that in closed loop

systems, there is feedback from the states i.e. some knowledge of the system states

is fed back to the input via feedback to adjust for stability. The process to model

state space systems relies on writing the equations in state space representation

as shown in equation 2.1 and 2.2. Closed loop control systems are much more

effective in capturing the dynamics of the system and these are shown in the form

of first order differential equations coupled with a set of variables that are termed

as state variables [26].

ẋ = Ax+Buu+Bvv (2.1)

y = Cx+Duu+Dvv (2.2)



18

Dot notation is used to represent the set of first order differential equations w.r.t.

time. The state vector x is a column vector of length n, the input vector u, is a

column vector of length r. A is an nxn square matrix that represents weights for

the system dynamics and B is a matrix of dimensions nxr that represents weights

for the inputs [26]. Same notation goes for the output set of equations denoted

by y. C is an mxn matrix and D is an mxr matrix which in some cases is a null

matrix [26]. However, in the real world, C indicates usage of sensors and it is

impractical to have one for every state.
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For the formulations used in this research, the control system is divided into

two portions as shown in Fig 2.1

Figure 2.1: Control system block diagram

Additionally, the control model also has some form of prediction for the exci-

tation force and the controller solves for inputs to be applied to the system that

results in optimal power.

2.2 Hydrodynamic model from previous research

The efficiency of the control model depends on how well the plant model is defined.

Recent research done in the field of advanced controls focused on building a fast and

accurate state-space representation of a wave energy converter model (in particular
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for multiple body wave energy converter) that serves as a an efficient hydrodynamic

plant model for mathematical modelling in MATLAB [25]. It is important to note

that in this formulation, the point absorber operates under linear wave theory

conditions [7] i.e. we assume it is acted upon only in the heave direction by the

waves since that is where maximum energy capture occurs.

Figure 2.2: Six degrees of freedom [27]

Fig 2.2 shows the six degrees of freedom and the point absorber captures the

heave direction i.e. the up and down motion of the buoy. After using these

assumptions, the equations of motion were set up as per Falnes convention [28].

Fe(s) + Fr(s) + Fb(s) + Fpto(s) = sV (s)m (2.3)

Here, Fe is the excitation force which is the force exerted by the waves, Fb is

the buoyancy force, Fr is the radiation force caused by the movement of the device
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and Fpto is the power take-off force which is the force applied by the machine on

the device [28]. Following the modelling of WECs which was done in [25], initially,

a frequency independent approximation is used for the buoy position and buoy

velocity. Later on, the frequency dependency is augmented to build the model

[25].

d

dt

ż
z

 =

 −Bm+A
−k
m+A

1 0


︸ ︷︷ ︸

A

ż
z

+

 1
m+A

0


︸ ︷︷ ︸

Bu

[
Fpto

]
+

 1
m+A

0


︸ ︷︷ ︸

Bv

[
Fe

]
(2.4)

The frequency dependency in the model comes from the radiation force formu-

lation, the details of which are discussed in [25].

The resultant radiation force approximation after removing dependencies of F ′r

as per [25] is :

F̈ ′r(t) +
cbb
cba
Ḟ ′r(t) +

cbc
cba
F ′r(t) = −caa

cba
z̈(t)− cab

cba
ż(t) (2.5)

Fr(t) = F ′r(t)− A(∞)z̈(t) (2.6)

The equation of motion is then reduced to account for dependencies is discussed

in [25]

Fe + Fr + Fb + Fpto = mz̈ (2.7)
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Fr = F ′r − A(∞)z̈ (2.8)

Fb = −k z (2.9)

F̈ ′r = − cbb
cba
Ḟ ′r −

cbc
cba
F ′r −

caa
cba

z̈ − cab
cba

ż (2.10)

z̈ =
1

m+ A(∞)
(Fe + F ′r + Fb + Fpto) (2.11)

Removing time dependency, the final hydrodynamic equation as per [25]

Ḟ ′r = − cbb
cba
F ′r −

cbc
cba

∫ t

−∞
F ′r dt−

caa
cba

ż − cab
cba

z (2.12)
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d

dt



ż

z

F ′r∫ t
−∞ F

′
r dτ


=



0 −k
m+A(∞)

1
m+A(∞)

0

1 0 0 0

− caa
cba

− cab
cba

− cbb
cba

− cbc
cba

0 0 1 0





ż

z

F ′r∫ t
−∞ F

′
r dτ



+



1
m+A(∞)

0

0

0


[
Fpto

]
+



1
m+A(∞)

0

0

0


[
Fe

]
(2.13)

This hydrodynamic state-space representation of the buoy is now integrated

with a generator model. The integration portion is discussed in the upcoming

sections.

2.3 Generator models

In this section, two generator models that were chosen for integration. One being

a simple dq machine model i.e. an AC generator model and the other being a

simpler DC generator model. There are also various methods to formulate the

model which are discussed in detail in the upcoming sections.
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2.3.1 AC generator modelling

For a three phase machine (say a PM machine), we have as per [29]

vA = RiA +
∂λA
∂t

(2.14)

where rate of change of flux linkages is the sum of flux linkages between all the

windings and the rotor magnets [29]

∂λA
∂t

=
∂(λAA + λAB + λAC + λfA(θ))

∂t
(2.15)

Similarly for the other two windings, we have [29]

vB = RiB +
∂λB
∂t

(2.16)

where rate of change of flux linkages is [29]

∂λB
∂t

=
∂(λBA + λBB + λBC + λfB(θ))

∂t
(2.17)

vC = RiC +
∂λC
∂t

(2.18)

where rate of change of flux linkages is [29]

∂λC
∂t

=
∂(λCA + λCB + λCC + λfC(θ))

∂t
(2.19)
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As the windings are interconnected, converting them to dq and solving them is

the best option [29]

vd = Rid +
∂λd
∂t
− ωdλq (2.20)

vq = Riq +
∂λq
∂t

+ ωdλd (2.21)

Figure 2.3: PM machine dq axis diagram [30].

From the alignment of d and q axis with the magnets, we have the flux linkage

equations for d axis and q axis [29]

λd = Ldid + λfd (2.22)
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λq = Lqiq (2.23)

Modifying the equations, we have [29]

vd = Rid +
∂(Ldid + λfd)

∂t
− ωdLqiq (2.24)

vq = Riq +
∂Lqiq
∂t

+ ωdLdid + ωdλfd (2.25)

Fpto =
π

τ
(Ldidiq + λfdiq − Lqidiq) (2.26)

2.3.2 DC generator modelling

In this section, a simple DC machine which has the voltage given by the equation

[29]

v = iR + L
∂i

∂t
+ keω = iR + L

∂i

∂t
+ klinż (2.27)

where klin is the new back emf constant.

The equation for Fpto is proportional to current with the proportionality con-

stant i.e. the torque constant being numerically equal to the back emf constant

[29] :

Fpto = klini (2.28)



27

Notice that the dq model is non-linear and would require linearization before in-

tegrating it with the hydrodynamic model.
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2.4 Taylor series expansions for non-linear state-space models

The formulation of MPC requires the plant model to be linear as MATLAB’s

quadratic programming works only for linear models. So, linearization of the dq

model is required as per Taylor series expansions for non-linear state-space [31].

ẋ = f(x,u) y = g(x,u) (2.29)

x ∈ <n u ∈ <m y ∈ <p (2.30)

ẋ0 + ˙̃x︸ ︷︷ ︸
ẋ

= f(x0 + x̃,u0 + ũ) ≈ f(x0,u0)︸ ︷︷ ︸
ẋ0

+Ax̃ + Bũ︸ ︷︷ ︸
˙̃x

(2.31)

y0 + ỹ︸ ︷︷ ︸
y

= g(x0 + x̃,u0 + ũ) ≈ g(x0,u0)︸ ︷︷ ︸
y0

+Cx̃ + Dũ︸ ︷︷ ︸
ỹ

(2.32)

˙̃x =


δf1
δx1

· · · δf1
δxn

...
. . .

...

δfn
δx1

· · · δfn
δxn


x0︸ ︷︷ ︸

A

x̃ +


δf1
δu1

· · · δf1
δum

...
. . .

...

δfn
δu1

· · · δfn
δum


u0︸ ︷︷ ︸

B

ũ (2.33)

ỹ =


δg1
δx1

· · · δg1
δxn

...
. . .

...

δgp
δx1

· · · δgp
δxn


x0︸ ︷︷ ︸

C

x̃ +


δg1
δu1

· · · δf1
δum

...
. . .

...

δgp
δu1

· · · δgp
δum


u0︸ ︷︷ ︸

D

ũ (2.34)
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By substituting x̃ = x− x0, ũ = u− u0, and ỹ = y − y0:

ẋ ≈ Ax + Bu + f(x0,u0)−Ax0 −Bu0 (2.35)

y ≈ Cx + Du + g(x0,u0)−Cx0 −Du0 (2.36)
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2.5 Linearization and integration of dq model with hydrodynamic

model

State transition equations:

d

dt



ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq


= f





ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq


,


Fe

vd

vq




(2.37)

Output equations:



ż

z

Fpto

id

iq

vd

vq



= g





ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq


,


Fe

vd

vq




(2.38)

The hydrodynamic portion of the equation remains the same.

We also have
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Fpto =
π

τ
(Ldidiq + λfdiq − Lqidiq) (2.39)

The synchronous speed of the generator is directly proportional to the WEC

speed

ωd = kωż (2.40)

Say

mA = m+ A(∞) (2.41)

f1 =
∂

∂t
ż =

−k
mA

z +
1

mA
F ′r +

1

mA

π

τ
(Ldidiq + λfdiq − Lqidiq)︸ ︷︷ ︸

Fpto

+
1

mA
Fe

f2 =
∂

∂t
z = ż

f3 =
∂

∂t
F ′r = −caa

cba
ż − cab

cba
z − cbb

cba
F ′r −

cbc
cba

∫ t

−∞
F ′r dτ

f4 =
∂

∂t

∫ t

−∞
F ′r dτ = F ′r

f5 =
∂

∂t
id =

−R
Ld

id +
kωżLq
Ld

iq +
1

Ld
vd

f6 =
∂

∂t
iq =

−kωżLd
Lq

id +
−R
Lq

iq +
1

Lq
vq −

kωżλfd
Lq

(2.42)

Linearizing these w.r.t ż, z, F ′r,
∫ t
−∞ F

′
rid, iq for A matrix and vd, vq, Fe for B

matrix using Taylor series expansions as per equation 2.33 and putting them in

state space format are discussed in the upcoming sections.
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A =



0 −k
mA

1
mA

0 π
τmA

(Ld − Lq)iq0 π
τmA

((Ld − Lq)id0 + λfd)

1 0 0 0 0 0

− caa
cba

− cab
cba
− cbb
cba
− cbc
cba

0 0

0 0 1 0 0 0

kωLqiq0
Ld

0 0 0 −R
Ld

kω ż0Lq

Ld

−(kωLdid0
Lq

+
kωλfd
Lq

) 0 0 0 −kω ż0Ld

Lq

−R
Lq


(2.43)

B =



1
mA

0 0

0 0 0

0 0 0

0 0 0

0 1
Ld

0

0 0 1
Lq


(2.44)

But

f(x0,u0) =



−kz0
mA

+
F ′r0
mA

+
π((Ld−Lq)id0iq0+λfdiq0)

τmA
+ Fe0

mA

ż0

− caaż0
cba
− cabz0

cba
− cbbF

′
ro

cba
−

cbc(
∫ t
−∞ F ′r dτ)0

cba

F ′ro

−Rid0
Ld

+ kω ż0Lqiq0
Ld

+ vd0
Ld

−kω ż0Ldid0
Lq

+ −Riq0
Lq

+ vq0
Lq
− kω ż0λfd

Lq


(2.45)
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Ax0 =



−kz0
mA

+
F ′r0
mA

+
π(2(Ld−Lq)id0iq0+λfdiq0)

τmA

ż0

− caaż0
cba
− cabz0

cba
− cbbF

′
ro

cba
−

cbc(
∫ t
−∞ F ′r dτ)0

cba

F ′ro

−Rid0
Ld

+ 2kω ż0Lqiq0
Ld

−2kω ż0Ldid0
Lq

+ −Riq0
Lq
− kω ż0λfd

Lq


(2.46)

Bu0 =



Fe0

mA

0

0

0

vd0
Ld

vq0
Lq


(2.47)

Substituting f(x0,u0) in equation 2.35 and cancelling the repeated terms, we

get our original Ax+Bu since all the terms of f(x0,u0) and Axo,Buo get cancelled

out. The calculations are shown below :
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f(x0,u0)− (Axo + Buo) =

−kz0
mA

+
F ′r0
mA

+
π((Ld−Lq)id0iq0+λfdiq0)

τmA
+ Fe0

mA

ż0

− caaż0
cba
− cabz0

cba
− cbbF

′
ro

cba
−

cbc(
∫ t
−∞ F ′r dτ)0

cba

F ′ro

−Rid0
Ld

+ kω ż0Lqiq0
Ld

+ vd0
Ld

−kω ż0Ldid0
Lq

+ −Riq0
Lq

+ vq0
Lq
− kω ż0λfd

Lq


−



−kz0
mA

+
F ′r0
mA

+
π(2(Ld−Lq)id0iq0+λfdiq0)

τmA

ż0

− caaż0
cba
− cabz0

cba
− cbbF

′
ro

cba
−

cbc(
∫ t
−∞ F ′r dτ)0

cba

F ′ro

−Rid0
Ld

+ 2kω ż0Lqiq0
Ld

−2kω ż0Ldid0
Lq

+ −Riq0
Lq
− kω ż0λfd

Lq


−



Fe0

mA

0

0

0

vd0
Ld

vq0
Lq


(2.48)

f(x0,u0)− (Axo + Buo) =



−π(Ld−Lq)id0iq0
τmA

0

0

0

−kω ż0Lqiq0
Ld

+kω ż0Ldid0
Lq


(2.49)

Substituting the values back into equation 2.35
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d

dt



ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq



=



0 −k
mA

1
mA

0 π
τmA

(Ld − Lq)iq0 π
τmA

((Ld − Lq)id0 + λfd)

1 0 0 0 0 0

− caa
cba

− cab
cba
− cbb
cba
− cbc
cba

0 0

0 0 1 0 0 0

kωLqiq0
Ld

0 0 0 −R
Ld

kω ż0Lq

Ld

−(kωLdid0
Lq

+
kωλfd
Lq

) 0 0 0 −kω ż0Ld

Lq

−R
Lq




ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq


+



1
mA

0 0

0 0 0

0 0 0

0 0 0

0 1
Ld

0

0 0 1
Lq




Fe

vd

vq

+



−π(Ld−Lq)id0iq0
τmA

0

0

0

−kω ż0Lqiq0
Ld

+kω ż0Ldid0
Lq


(2.50)

So, the input set of equations after simplification and rearrangement will be :
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d

dt



ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq



=



0 −k
mA

1
mA

0 π
τmA

(Ld − Lq)iq0 π
τmA

((Ld − Lq)id0 + λfd)

1 0 0 0 0 0

− caa
cba

− cab
cba
− cbb
cba
− cbc
cba

0 0

0 0 1 0 0 0

kωLqiq0
Ld

0 0 0 −R
Ld

kω ż0Lq

Ld

−(kωLdid0
Lq

+
kωλfd
Lq

) 0 0 0 −kω ż0Ld

Lq

−R
Lq


︸ ︷︷ ︸

A

ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq



+



0 0

0 0

0 0

0 0

1
Ld

0

0 1
Lq


︸ ︷︷ ︸

Bu

vd
vq

+



1
mA

−π(Ld−Lq)id0iq0
τmA

0 0

0 0

0 0

0 −kω ż0Lqiq0
Ld

0 +kω ż0Ldid0
Lq


︸ ︷︷ ︸

Bv

Fe
1

 (2.51)
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Repeating the same process for the output equations, we get

ż = g1 = ż

z = g2 = z

Fpto = g3 =
π

τ
(Ldidiq + λfdiq − Lqidiq)

id = g4 = id

iq = g5 = iq

vd = g6 = vd

vq = g7 = vq

(2.52)
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C =



1 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 π
τ
(Ld − Lq)iq0 π

τ
(Ld − Lq)id0 + π

τ
λfd

0 0 0 0 1 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 0 0 0



(2.53)

D =



0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 1 0

0 0 1



(2.54)

g(x0,u0) =



żo

zo

π
τ
(Ld − Lq)id0iq0 + π

τ
λfdiq0

id0

iq0

vd0

vq0



(2.55)
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Cx0 =



żo

zo

π
τ
(Ld − Lq)id0iq0 + π

τ
(Ld − Lq)id0iq0 + π

τ
λfdiq0

id0

iq0

0

0



(2.56)

Du0 =



0

0

0

0

0

vd0

vq0



(2.57)

Simplifying this using taylor series expansions for non-linear state-space as per

equation 2.36, g(x0,u0) cancels out Cx0 and Du0 The calculations are shown

below :
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g(x0,u0)− (Cxo + Duo) =

żo

zo

π
τ
(Ld − Lq)id0iq0 + π

τ
λfdiq0

id0

iq0

vd0

vq0



−



żo

zo

π
τ
(Ld − Lq)id0iq0 + π

τ
(Ld − Lq)id0iq0 + π

τ
λfdiq0

id0

iq0

0

0



−



0

0

0

0

0

vd0

vq0


(2.58)

g(x0,u0)− (Cxo + Duo) =



0

0

−π
τ
(Ld − Lq)id0iq0

0

0

0

0



(2.59)

Substituting the values back into equation 2.36
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

ż

z

Fpto

id

iq

vd

vq



=



1 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 π
τ
(Ld − Lq)iq0 π

τ
(Ld − Lq)id0 + π

τ
λfd

0 0 0 0 1 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 0 0 0





ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq


+



0 0 0

0 0 0

0 0 0

0 0 0

0 0 0

0 1 0

0 0 1




Fe

vd

vq

+



0

0

−π
τ
(Ld − Lq)id0iq0

0

0

0

0



+ (2.60)

After simplification and rearrangement, the output equations are :
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

ż

z

Fpto

id

iq

vd

vq



=



1 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 π
τ
(Ld − Lq)iq0 π

τ
(Ld − Lq)id0 + π

τ
λfd

0 0 0 0 1 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 0 0 0


︸ ︷︷ ︸

C



ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq


+



0 0

0 0

0 0

0 0

0 0

1 0

0 1


︸ ︷︷ ︸

Du

vd
vq

+



0 0

0 0

0 −π
τ
(Ld − Lq)id0iq0

0 0

0 0

0 0

0 0


︸ ︷︷ ︸

Dv

Fe
1



(2.61)

Final input and output equations are :
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d

dt



ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq



=



0 −k
mA

1
mA

0 π
τ(mA)

(Ld − Lq)iq0 π
τ(mA)

((Ld − Lq)id0 + λfd)

1 0 0 0 0 0

− caa
cba

− cab
cba
− cbb
cba
− cbc
cba

0 0

0 0 1 0 0 0

kωLqiq0
Ld

0 0 0 −R
Ld

kω ż0Lq

Ld

−(kωLdid0
Lq

+
kωλfd
Lq

) 0 0 0 −kω ż0Ld

Lq

−R
Lq


︸ ︷︷ ︸

A

ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq



+



0 0

0 0

0 0

0 0

1
Ld

0

0 1
Lq


︸ ︷︷ ︸

Bu

vd
vq

+



1
mA

−π(Ld−Lq)id0iq0
τmA

0 0

0 0

0 0

0 −kω ż0Lqiq0
Ld

0 +kω ż0Ldid0
Lq


︸ ︷︷ ︸

Bv

Fe
1

 (2.62)
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

ż

z

Fpto

id

iq

vd

vq



=



1 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 π
τ
(Ld − Lq)iq0 π

τ
(Ld − Lq)id0 + π

τ
λfd

0 0 0 0 1 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 0 0 0


︸ ︷︷ ︸

C



ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq


+



0 0

0 0

0 0

0 0

0 0

1 0

0 1


︸ ︷︷ ︸

Du

vd
vq

+



0 0

0 0

0 −π
τ
(Ld − Lq)id0iq0

0 0

0 0

0 0

0 0


︸ ︷︷ ︸

Dv

Fe
1



(2.63)
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2.5.1 Re-arrangement of linearization points

By rearranging the disturbances entirely, the equations can be written as follows.

But this might require updating the A matrix constantly since id0, iq0, ż0 are being

predicted for every time step.
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d

dt



ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq



=



0 −k
mA

1
mA

0 π
τ(mA)

(Ld − Lq)iq0 π
τ(mA)

((Ld − Lq)id0 + λfd)

1 0 0 0 0 0

− caa
cba

− cab
cba
− cbb
cba
− cbc
cba

0 0

0 0 1 0 0 0

kωLqiq0
Ld

0 0 0 −R
Ld

kω ż0Lq

Ld

−(kωLdid0
Lq

+
kωλfd
Lq

) 0 0 0 −kω ż0Ld

Lq

−R
Lq


︸ ︷︷ ︸

A

ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq



+



0 0

0 0

0 0

0 0

1
Ld

0

0 1
Lq


︸ ︷︷ ︸

Bu

vd
vq

+



1
mA

−π(Ld−Lq)

τmA
0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 −kωLq

Ld

0 0 +kωLd

Lq
0


︸ ︷︷ ︸

Bv



Fe

id0iq0

id0ż0

iq0ż0


(2.64)
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

ż

z

Fpto

id

iq

vd

vq



=



1 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 π
τ
(Ld − Lq)iq0 π

τ
(Ld − Lq)id0 + π

τ
λfd

0 0 0 0 1 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 0 0 0


︸ ︷︷ ︸

C



ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq


+



0 0

0 0

0 0

0 0

0 0

1 0

0 1


︸ ︷︷ ︸

Du

vd
vq

+



0 0 0 0

0 0 0 0

0 −π
τ
(Ld − Lq) 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0


︸ ︷︷ ︸

Dv



Fe

id0iq0

id0ż0

iq0ż0



(2.65)

In equation 2.7, if friction force is also considered then the losses due to friction

needs to be evaluated as well which is around ten percent of the rated power.
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d

dt



ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq



=



−kfric
mA

−k
mA

1
mA

0 π
τ(mA)

(Ld − Lq)iq0 π
τ(mA)

((Ld − Lq)id0 + λfd)

1 0 0 0 0 0

− caa
cba

− cab
cba
− cbb
cba
− cbc
cba

0 0

0 0 1 0 0 0

kωLqiq0
Ld

0 0 0 −R
Ld

kω ż0Lq

Ld

−(kωLdid0
Lq

+
kωλfd
Lq

) 0 0 0 −kω ż0Ld

Lq

−R
Lq


︸ ︷︷ ︸

A

ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq



+



0 0

0 0

0 0

0 0

1
Ld

0

0 1
Lq


︸ ︷︷ ︸

Bu

vd
vq

+



1
mA

−π(Ld−Lq)

τmA
0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 −kωLq

Ld

0 0 +kωLd

Lq
0


︸ ︷︷ ︸

Bv



Fe

id0iq0

id0ż0

iq0ż0


(2.66)
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

ż

z

Fpto

id

iq

vd

vq



=



1 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 π
τ
(Ld − Lq)iq0 π

τ
(Ld − Lq)id0 + π

τ
λfd

0 0 0 0 1 0

0 0 0 0 0 1

0 0 0 0 0 0

0 0 0 0 0 0


︸ ︷︷ ︸

C



ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq


+



0 0

0 0

0 0

0 0

0 0

1 0

0 1


︸ ︷︷ ︸

Du

vd
vq

+



0 0 0 0

0 0 0 0

0 −π
τ
(Ld − Lq) 0 0

0 0 0 0

0 0 0 0

0 0 0 0

0 0 0 0


︸ ︷︷ ︸

Dv



Fe

id0iq0

id0ż0

iq0ż0



(2.67)

2.5.2 Formulation w.r.t. rate of change of current as control inputs

The above model can be modified to have rate of change of currents in d,q as the

control inputs.
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d

dt



ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq



=



0 −k
mA

1
mA

0 π
τ(mA)

(Ld − Lq)iq0 π
τ(mA)

((Ld − Lq)id0 + λfd)

1 0 0 0 0 0

− caa
cba
− cab
cba
− cbb
cba
− cbc
cba

0 0

0 0 1 0 0 0

0 0 0 0 0 0

0 0 0 0 0 0


︸ ︷︷ ︸

A

ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq



+



0 0

0 0

0 0

0 0

1 0

0 1


︸ ︷︷ ︸

Bu

diddt
diq
dt

+



1
mA

−π(Ld−Lq)id0iq0
τmA

0 0

0 0

0 0

0 0

0 0


︸ ︷︷ ︸

Bv

Fe
1

 (2.68)
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

ż

z

Fpto

id

iq

vd

vq



=



1 0 0 0 0 0

0 1 0 0 0 0

0 0 0 0 π
τ
(Ld − Lq)iq0 π

τ
(Ld − Lq)id0 + π

τ
λfd

0 0 0 0 1 0

0 0 0 0 0 1

−kωLqiqo 0 0 0 R −kωż0Lq

(kωLdido + kωλfd) 0 0 0 kωż0Ld R


︸ ︷︷ ︸

C



ż

z

F ′r∫ t
−∞ F

′
r dτ

id

iq



+



0 0

0 0

0 0

0 0

0 0

1
Ld

0

0 1
Lq


︸ ︷︷ ︸

Du

diddt
diq
dt

+



0 0

0 0

0 −π
τ
(Ld − Lq)id0iq0

0 0

0 0

0 kωż0Lqiq0

0 −kωż0Ldid0


︸ ︷︷ ︸

Dv

Fe
1



(2.69)
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2.6 Integration of hydrodynamic model for a DC machine

Rewriting the equations discussed in 2.3.2,

v = iR + L
∂i

∂t
+ keω = iR + L

∂i

∂t
+ klinż (2.70)

where Klin is the new back emf constant.

The equation for Fpto is proportional to current with the proportionality con-

stant i.e. the torque constant being numerically equal to the back emf constant

:

Fpto = klini (2.71)

Since the equations are linear, the input set of equations are given by :

f1 =
∂

∂t
ż =

−k
mA

z +
1

mA
F ′r +

1

mA
klini︸︷︷︸
Fpto

+
1

mA
Fe

f2 =
∂

∂t
z = ż

f3 =
∂

∂t
F ′r = −caa

cba
ż − cab

cba
z − cbb

cba
F ′r −

cbc
cba

∫ t

−∞
F ′r dτ

f4 =
∂

∂t

∫ t

−∞
F ′r dτ = F ′r

f5 =
∂

∂t
i =
−R
L
i− klinż

L
+

1

L
v

(2.72)

Arranging them in state-space, we get :
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d

dt



ż

z

F ′r∫ t
−∞ F

′
r dτ

i



=



0 −k
mA

1
mA

0 klin
mA

1 0 0 0 0

− caa
cba
− cab
cba
− cbb
cba
− cbc
cba

0

0 0 1 0 0

−klin
L

0 0 0 −R
L


︸ ︷︷ ︸

A



ż

z

F ′r∫ t
−∞ F

′
r dτ

i


+



0

0

0

0

1
L


︸︷︷︸
Bu

[
v

]
+



1
mA

0

0

0

0


︸ ︷︷ ︸

Bv

[
Fe

]

(2.73)

Repeating the same process for the output equations, we get

ż = g1 = ż

z = g2 = z

Fpto = g3 = klini

i = g4 = i

v = g6 = v

(2.74)

Arranging them in state-space, we get :
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

ż

z

Fpto

i

v


=



1 0 0 0 0

0 1 0 0 0

0 0 0 0 klin

0 0 0 0 1

0 0 0 0 0


︸ ︷︷ ︸

C



ż

z

F ′r∫ t
−∞ F

′
r dτ

i


+



0

0

0

0

1


︸︷︷︸
Du

[
v

]
+



0

0

0

0

0


︸︷︷︸
Dv

[
Fe

]
(2.75)
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Final input and output equations are :

d

dt



ż

z

F ′r∫ t
−∞ F

′
r dτ

i



=



0 −k
mA

1
mA

0 klin
mA

1 0 0 0 0

− caa
cba
− cab
cba
− cbb
cba
− cbc
cba

0

0 0 1 0 0

−klin
L

0 0 0 −R
L


︸ ︷︷ ︸

A



ż

z

F ′r∫ t
−∞ F

′
r dτ

i


+



0

0

0

0

1
L


︸︷︷︸
Bu

[
v

]
+



1
mA

0

0

0

0


︸ ︷︷ ︸

Bv

[
Fe

]

(2.76)
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

ż

z

Fpto

i

v


=



1 0 0 0 0

0 1 0 0 0

0 0 0 0 klin

0 0 0 0 1

0 0 0 0 0


︸ ︷︷ ︸

C



ż

z

F ′r∫ t
−∞ F

′
r dτ

i


+



0

0

0

0

1


︸︷︷︸
Du

[
v

]
+



0

0

0

0

0


︸︷︷︸
Dv

[
Fe

]
(2.77)

2.6.1 Integrated model formulation with rate of change of current

as a control input

In this case, rather than having voltages as an input, rate of change of current was

modelled as a control input.
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d

dt



ż

z

F ′r∫ t
−∞ F

′
r dτ

i



=



0 −k
mA

1
mA

0 klin
mA

1 0 0 0 0

− caa
cba
− cab
cba
− cbb
cba
− cbc
cba

0

0 0 1 0 0

0 0 0 0 0


︸ ︷︷ ︸

A



ż

z

F ′r∫ t
−∞ F

′
r dτ

i


+



0

0

0

0

1


︸︷︷︸
Bu

[
di
dt

]
+



1
mA

0

0

0

0


︸ ︷︷ ︸

Bv

[
Fe

]

(2.78)
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

ż

z

Fpto

i

v


=



1 0 0 0 0

0 1 0 0 0

0 0 0 0 klin

0 0 0 0 1

klin 0 0 0 R


︸ ︷︷ ︸

C



ż

z

F ′r∫ t
−∞ F

′
r dτ

i


+



0

0

0

0

L


︸︷︷︸
Du

[
di
dt

]
+



0

0

0

0

0


︸︷︷︸
Dv

[
Fe

]
(2.79)
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Chapter 3: Control model development

In this section, a predictive model developed from the current time k to the horizon

k+Hp from [21] and [24] is discussed. The MPC formulation setup that was used

in the simulation is summarized and the chapter ends with a brief discussion on

convexity and the reason why one particular formulation of the models were chosen.

3.1 Sequential model setup

The sequential model first discussed in [32] and later developed in [21] solves for-

ward in time and uses back substitution to find the future states.

x(k + 1) = Ax(k) + Buu(k) + Bvv(k) (3.1)

x(k + 2) = Ax(k + 1) + Buu(k + 1) + Bvv(k + 1)

= A(Ax(k) + Buu(k) + Bvv(k)) + Buu(k + 1) + Bvv(k + 1)

= A2x(k) + [ABuu(k) + Buu(k + 1)] + [ABvv(k) + Bvv(k + 1)]

(3.2)
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x ∈ <nx×1

u ∈ <nu×1

v ∈ <nv×1

A ∈ <nx×nx

Bu ∈ <nx×nu

Bv ∈ <nx×nv

(3.3)

y(k) = Cx(k) + Duu(k) + Dvv(k) (3.4)

Based on this formulation a set of predictive values are developed for the out-

puts. output and not a state.



61

The prediction model for the outputs developed in [21] is used for both versions

of the integrated-generator model developed in this research.

y ∈ <ny×1

C ∈ <ny×nx

Du ∈ <ny×nu

Dv ∈ <ny×nv

(3.5)

y(k + 1) = C(Ax(k) + Buu(k) + Bvv(k)) + Duu(k + 1) + Dvv(k + 1)

= CAx(k)

+ CBuu(k) + Duu(k + 1)

+ CBvv(k) + Dvv(k + 1)

(3.6)
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y(k + 2) = CA2x(k)

+ CABuu(k) + CBuu(k + 1)

+ CABvv(k)) + CBvv(k + 1)

+ Duu(k + 2) + Dvv(k + 2)

= CA2x(k)

+ CABuu(k) + CBuu(k + 1) + Duu(k + 2)

+ CABvv(k)) + CBvv(k + 1) + Dvv(k + 2)

(3.7)

The prediction horizon is Hp. A general rule of thumb is to use a prediction

horizon of 10 seconds.
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

y(k)

y(k + 1)

y(k + 2)

y(k + 3)

...

y(k +Hp)


︸ ︷︷ ︸

−→y (k)

=



C

CA

CA2

CA3

...

CAHp


︸ ︷︷ ︸

Sx

x(k)

+



Du 0 0 0 · · · 0

CBu Du 0 0 · · · 0

CABu CBu Du 0 · · · 0

CA2Bu CABu CBu Du · · · 0

...
...

...
...

. . .
...

CAHp−1Bu CAHp−2Bu · · · · · · CBu Du


︸ ︷︷ ︸

Su



u(k)

u(k + 1)

u(k + 2)

u(k + 3)

...

u(k +Hp)


︸ ︷︷ ︸

−→u (k)

+



Dv 0 0 0 · · · 0

CBv Dv 0 0 · · · 0

CABv CBv Dv 0 · · · 0

CA2Bv CABv CBu Dv · · · 0

...
...

...
...

. . .
...

CAHp−1Bv CAHp−2Bv · · · · · · CBv Dv


︸ ︷︷ ︸

Sv



v(k)

v(k + 1)

v(k + 2)

v(k + 3)

...

v(k +Hp)


︸ ︷︷ ︸

−→v (k)

(3.8)
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For the dq model, as linearization was done, the value of the disturbance ma-

trices in the prediction formulation is not zero. For the DC model however, the

model was linear and so only the excitation force is the disturbance.

3.2 Excitation force prediction

For the excitation force prediction, an adaptive least squares regression model was

used that was developed in [24]. This was further extended to also predict other

disturbance components present in the model.

Fe(k + 1|k) = α1Fe(k) + α2Fe(k − 1) + ...+ αnFe(k − n+ 1) (3.9)

Fe(k + 2|k) = α1Fe(k + 1|k) + α2Fe(k) + ...+ αnFe(k − n+ 2) (3.10)

Fe(k+Hp|k) = α1Fe(k+Hp−1|k)+α2Fe(k+Hp−2|k)+ ...+αnFe(k+Hp−n|k)

(3.11)

Here, based on the previous value of Fe, the next value is predicted [24].



65

3.3 Optimization function

The crucial part of the MPC formulation is the optimization function where the

goal is to capture maximum power while respecting a set of constraints. This prob-

lem is generally reformulated as a minimization problem as per [33]. In both cases

of the integrated generator model, the product of voltage times current i.e. the

electrical power is being minimized. A general form of the minimization function

according to [24] is :

min J(x) =
1

2
xTHx+ fTx (3.12)

Subject to

Ax ≤ b (3.13)

MATLAB’s quadratic programming algorithm solves for the best value of inputs

that minimizes the above function. In this case, based on the generator formulation

used, it can be the ideal values of d and q voltages for the dq model, the voltage

for the DC model or the rate of change of current if the control input is in terms

of rate of change of current that results in the most negative power which will

equivalently be the most positive power.
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The format of MATLAB’s quadprog is :

−→y (k) = Sxx(k) + Su
−→u (k) + Sv

−→v (k) (3.14)

J(k) =
1

2
−→y (k)TQ−→y (k) +

1

2
−→u (k)TR−→u (k) (3.15)

Here in case of both the integrated generator models used, the Q matrix sub-

selects the values of voltage and currents and the MPC controller solves for optimal

values of voltages that will minimize the product of voltage times current i.e.

electrical power.

3.4 Convexity

The challenge when using a control scheme like MPC is that the problem is usually

non-convex. In this section, the problem is convex if eigen values of the hessian are

positive i.e. the hessian is positive semi-definite. A more detailed approach of how

this is formulated was explored in [34]. In the integrated generator formulation,

sub-selection of voltages and currents is done based on the cost matrix formulation

but, there is a penalty for the power generated.

J(k) =
1

2
−→u (k)T (Su

TQSu + R)︸ ︷︷ ︸
H

−→u (k) +−→u (k)T Su
TQ(Sxx(k) + Sv

−→v (k))︸ ︷︷ ︸
f

(3.16)
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During this sub-selection however, integrating the generator with the hydrody-

namic model made the problem more non-convex. This meant that to make the

problem convex, precise selection of the matrix that denotes cost for control action

which in this formulation will be the matrix R was required and this is tricky

as the more penalty there is for the ’vi ’ sub-selection, cost for power electronics.

To illustrate this, the minimum eigen values and their variation with resistance

and back-emf constant in case of the DC model is illustrated for two types of

formulation in the upcoming sections.
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3.4.1 Non-positive semidefiniteness for di/dt formulation of DC model

In this case, the control inputs were rate of change of current for the DC machine.

A range of winding resistances and back emf constants were chosen. For each

possible combination, the hessian was formulated and the minimum eigen value

of the hessian was calculated. These were then plotted to see the variation of

resistance and emf constants with the eigen values.
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Figure 3.1: Measure of non-positive semi-definiteness. Case : 1

From the above figure, it is evident that the higher the torque of the machine

is, the more closer it is to convexity but there seems to be a trade off here as the

winding resistance is also linked to the convexity and the challenging part here is

that higher winding resistance leads to more losses. So, a careful selection of both
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these parameters is required.

3.4.2 Non-positive semidefiniteness for v formulation of DC model

The control formulation becomes even more challenging when the formulation was

done using voltages as the control input. The variation of resistance and emf

constant with the eigen values is much more erratic as in Fig 3.2. It is interesting

to note that the scale of eigen values are much larger in this formulation. So, to

get closer to convexity, higher values of winding resistances are required and this

would increase the penalty for control action and also the losses.
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Figure 3.2: Measure of non-positive semi-definiteness. Case : 2
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In this case, selecting an ideal resistance and emf constant to get to a convex

formulation is much more challenging as the variation w.r.t. eigen values are vastly

different for both methods. Based on these results, case 1 was chosen and modeled

using Simulink. Tuning the penalty matrices is challenging as precise selection was

required since these components directly impact stability of the model. Several

methods like Cholesky decomposition to remove the negative eigen values from

the hessian, adding a positive offset based on incrementing the negative minimum

eigen value by one-five percent were attempted but these seemed to result in a lot

more reactive power along with extremely high buoy position and velocity. So,

the penalty matrix was made significantly larger based on some manual tuning to

make sure that the model was stable.
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Chapter 4: Simulation and results

4.1 Integrated DC generator model

In this section, the formulation w.r.t. di/dt as the control inputs were modelled

using Simulink for both the generator models. One for a simple DC machine and

the other for a AC generator.

4.1.1 Modelling in simulink for integrated generator model

Figure 4.1: Integrated DC generator system model
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This system was modeled as per equation 2.78 and equation 2.79. The excita-

tion force data and the rate of change of current are inputs to the plant model. The

controller takes in excitation forces and states in discreet time domain and builds

a predictive model for the excitation forces based on the adaptive least squares

regression method that was discussed in the previous chapter.

Figure 4.2: State-space DC generator plant model

Here, output set of equations that were defined in 2.79 are used to calculate

the buoy position, velocity, take-off force, voltage and current.

The optimization algorithm of MPC gives us a vector of output voltages that

goes from the current time step to 20 samples ahead in the future. However, the

plant model requires information about only the voltage that needs to be applied

at the current time step. Additionally, the MPC function block is also giving us
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Figure 4.3: Controller view

information about how much the controller is being utilized. The results of all

these parameters are discussed in the upcoming sections.
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4.1.2 Results for integrated DC generator model (Unconstrained)

In this case, no constraints were placed on the controller. The cost matrix was

tuned to a value to make sure the buoy position and velocity were marginally above

2m and 1.5m/s. The value was chosen as the negative minimum of the hessian

incremented by a factor of 7.7 ∗ 103. The reason why this particular value was

chosen is because values above this show a large amount of reactive power being

fed back into the ocean.

0 50 100 150 200 250 300 350 400

Time (s)

-2

0

2

B
u
o
y
 V

e
lo

c
it
y
 (

m
/s

)

Buoy Velocity 

0 50 100 150 200 250 300 350 400

Time (s)

-5

0

5

B
u
o
y
 P

o
s
it
io

n
 (

m
) Buoy Position 

0 50 100 150 200 250 300 350 400

Time (s)

-2

0

2

F
P

T
O

 (
M

N
)

Power take-off force

Figure 4.4: Buoy velocity, position, PTO force for integrated DC-generator (un-
constrained)
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The buoy position is over 2m at a few points due to the lack of constraints.

Similar to the position plot, the buoy velocity goes over the permissible constraints

at a few points. PTO force however, seems to be reasonable in the unconstrained

case. However, the force would reduce significantly upon constraining the position

and velocity.
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Figure 4.5: Electrical and mechanical power for integrated DC-generator (uncon-
strained)

In this formulation, the electrical efficiency (electrical power/mechanical power)

is 97.27%. This is shown in Fig 4.5 by putting the electrical and mechanical power

plots on top of each other. The remaining power is lost as heat and this is shown

in Fig 4.6.
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Figure 4.6: Losses for integrated DC-generator (unconstrained)

To check if all the losses are copper losses, we compare the difference between

the mechanical and electrical power with the I2R losses. They are on top of each

other which confirms that all the losses are heat.
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Figure 4.7: Controller utilization for integrated DC-generator (unconstrained)

The amount of utilization of the controller is shown in Fig 4.7. It is interesting

to note that even without constraints, the controller isn’t utilized to its maximum

potential at the 150 second mark. This could be due to the fact the optimization

algorithm doesn’t see it as a viable choice to capture all the available power as it

would increase the amount of power being put back into the ocean.
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Figure 4.8: Voltage and current waveforms for integrated DC-generator (uncon-
strained)

From the above plots for voltages and currents, this formulation seems to work

really well for small-scale WECs as the idea is to constrain the voltage at 1200 V

and the current at 1000 A.

4.1.3 Results for integrated DC generator model (Constrained)

The following constraints were chosen for this f.

• Buoy position : 2m
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• Buoy velocity : 1.5 m/s

• Fpto : 6 ∗ 108 N

• Voltage : 1200 V

• Current : 1000 A
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Figure 4.9: Buoy velocity, position, PTO force for integrated DC-generator (Con-
strained)

The model’s behavior under constraints on all the outputs is show in Fig 4.9.

As expected, there is a significant drop in the PTO force due to position and

velocity being constrained.
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Figure 4.10: Electrical and Mechanical power for Integrated DC-generator (Con-
strained)

In this case, there is a significant drop in power due to the constraints applied.

However, the efficiency is close to 98 percent and the peak power is close to 0.7

MW.
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Figure 4.11: Voltage and current waveforms for integrated DC-generator (Con-
strained)

The voltage and current are well below the applied constraints as seen from

the above Fig 4.11.

4.2 Integrated AC generator model

In this section, the di/dt method of formulation is used in integration of a AC

generator model into a state-space hydrodynamic model.
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4.2.1 Modelling in simulink for AC generator

Figure 4.12: Integrated AC generator system model

The modelling scheme is very similar to that of the DC generator as seen from

Fig 4.12. The models are based on equations 2.68 and 2.69. Initially, all the

linearization points were set to zero.
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Figure 4.13: State-space plant model for AC generator

In this version of the model, as the equations were linearized, there are some

disturbance components that show up in the formulation. The outputs in this case

are buoy position, velocity,power take-off force, d/q axes voltages and currents.
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Figure 4.14: Controller view

The controller formulation is slightly different in this case. There are two

disturbance predictions. Along with this, there is also an interleaving block that

uses Matlab’s reshape functionality to make sure the predictions line up on top of

each other according to the prediction horizon i.e. excitation force prediction at

sample k followed by prediction for one at sample k ; this is followed by the same

for samples k+1,k+2 and so on.
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4.2.2 Results for integrated AC generator model (Unconstrained)

The dq model was allowed to run unconstrained but the cost matrix was tuned so

that the amount of power being put into the ocean (i.e. the reactive power) was

not dominating the amount of power produced.
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Figure 4.15: Buoy velocity, position, PTO force for the Integrated AC generator
(unconstrained)

In this case, the buoy velocity and position are slightly above the expected

range due to the lack of constraints. It is possible to relax the cost matrices even

more to get more power but this would mean more losses and more reactive power.
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Figure 4.16: d axis voltage and current waveforms for integrated AC generator
(unconstrained)

Since the linearization points are set to zero, the d axis voltages and currents

are close to zero in this case. The system behavior will be very close to the DC

version of the model.
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Figure 4.17: q axis voltage and current waveforms for integrated AC generator
(unconstrained)

The q axis voltages and currents however are allowed to slightly go over the

constraints to maintain a balance between the losses incurred and the reactive

power given back to the ocean.
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Figure 4.18: Losses for integrated AC generator (unconstrained)

The check for losses is done in this case as well to see if all the losses are copper

losses and from Fig 4.18, that seems to be the case. In this formulation, the losses

were calculated as i2dR + i2qR but since the d axis current was close to zero, the

losses are predominantly i2qR.
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Figure 4.19: Electrical and mechanical power for integrated AC generator model
(unconstrained)

In this case, the electrical machine efficiency was close to 98%. It is important

to note that while higher power generation is possible, it becomes increasing dif-

ficult to tune the controller once constraints are applied. This could result in a

significant amount of in-feasibility catches when running the simulation model as

the controller is forced to go beyond constraints at several points.
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4.2.3 Results for integrated AC generator model (Constrained)

The dq model was allowed to run with constraints and the cost matrices were

tuned accordingly.
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Figure 4.20: Buoy velocity, position, PTO force for the Integrated AC generator
(constrained)

In this case, the buoy velocity and position are well under the set constraints.
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Figure 4.21: d axis voltage and current waveforms for integrated AC generator
(constrained)

Since the linearization points are set to zero, the d axis voltages and currents

are close to zero in this case. The system behavior will be very close to the DC

version of the model.
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Figure 4.22: q axis voltage and current waveforms for integrated AC generator
(constrained)

The q axis voltages and currents are well constrained. It is possible to relax

the constraints slightly but since this is linked to position and velocity, a balance

is needed.
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Figure 4.23: Losses for integrated AC generator (constrained)

Similar to the previous case, the losses were calculated as i2dR + i2qR but since

the d axis current was negligible, the losses are predominantly i2qR.
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Figure 4.24: Electrical and mechanical power for integrated AC generator model
(constrained)

In this case, the electrical efficiency was close to 98.5%. Like the previous case,

it becomes difficult to control the system and hence the penalty matrix had to be

tuned accordingly.
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Chapter 5: Conclusion and future work

In conclusion, although the integrated PTO formulation seems to be viable, the

following questions raised in chapter one were answered.

• Will the problem be convex?

Initially, even without the generator model integrated into the system, the

problem was slightly non-convex. However, adding a generator model seemed

to make the problem even more non convex and meant more cost for control

action which indicates an increase in cost for the power electronics.

• Will combining the generator model into the MPC formulation be feasible?

The formulation for rate of change of current as control inputs for the in-

tegrated PTO model is definitely feasible especially for small scale WECs.

However, precise tuning of the cost matrices are required as the amount of

power captured is directly tied down to penalty for control action.

• How will this impact the efficiency & stability of the system?

In terms of efficiency and stability, the rate of change of current formulation

seems to be far more efficient and stable at low values at winding resistances

which wasn’t the case when the system was modeled with voltages as the

control inputs. This was shown by observing the surface plots for winding

resistances, emf constants and eigen values.
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Future work could include a piece-wise linearization approach where the lin-

earization points are updated at every time step based on the states. This would

however lead to the coefficient matrices being re-built at every time step before

running the optimization algorithm.
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