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ABSTRACT

During fall/winter off the Oregon coast, oceanographic surveys are relatively scarce because of rough

weather conditions. This challenge has been overcome by the use of autonomous underwater gliders deployed

along the Newport hydrographic line (NH-Line) nearly continuously since 2006. The discharge from the

coastal rivers between northern California and the NH-Line reach several thousands of cubic meters per

second, and the peaks are comparable to the discharge from the Columbia River. This freshwater input

creates cross-shelf density gradients that together with the wind forcing and the large-scale Davidson Current

results in strong northward velocities over the shelf. A persistent coastal current during fall/winter, which the

authors call theOregonCoastal Current (OCC), has been revealed by the glider dataset. Based on a two-layer

model, the dominant forcingmechanism of theOCC is buoyancy, followed by theDavidson Current and then

the wind stress, accounting for 61% (622.6%), 26% (618.6%), and 13% (611.7%) of the alongshore

transports, respectively. The OCC average velocities vary from 0.1 to over 0.5m s21, and transports are on

average 0.08 (60.07) Sverdrups (Sv; 1 Sv [ 106m3 s21), with the maximum observed value of 0.49 Sv, com-

parable to the summertime upwelling jet off the Oregon coast. The OCC is a surface-trapped coastal current,

and its geometry is highly affected by the wind stress, consistent with Ekman dynamics. The wind stress has an

overall small direct contribution to the alongshore transport; however, it plays a primary role inmodifying the

OCC structure. The OCC is a persistent, key component of the fall/winter shelf dynamics and influences the

ocean biogeochemistry off the Oregon coast.

1. Introduction

Buoyancy can be a major forcing mechanism on con-

tinental shelves where significant amounts of freshwater

enter the ocean, provided by coastal rivers or ice melt

(Hill 1998). Buoyancy forcing generates currents that

become trapped to the coast, under the effect of the

Earth’s rotation, and propagate in the same direction as

coastal-trapped waves (Chao and Boicourt 1986). These

buoyancy-driven currents are commonly referred to as

coastal currents. Several examples of coastal currents

have been observed around the world, such as the Alaska

Coastal Current (Royer 1981), the Norwegian Coastal

Current (Mork 1981), and the Delaware Coastal Current

(Münchow and Garvine 1993a).
Coastal currents can propagate long distances along

the coast as coherent structures and are a primary con-

nection between estuarine environments and the ocean.

These currents play a crucial role in the along-shelf

transport of freshwater, nutrients, larvae, pollutants,

sediment, and so on. At the same time, the cross-shelf

transport is inhibited by the formation of sharp density

fronts, which act as barriers, blocking exchange pro-

cesses between the regions inshore of the front and the

adjacent ocean waters offshore. The role that these fronts

play in the biogeochemistry of the ocean is therefore

evident, and they can significantly impact the marine

ecosystems (Hickey et al. 2010). Besides controlling the

along- and cross-shelf transports, the freshwater has

profound effects on continental shelf dynamics by mod-

ifying the ocean stratification. These changes in stratifi-

cation may allow or modify internal motions (e.g., Nash

and Moum 2005) and also affect small-scale processes

such as turbulence and mixing.

The main goal of this work is to describe in detail, for

the first time, coastal currents off the coast of Oregon

during the fall and winter seasons, which are extremely

challenging to survey due to the rough ocean and weather

conditions during that time of the year. By exploiting

a new ocean observing technology, underwater gliders, it

has become possible to sample the Oregon coastal waters
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during these seasons. Thiswork focuses on the description

of the main characteristics of the coastal currents, their

response to wind forcing, and also provide estimates of

both the freshwater and total northward transports, as

well as the seasonal variability of the freshwater content,

observed off the central Oregon coast.

The remainder of this introduction describes the regional

setting and summarizes coastal current dynamics. The fol-

lowing sections of the paper consist of data and method-

ology, results, discussion, and, finally, the conclusions.

a. Regional setting

Over the course of a year, a remarkable contrast of

forcing mechanisms, as well as stratification and circula-

tion, takes place off the Oregon coast (and U.S. Pacific

Northwest). Two distinct oceanographic regimes are

clearly observed: the fall andwinter seasons and the spring

and summer seasons (Huyer et al. 1975; Huyer 1977).

A number of observational studies addressing aspects

of continental shelf dynamics have been conducted off

the Oregon coast and U.S. Pacific Northwest during

spring and summer seasons (e.g., Barth and Wheeler

2005). During fall and winter on the other hand, ocean-

ographic surveys are relatively scarce, which results from

the difficulties in surveying the shelf, mainly due to the

rough ocean conditions produced by the passage of syn-

optic cold fronts and strong winds associated with them

during that time of the year.

Since 2006, the Glider Research Group at Oregon

State University (OSU) has used autonomous un-

derwater gliders to survey the continental shelf and

slope along the historical Newport hydrographic line

(NH-line; 44.658N), off the coast of Newport, Oregon

(Fig. 1). Since the gliders are autonomous, they allow

sampling in all weather conditions, and measurements

along the NH-line have been made throughout the year.

These glider data provide the largest high-resolution

data collection off the Oregon coast up to date.

Off the Oregon coast, during the spring and summer

seasons, quasi-steady winds blow toward the south

(upwelling favorable), and as a response, freshwater is

located offshore of the upwelling front and advected

southward (against the direction of buoyancy forcing)

from a single large source: the Columbia River (Barnes

et al. 1972). A very different scenario is observed during

other seasons.

During fall and winter, freshwater is discharged into

the coastal ocean from multiple small to medium sized

mountainous rivers along the Oregon coast, driven by

storm events with high synoptic variability, and once the

freshwater encounters the ocean, it becomes susceptible

to the action of the wind field, which often blows

northward (downwelling favorable). One example of

the river discharges influencing the Oregon and

northern California coasts is shown in Fig. 1, in a sat-

ellite image from the Moderate Resolution Imaging

Spectroradiometer (MODIS)/Terra on 27 January 2012.

The image shows the 555-nm remote sensing reflectance

Rrs that is a proxy for turbidity in the water column

(Thomas andWeatherbee 2006). A coherent alongshore

band of turbid waters is present along the coast, with

continuous input near river mouths and the individual

plumes distorted toward the north, indicating northward

propagation. South of the NH-line, the outflow from the

FIG. 1. Snapshot taken fromMODIS/Terra on 27 Jan 2012 for the

555-nm remote sensing reflectance Rrs, an effective tracer of tur-

bidity in the water column (Thomas andWeatherbee 2006). Warm

colors are indicators of river plumes and the coastal current along

the northwest coast of the United States. The NH-Line, surface

buoy NH10 (square), and meteorological station NWPO3 (tri-

angle) are shown on the map, as well as an arrow indicating the

DavidsonCurrent. The names of themajor rivers along theOregon

and northern California coast are shown. The edge of the conti-

nental shelf is indicated by the 200-m isobath in gray.
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Yaquina, Alsea, Siuslaw, Umpqua, Coquille, Rogue, and

Chetco Rivers in southern and central Oregon and Smith

andKlamathRivers in northern California added upmay

reach magnitudes above 10 000m3 s21, becoming com-

parable to discharges from the Columbia River, which

has an average discharge during winter of 7400m3 s21.

The knowledge of oceanographic conditions during

winter and fall seasons off the Oregon coast come from

a small number of observational studies. Huyer (1977)

analyzed salinity profiles along the NH-Line and found

that during the winter, low salinities were confined to the

station closest to the coast, NH-5 (9 km from the coast,

over the 50-m isobath), and not present offshore, which

the author attributed to discharge from the coastal rivers.

Also, significant stratification was observed at NH-5,

while the rest of the shelf showed very weak stratifica-

tion above the pycnocline, located between 75 and 125m

deep.

Along-shelf currents over the Oregon continental shelf

were studied by Huyer et al. (1975, 1978). During winter,

the average flow is northward, with no vertical shear

(offshore). During spring, the flow is southward in the

entire water column, but is intensified at the surface. In

summer, the greatest shear occurs, when it is observed

that there is a southward flow in the surface and a pole-

ward flow near the bottom. According to Huyer et al.

(1978), the shear is in approximate geostrophic balance,

except near the bottom due to Ekman veering. The au-

thors also found that low-frequency current fluctuations

are correlated with wind stress and sea level at the coast

and in all seasons, the fluctuations decrease in the off-

shore direction, and that they are greater inwinter than in

summer.

Besides freshwater runoff, another important driving

force in the fall–wintertime off the Oregon coast is the

wind field, mostly blowing in the northward direction. The

response to downwelling-favorable winds off the Oregon

coast was studied by Allen and Newberger (1996), using

a two-dimensional numerical model with typical ba-

thymetry and stratification off the Oregon coast, but not

including river discharge, and forcing with idealized wind.

The authors found that as a response to northward wind

stress, a downwelling front is formed, which slowly prop-

agates offshore under constant forcing. Inshore of the

front, the density is well mixed and the alongshore ve-

locities are small, while offshore of the front an intensified

coastal jet is formed, sheared both horizontally and

vertically. Austin and Barth (2002a), based on drifter

displacements under downwelling-favorable winds, cal-

culated average northward current speeds to be 0.24 6
0.08ms21 and a maximum value observed of 1m s21.

It has also been long known that during wintertime

off the Pacific Northwest, specifically north of Point

Conception (348N), there is a tendency of the flows to be

directed to the north. This large-scale structure is known

as the Davidson Current (Jones 1918). The large-scale,

cross-shelf density gradients caused by the freshwater

runoff plus the northward, downwelling-favorable,

along-shelf wind stress, added to the wintertime large-

scale Davidson Current, can drive strong northward

velocities over the shelf.

b. Coastal current dynamics

As freshwater exits from rivers and estuarine envi-

ronments and enters the coastal ocean, it rotates anti-

cyclonically due to theCoriolis effect (Chao andBoicourt

1986). In the absence of external forcing, two dynamically

distinct regions arise: the bulge, near the river mouth, and

the coastal current, farther downstream where the flow is

confined to the coast (Chao and Boicourt 1986). The

bulge is an unsteady, continuously growing feature,

where both advection and rotational effects are major

terms in the momentum balance, while the coastal cur-

rent, which is the focus of this work, is a predominantly

steady feature characterized by a semigeostrophic bal-

ance to first order (away from the bulge and the nose of

the coastal current) (e.g., Blanton 1981; Garvine 2004;

Yankovsky 2006).

A cross-sectional scheme of a coastal current is shown

in Fig. 2, following Lentz and Largier (2006), and can be

characterized by a small set of parameters. The total

width of the plume is given byWp5Ws1Wb, whereWs

is the offshore part of the plume that is not in contact

with the bottom, with cross-sectional area As, and Wb is

the nearshore portion of the plume, which is in direct

FIG. 2. Cross-section scheme of a buoyant plume, far from the

bulge where the river enters the ocean (based on Lentz and Largier

2006). Total width of the plume isWp 5Ws 1Wb, whereWs is the

offshore part of the plume that is not in direct contact with the

bottom, with cross-sectional area As, and Wb is the nearshore

portion of the plume, which is in contact with the bottom, with

cross-sectional area Ab. The term ro is the ocean density; rp is the

plume density; hp is the maximum thickness of the plume (where

the front intersects the bottom), which separates the parts with and

without contact with the bottom; and h(x) is the shape of the front.
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contact with the bottom, with cross-sectional area Ab.

The ocean density is ro, the plume density is rp, the

maximum thickness of the plume is hp, where the front

intersects the bottom and that separates the parts with

and without contact with the bottom, and h(x) is the

shape of the front.

Chapman and Lentz (1994) classified coastal currents

as being surface trapped or bottom advected. Coastal

currents are considered surface trapped when As � Ab,

with their dynamics highly influenced by wind forcing

and ambient currents. Now, when As � Ab, the coastal

current is classified as bottom advected, and the Ekman

bottom boundary layer physics plays a key role on the

dynamics of these coastal currents, besides wind forcing

and ambient currents. Bottom-advected coastal currents

can also have an upstream penetration along the coast

(opposite direction to propagation of coastal-trapped

waves), potentially carrying a significant fraction of the

freshwater (Matano and Palma 2010). For intermediate

cases, when As ’ Ab, the coastal currents exhibit

amixture of both types of coastal current characteristics.

The velocity of the coastal current may be obtained by

taking advantage of the fact that its cross-shelf balance is

geostrophic, which in a reduced gravity model on an

f plane, can be written as

f y5 g0
dh

dx
, (1)

where g0 5 g(ro 2 rp)/ro is the reduced gravity. There-

fore, by knowing the front slope, the density differences

between the ocean and the coastal current, and latitude,

one can estimate the velocity of the coastal current from

Eq. (1).

Coastal current dynamics described above can be

highly impacted by wind forcing through Ekman dy-

namics (e.g., Münchow and Garvine 1993b; Fong et al.

1997; Whitney and Garvine 2005). Upwelling-favorable

winds advect surface waters offshore through Ekman

transport, increasing Ws, and a return-compensating

flow is observed in the bottom, which decreases hp,

flattening the isopycnals. Downwelling-favorable winds

act in the opposite sense, advecting surface waters in-

shore, decreasing Ws, while there is an increase in hp,

steepening the isopycnals (Lentz and Largier 2006).

These modifications of the coastal current geometry

by the wind have a direct effect on the geostrophic ve-

locities and transport, through the modification of the

thermal wind shear, as can be seen from Eq. (1). This

way, downwelling-favorable winds can significantly in-

crease the along-shelf transport and velocities, while

upwelling-favorable winds decrease the along-shelf

transport, and if persist long enough, the current may

be detached from the coast and even reversed. We will

use the extensive glider dataset to test the various the-

oretical and modeling results presented above. Last, in

addition to wind forcing, other factors such as tides

(Garvine 1999) and waves (Gerbi et al. 2013) have also

shown to be important components that may affect

mixing and modify the transport of coastal currents, but

are not considered here.

2. Data and methodology

a. Observations

TheGlider Research Group at OSU (http://gliderfs2.

coas.oregonstate.edu/gliderweb/) has been surveying

the Oregon coast since 2006, maintaining a nearly

continuously operation along the NH-line (Fig. 1). The

NH-line is located offshore of Newport, Oregon, along

the latitude 44.658N, and the glider operation surveyed

approximately between 2 and 310 km offshore.

Underwater gliders are autonomous underwater ve-

hicles (AUVs), driven by changes of buoyancy rather

than using a propeller for propulsion; therefore, they are

very energy efficient. Moving through the water column

in a sawtooth pattern, they are controlled from land and

provide real-time data through the use of satellite tele-

phone communication. Two different types of autono-

mous underwater vehicles have been used on the

NH-line surveys, the Slocum gliders from Teledyne

Webb Research (Schofield et al. 2007) and the Sea-

gliders from the University of Washington Fabrication

Center (Eriksen et al. 2001).

The Slocumgliderswere deployed near the coast (2km)

using theOSU research vessel (R/V)Elakha, between the

25- and 30-m isobaths. The Slocum gliders sampled up to

80km offshore, reaching a maximum depth of 200m, and

take between 3 and 5 days to complete the line. In in-

tervals between 3 and 6h, gliders reach the surface and

communicate to the Glider Research Group base station,

transferring decimated data and receiving route adjust-

ments, based on either scientific or operational needs.

Batteries lasted for nearly 3 weeks after which gliders

were recovered, and a secondgliderwith freshbatterieswas

immediately deployed. The gliders’ onboard instruments

consisted of a temperature, conductivity, and pressure

sensor (Sea-BirdElectronics, Inc., SBE-41CP); an altimeter

to measure the height above the bottom; and a bio-optical

sensor [WET Laboratories, Inc., Environmental Charac-

terizationOptics (ECO)Puck] tomeasure light backscatter

(at 650nm) and colored dissolved organic matter fluores-

cence (370-nm emission, 460-nm detection). Latitude and

longitude were determined via GPS, and dive-averaged

horizontal velocities were calculated from dead reckoning.

The Seagliders were deployed about 28 km from the

coast, from the R/V Elakha near the 100-m isobath and
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sampled up to 310 km offshore. The Seagliders reach

a maximum depth of 1000m, and take between 7 and

8 days to complete the line. After each dive, the Seaglider

surfaces and communicates to the Glider Research

Group base station and transfers data and any needed

route adjustments. Batteries lasted for nearly 5 months,

after which gliders were recovered for battery re-

placement and sensor calibration before they were re-

deployed. The Seagliders’ onboard sensors were the same

as those onboard the Slocums.

The data from the gliders used in this paper consist of

temperature, conductivity, and pressure, collected at

0.5Hz, and dive-averaged horizontal velocities calcu-

lated between surfacing intervals. Temperature and

conductivity data from Slocum gliders were cleaned by

removing spikes, and then salinity was estimated from

conductivity and temperature by applying a thermal lag

correction to the conductivity data following Garau

et al. (2011). Density was then calculated from temper-

ature, salinity, and pressure, using the 1980 equation of

state (EOS-80).

Data from both Slocums and Seagliders are included

in section 3a, since during the upwelling season the in-

fluence of the Columbia River extends farther offshore

of the shelf break, and the Slocum trajectories did not

capture the full extent of the Columbia River plume.

The rest of the paper uses data solely from Slocums,

since the focus is on the fronts trapped to the coast, and

their cross-shelf extents were found to be typically less

than the offshore distance covered by the Slocums.

All the fields were linearly interpolated to a two-

dimensional grid, longitude versus depth, with a vertical

resolution of 2m and a horizontal resolution varying

between 0.4 and 1 km for the Slocums, and 1–7 km for

the Seagliders, to be consistent with the glider surfacing

distances increasing in the offshore direction.

Glider data used in the buoyant fronts analysis for the

downwelling season defined following Pierce et al. (2006)

(available online at http://damp.coas.oregonstate.edu/

windstress) were reinterpolated using Barnes objective

analysis (Barnes 1994). The Barnes objective analysis

used a decorrelation scale of 5m in the vertical and 5km

in the horizontal, the latter approximately the local in-

ternal Rossby radius of deformation. The Barnes objec-

tive analysis helps filter out the higher-frequency,

nongeostrophic part of the signal and allows for the cal-

culation of less noisy density gradients. The 5-km spatial

scale is equivalent to a filter with a time scale between 5.6

and 9.4 h.

Wind velocity data were obtained from the coastal

station NWPO3 (44.68N, 1248W) at Newport, from the

National Data Buoy Center [National Oceanic and At-

mospheric Administration (NOAA)], and wind stress

was computed based on Large and Pond (1981). Current

measurements were obtained from a downward-looking

acoustic Doppler current profiler (ADCP) attached to

the surface buoy NH10 (44.68N, 124.38W), with periods

analyzed between 9 February 2007 and 10 March

2007, 11 October 2009 and 23 February 2010, and 30

November 2010 and 20 December 2010, a total of 166

days. Current velocities and wind stress were low pass

filtered (40-h cutoff) to remove tidal and diurnal fre-

quency signals and then were daily averaged. Gaps in

ADCP data near the surface and bottom were filled

using a slab model, since along-shelf current shear is

very weak during these seasons. Geographical locations

of coastal station NWPO3 and the surface buoy NH10

are shown in Fig. 1. NH10 is offshore of the front the

majority of the time, since it is located 20-km offshore

and is thus a reasonable location at which to estimate

wind-driven current response.

b. Estimating freshwater content and frontal
characteristics

The freshwater content of the water column was cal-

culated using

Fs(x)5

ð0
2D(x)

s02 s(x, z)

s0
dz , (2)

where s(x, z) is the measured salinity, s0 is the reference

salinity, the quantity [s0 2 s(x, z)]/s0 is the freshwater

anomaly, and D is the depth at which s0 occurs. The

quantity Fs represents howmanymeters within the water

column are due to purely freshwater, as if the freshwater

could be unmixed from the oceanic saltwater. The value

chosen for the reference salinity was s05 32.5, as adopted

by Barnes et al. (1972), as a typical value for the Co-

lumbia River–influenced water.

Far away from the source region, the dynamics of

buoyant fronts trapped to the coast are tightly related to

its geometry, which can be described by a small set of

parameters (Fig. 2), such as Wp, Ws, Wb, ro, rp, hp, and

h(x), as discussed before. To estimate these basic pa-

rameters describing the plume geometry from observa-

tions, only the glider transects in which the maximum

absolute cross-shelf density gradient observed at the

surface was at least 0.05 kgm23 km21 and the minimum

density (and salinity) occurred inshore of this maximum

absolute gradient were selected for the analysis. The

latter choice ensures that the buoyant plume is adjacent

to the coast.

The isopycnal that traced the offshore limit of the coastal

current ro was determined by finding the density value lo-

cated at a specific fraction of the maximum surface density

gradient in theoffshoredirection:›r/›xj5 (1/g)(›r/›x)max,
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where we have chosen g5 10 (Fig. 3). The choice of g5
10 was very robust, in the sense that when reducing it to

half, g 5 5, none of the derived parameters varied sig-

nificantly, with maximum variation observed for the

baroclinic transport of only about 5% reduction. For the

choices below g5 5, a rapid decrease was observed in all

the parameters, reaching minimum values when g 5 1,

with reductions of 60% for baroclinic transports, 35%

for hp, 20% for Ws, and 5% for g0. Sensitivity tests were

also made to the choice of decorrelation scales of the

Barnes objective analysis. By doubling the decorrelation

scales, from 5 to 10m in the vertical and from 5 to 10 km

in the horizontal, the baroclinic transports increased by

only 2%, hp increased 4%, andWs increased 20%, while

g0 decreased by 5%.

Transects in which the frontal isopycnal also inter-

sected the surface inshore of the maximum gradient

were not considered ‘‘trapped’’ to the coast and were

therefore excluded from the analysis. A total of 103

glider transects during fall–winter seasons [defined ac-

cording to Pierce et al. (2006)] were examined, and 36

were removed from the analysis due to isopycnals out-

cropping inshore of the maximum gradient, with 22 of

those found within a month after the fall transition.

Often, the place where the front intersected the bottom,

a key parameter in understanding coastal current dy-

namics, was located inshore of the glider data. To

overcome this problem a model was fitted to the data,

allowing extrapolation of the front inshore of the data

domain. A total of 67 transects were analyzed, and the

buoyant fronts were described by fitting an exponential

function of the form

h(x)5Hf12 e2[(x1W
p
)/R]g (3)

to the isopycnal positions, where z 5 2h(x) is the ver-

tical position of the front as a function of distance from

the coast, x 5 2Wp is the position of the front at the

surface, R is the exponential function decay rate, and

z52H is the layer depth far away from the front (x/
‘). The choice of this function is primarily motivated by

having the same form as the solution for the Rossby

adjustment problem using a reduced gravity model

(Cushman-Roisin and Beckers 2011), which describes

the final shape of a front in an unbounded, unforced

system adjusted under rotation. In that case, R would

represent the Rossby radius of deformation defined as

R5
ffiffiffiffiffiffiffiffi
g0H

p
/f , where g0 5 g(ro 2 rp)/ro is the reduced

gravity, and f is the Coriolis parameter. Secondarily, this

model is a natural next step in complexity from the

traditional straight interface Margules front model

(Margules 1906), adopted in several studies to represent

buoyant fronts and plumes (e.g., Garvine 1999; Fong and

Geyer 2002; Lentz and Helfrich 2002). The exponential

model proposed here would not be expected to work for

nearly vertical fronts, such as the Chesapeake Bay

plume under strong downwelling winds (Lentz and

Largier 2006); however, those are rarely observed off

the Oregon coast, possibly due to the large shelf steep-

ness, compared to the east coast of the United States.

The functionEq. (3)was fitted by a numerical algorithm

that minimized the root-mean-square error (RMSE) be-

tween the function and data, and three parameters were

determined: Wp, R, and H. Since the fit of Eq. (3) is

nonlinear, and there is no analytical solution for un-

certainties of the fit parameters, a sensitivity test was

conducted by varying each of the three parameters,Wp,R,

and H, by 610%.

c. Frontal characteristics and wind stress

As shown in previous works (e.g., Lentz and Largier

2006; Moffat and Lentz 2012), the alongshore component

of the wind stress can tilt the isopycnals through basic

Ekman dynamics by pushing the front against the coast in

downwelling-favorable winds or pulling the front away

from the coast in upwelling-favorable winds. To investigate

the response of the fronts to the wind forcing, a one-sided

exponential decay filter was applied to wind stress:

Wk(t)5

ðt
2‘

t yo(t
0)e2[(t2t0)/k] dt0ðt

2‘
e2[(t2t0)/k] dt0

, (4)

where t y
o is the along-shelf wind stress, and k is the

number of days (Austin and Barth 2002b). The time

FIG. 3. Schematic showing one example of fitting Eq. (3) to

a buoyant front, measured between 10 and 14 Jan 2011. (top)

Cross-shelf surface density r (blue) and density gradients ›r/›x

(red) and the dot shows where the front is located at the surface,

according to (1/g)(›r/›x)max, where g 5 10. (bottom) Colored

contours of density field; dots show the discrete positions of the

front and the fit to the front (solid line). The main parameters used

from the fit are also indicated: Wp, hp, H, R, ro, and rp.
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scale for the plume response to the wind forcing was

determined by finding the filter width k that maximizes

the correlations between the filtered wind stress and the

front tilt (hp/Ws), which was found to be k5 4 days. The

filtered wind stress was then compared to several plume

characteristics and used on the transport calculations. In

this paper, wind stress will always be referring to the

filtered wind stress Wk, unless stated otherwise.

d. Velocity calculations

The geostrophic, or buoyancy-driven, velocities of the

coastal currents yb can be calculated analytically using

h(x) from Eq. (3), and the geostrophic balance in a re-

duced gravity model on an f plane [Eq. (1)], and can be

written as

yb(x)5
g 0H
fR

e2[(x1W
p
)/R] . (5)

The wind-driven velocity yw was estimated following

Lentz and Largier (2006), by assuming a frictional bal-

ance (balance between wind stress and bottom stress),

and can be written as

yw5
t
y
o

ror
, (6)

where tyo is the along-shelf wind stress, and r is a linear

drag coefficient.

A third important contribution to the velocities during

fall/wintertime off the Oregon coast is the seasonal large-

scale Davidson Current. To estimate both the linear drag

coefficient r and the Davidson Current yD a linear

regression analysis was made between depth- and daily-

averaged currents from the NH10 mooring (yNH10) dur-

ing fall and winter and daily-averaged wind stress (tyo/ro)

obtained from the coastal meteorological station

NWPO3:

yNH10 5
t
y
o

ror
1 yD , (7)

where r is the inverse of the slope (1/slope), and yD is the

intercept. Correlation between wind stress and depth-

averaged currents is significant, 0.62 (with 95% confi-

dence limit of 0.19), which supports the assumption of

a frictional balance. Values obtained from the re-

gression analysis were yD 5 0.026m s21 with upper and

lower 95% confidence interval limits of yD 5 0.045ms21

and yD5 0.007ms21, respectively, and r5 9.73 1024ms21

with upper and lower 95% confidence interval limits of

r 5 12 3 1024 m s21 and r 5 8.1 3 1024 m s21, re-

spectively. Lentz and Winant (1986) estimated linear

drag coefficients at the southern California shelf and

found values of r5 43 1024m s21 and r5 53 1024m s21

over the 60- and 30-m isobath, respectively, for fall and

winter. The authors found that values over the 15-m

isobath were roughly twice as large, r 5 9 3 1024 m s21

for fall and r 5 12 3 1024 m s21 for winter, within the

same range of values obtained here. They attributed the

increase of the linear drag coefficients over the shal-

lower depths to the action of surface gravity waves (e.g.,

Grant and Madsen 1979). The action of waves could

possibly explain the relatively high coefficients found

off Newport, since waves during the winter are signifi-

cantly higher than southern California (e.g., Allan and

Komar 2006).

Finally, the total velocity y(x) of the coastal current

was calculated by assuming that the buoyancy-, wind-,

and Davidson-driven velocities can be linearly added:

y(x)5 yb 1 yw1 yD

5
g0H
fR

e2[(x1W
p
)/R]

|fflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflffl}
buoyancy–driven

1
t
y
o

ror|{z}
wind–driven

1 yD|{z}
Davidson Current

.

(8)

Notice that thismodel assumes spatial homogeneity of

the wind-driven yw andDavidson current yD flows, while

the buoyancy-driven yb component varies in the cross-

shelf direction.

e. Transport calculations

The volume transport was estimated by simply in-

tegratingEq. (8) over the plume area (derivation shown in

the appendices), which leads to

Q5Qb1Qw 1QD

5
g0H2

2f
(11 e22W

s
/R2 2e2W

s
/R)

1
t
y
o

ror

"
H(Ws 1Re2W

s
/R 2R)1

Wbhp

2

#

1 yD

"
H(Ws 1Re2W

s
/R 2R)1

Wbhp

2

#
. (9)

The freshwater transport was calculated by integrating

the velocitiesmultiplied by the freshwater anomaly f[s02
s(x, z)]/s0g:

Qfresh5

ð ð
y(x)

s0 2 s(x, z)

s0
dx dz . (10)

In the region inshore of the glider transect, where

there is no data, the gap in salinity was filled up by

reproducing the measured value closest to the coast for
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each depth. The extrapolation in salinity helped to

complete the glider transects all the way to the coastline,

allowing us to estimate the freshwater transport. To es-

timate the freshwater transport, the velocity within the

coastal current y(x) was obtained from Eq. (8), then

multiplied by the freshwater anomaly field and integrated

numerically.

3. Results

a. Seasonal variability in freshwater off the coast of
Oregon

Typical glider cross-shelf sections showing major dif-

ferences in freshwater regimes and oceanographic con-

ditions between summer and winter are illustrated in

Fig. 4. Freshwater content calculated from Eq. (2) using

a reference salinity of s0 5 32.5 reveals that during

summer freshwater is absent inshore of the 70-m isobath

and increases in the offshore direction, reaching a max-

imum value of nearly 2-m offshore of the 200-m isobath,

where it maintains its value until the end of the glider

transect. The 32.5 isohaline is marked on the salinity

transect, which shows that its position in the water

column lies between 30 and 50m deep and decreases

toward the coast, until it finally outcrops near the 70-m

isobath. The isohalines, as well as the isotherms and

isopycnals (not shown), tilting upward toward the coast

are typical of summertime off the Oregon coast, as

a result of the equatorward, upwelling-favorable winds,

which are also responsible for the southward advection

of these freshwaters from the Columbia River. The

glider measures dive-averaged currents to the south.

A very different picture is observed during the win-

tertime. The freshwater content is at maximum near the

coast, roughly 1.8m, slightly smaller than the summer

peak value, and decays rapidly in the offshore direction,

where it keeps a nearly constant value of around 0.3m

offshore of the 80-m isobath until the end of the glider

transect. A buoyant plume is found trapped to the coast,

with the foot of the front located inshore of the 50-m

isobath. The position of the 32.5 isohaline is deeper than

during the summertime, lying between 70 and 80m deep.

Above the 32.5 isohaline and offshore of the coastal

current, the water column is well mixed both horizontally

and vertically due to the strong winds during this season.

Below this well-mixed region, the isohalines, as well as

FIG. 4. Typical examples of freshwater content (m) calculated from Eq. (2) using (top) s0 5 32.5 and (bottom)

salinity fields observed off NH-line during (left) upwelling and (right) downwelling seasons. Glider tracks and

depth-averaged velocities are shown in the lowest panel.
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the isotherms and isopycnals (not shown), are tilted

downward toward the coast, which is typical of winter-

time off the Oregon coast, as a result of the poleward,

downwelling-favorable winds. The glider measures dive-

averaged currents to the north, nearly 10%–20% stronger

than what was observed during summertime.

To understand the differences in the scenarios de-

scribed above as well as the details of the seasonal

evolution of freshwater content off the Oregon coast,

499 Slocum transects between 2006 and 2012 and 71

Seaglider transects between 2009 and 2012 are analyzed.

Freshwater content using a reference salinity of 32.5 is

shown as a Hovmöller diagram in Fig. 5. Also plotted

are the wind stress time series and both the Columbia

River discharge as well as the sum of the gauged coastal

rivers between northern California and the NH-line

(shown in Fig. 1). The upwelling seasons are deter-

mined following Pierce et al. (2006) (available at http://

damp.coas.oregonstate.edu/windstress) and indicated by

gray stripes.

During the upwelling season, the freshwater is found

mainly on the mid- and outer shelf, advected southward

from theColumbiaRiver and held offshore by upwelling-

favorable winds. The full cross-shore extent of the

FIG. 5. (center) Time and space variations of freshwater content (m) along theNH-Line using s05 32.5. The position of the coast and the

200-m isobaths are indicated by triangles. (right) The discharge from the Columbia River and the sum of discharges from gauged rivers

south of the NH-line (southern coastal rivers), Yaquina, Alsea, Siuslaw, Umpqua, Coquille, Rogue, and Chetco Rivers in southern and

central Oregon and Smith and Klamath Rivers in northern California, as well as north of the NH-line (northern coastal rivers), Siletz,

Nestucca, Tillamook, and NehalemRivers. The geographical locations of the rivers along the coast are indicated in Fig. 1. (left) The daily

averaged (nonfiltered) northward wind stress. The gray stripes indicate upwelling season according to Pierce et al. (2006) (available at

http://damp.coas.oregonstate.edu/windstress). River discharge data obtained from the U.S. Geological Survey (USGS) and from the

Oregon Water Resources Department (OWRD). In the right and left panels, the star indicates the time for the satellite image shown in

Fig. 1, dots indicate the time of the transects shown in Figs. 3 and 4, and the square indicates the time of the transects shown in Figs. 9

and 14.
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freshwater is only captured when using both the Slocums

and Seagliders, particularly visible for 2011 and 2012,

when there is a higher spatial and time coverage avail-

able. Discharge peaks from the Columbia River are in

phase with the peaks of freshwater content. A continuous

offshore propagation of both the inshore and offshore

regions of the freshwater (Columbia River plume) occurs

throughout the seasons due to a cumulative effect of

upwelling-favorable winds. Columbia River discharge

during 2011 and 2012 is higher than normal conditions,

associated with a strong La Niña event, and as a result
higher freshwater content is observed off the central Or-
egon coast, compared to the previous years (Mazzini et al.

2011). During downwelling season, the freshwater is

foundmostly adjacent to the coast and confined in amuch

smaller cross-shore region. The peaks in freshwater

content are in phase with peaks of coastal (non-Columbia

River) river discharge, which suggests the freshwater is

being advected toward the north.

b. Front characteristics

The results of the fitted fronts, h(x) computed from

Eq. (3), are shown in Fig. 6, overlaying the average

density field computed using only fronts that were lo-

cated 20 km north and south from the NH-line, 79% of

the total. A clear density gradient is observed, where

inshore waters are less dense (below 1024 kgm23) than

offshore waters (approximately 1025 kgm23) in the

upper ocean.

Probability density functions of the main parameters

that characterize the fitted fronts, such asWp,Ws,Wb, hp,

ro, rp, Dr, H, and R, are shown in Fig. 7. The coastal

currents total width Wp encompasses a wide range of

values, from 5 to over 70 km; however, the majority of

observations (over 80%) lie between 10 and 30 km. The

part of the front that is not in direct contact with the

bottom Ws ranges from 5 to over 70 km, with over 50%

of observations equal to or larger than 15 km. The part

of the front that is in direct contact with the bottomWb is

much smaller thanWs, roughly one order of magnitude,

ranging from 0.5 to 7 km. The thickness of the coastal

currents hp, which is directly related to Wb (for a con-

stant slope of the ocean bathymetry), ranges from 5 to

70m thick, with approximate 70% of observations be-

tween 15 and 40m thick.

The ocean density, represented by ro, varies between

1023 and 1025.5 kgm23, with over 50% of the observa-

tions falling in the 1025 kgm23 class. A broader distri-

bution is seen in the coastal current density rp, ranging

from 1021.5 to 1025 kgm23, with over 95% of observa-

tions falling between 1023 and 1023.5 kgm23. The typi-

cal density difference between the ocean and coastal

current Dr5 ro 2 rp is between 1 and 2 kgm23 for over

45% of the observations and between 0.5 and 1 kgm23

for nearly 30% of observations.

For the exponential fits [Eq. (3)], nearly 50% of theH

values fall between 20 and 40m deep and 30% between

180 and 200m deep, resembling a bimodal probability

density function. Note that in the fits, H was limited to

a maximum value of 200m because it is not possible to

cover the full range of possible values forH, since if the

front becomes very steep (e.g., because of downwelling-

favorable winds), H / ‘. Over 45% of R values are

observed at the 0–10-km class, and nearly 75% fall be-

tween 10 and 30 km.

c. Front response to wind forcing

The geographical location of the fronts (Wp and hp)

are shown in Fig. 8, with vectors representing the non-

filtered daily averaged wind stress (left), as well the fil-

tered version (right), using Eq. (4). The location where

the front contacts the bottom (the ‘‘foot’’) hp is located

inshore of the 50-m isobath for the vast majority of the

cases. Also, for only a few cases did the glider data

sample the location of hp, and therefore fitting Eq. (3)

was a necessary tool for determining the location of hp.

The cross-shelf location of Wp is much more variable

than hp and covers a wide range of values, anywhere

from 7 to over 70 km offshore. Notice that the data are

biased toward the north of NH-line, since the gliders

often drifted northward due to the strong currents oc-

curring during fall/winter, as can be seen by a few ex-

amples of the glider tracks also plotted in Fig. 8.

The nonfiltered wind stress vectors show that the

fronts were measured at very different wind conditions,

covering almost all directions, although the southward

(upwelling favorable) wind stress vectors are in general

much smaller than the northward (downwelling favor-

able) ones, consistent with wind regime off the Oregon

coast during fall/winter. A much cleaner and organized

picture is observed after filtering the wind stress data, and

it can be seen that for the fronts located farther offshore,

the wind stress was very weak or upwelling favorable,

while the vectors increase and become downwelling

FIG. 6. Average density field overlaid with fitted fronts. In this

calculation, only fronts that were located within 20 km north and

south from the NH-line were chosen (79%).
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favorable rapidly as the fronts get closer to the coast.

This behavior is consistent with Ekman dynamics as

shown in previous works, where upwelling-favorable

winds advect the surface fronts offshore, thinning out

the plume, and downwelling-favorable winds advect

the surface fronts toward the coast (Fong and Geyer

2001; Lentz and Largier 2006; Moffat and Lentz 2012).

Another potential example of the effect of Ekman dy-

namics influencing the plume characteristics and geometry

can be seen in the sequence shown in Fig. 9. The front is

initially measured after a period of persistent downwelling-

favorablewinds, with amagnitude of 0.02Nm22 on the day

Wp was measured. The front position Wp was located

just offshore of 20 km from the coast, and hpwas slightly

over 34m deep. A reversal to weak upwelling-favorable

winds takes place and lasts nearly 5 days, with an aver-

age magnitude of 0.003Nm22, before the front is mea-

sured again. A drastic change in the plume geometry is

observed: Wp expands to nearly 55 km offshore, and

hp thins to nearly 25m deep. The upwelling-favorable

winds then cease and reverse again to downwelling

favorable, and 2 days after this reversal, the front is

measured again under a wind stress of 0.003Nm22.

Position Wp is found nearly 19 km from the coast, just

slightly inshore of its initial position, and hp thickens out

to 32m, 2m thinner than its initial thickness. The plume

seems to be reset back to its approximate initial position,

after only 2 days of downwelling-favorable wind stress;

however, its area is smaller, and the front has a different

e-folding length scale R.

Characteristics of the plume geometry such asWp, hp,

Ws, Wb, the ratio Ws/Wb, the tilt of the front (hp/Ws), as

well as the RMSE of the fits as a function of wind stress

are shown in Fig. 10. For very low wind stress, between

60.02Nm22, Wp covers a wide range of values, from

typically 10 to 80 km, and as the wind stress increases,

there is a rapid decrease in Wp that seems to be limited

to no less than roughly 10 km. A similar pattern is

FIG. 7. Probability density functions of main plume parameters from observations: Wp, Ws, Wb, hp, ro, rp, Dr, H, and R. Error bars are

standard deviations for each class, obtained from the sensitivity analysis of each fit parameter (Wp, H, and R).
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observed for Ws, however, shifted between 1 and 7 km

toward lower values, since it is defined asWs5Wp2Wb,

and it never reaches zero. A different pattern is ob-

served in hp, where the lowest values are found at low

wind stress between slightly less than 10 up to 50m, with

most points falling around 30m deep and increasing

slowly as the wind stress increases, reaching up to over

60m. The value ofWb has the same behavior as hp since

they are related by Wb 5 hp/a, where a is the bottom

slope, taken to be 0.01.

The gray dashed lines in Fig. 10 represent what the

positions of Wp and hp (and Wb) would be if the front

isopycnal became a straight vertical line, conserving

the average plume area. This basically assumes that the

plume has achieved its ‘‘full downwelling’’ response,

that is, the front was tilted vertically by downwelling-

favorable winds, reducing its offshore extent from Wp

until it became vertical with the final offshore extentWf

and increasing its thickness hp to a final thickness hf.

This was calculated using hf 5
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
tanaWp hp

q
and Wf 5

hf/tana, where a 5 0.01 is the bottom slope, chosen for

typical Oregon inner shelf, and the overbars represent

average values. The extentWf is nearly 10 km and seems

to well define a lower limit for Wp, where values of Wp

are rarely smaller than Wf, with two clear exceptions at

0.15 and 0.23Nm22, which coincide with high values of

RMSE. The value of hf is close to 80m, and values of hp
never cross hf; in fact, its highest values are nearly 20m

shallower than hf.

The ratio Ws/Wb indicates whether the fronts are

surface trapped (Ws � Wb), bottom advected (Ws �
Wb), or intermediate (Ws ’ Wb). Figure 10 shows that

for very low wind stress, between 60.02Nm22, Ws

varies from 2 to nearly 50 times larger than Wb. For

downwelling-favorable wind stress values larger than

0.02Nm22, Ws vary from 5 times larger than Wb to

Ws ’Wb, with only one exception thatWs ,Wb for the

highest value of wind registered within our data, of

nearly 0.23Nm22. Over 95.5% of observations showed

ratios Ws/Wb are above 1, and 82% are above 2, which

demonstrates that for the vast majority of the cases, the

coastal current is surface advected, while only 4% of

observations had ratios Ws/Wb below 1 or bottom

advected.

The front slope, defined as hp/Ws, varies from nearly

zero at wind stress with negative values close to 0Nm22

and then increases as the wind stress increases, reaching

values over 16 3 103. The RMSE, estimated based on

the vertical position of the exponential fit model and the

observed isopycnal that was used to trace the coastal

current, varies from less than 1 to over 6m, and has the

greatest range around 0Nm22 wind stress. The highest

RMSE values are found for both wind stress close to

0Nm22 and at high wind stress, exceeding 0.13Nm22.

Moderate downwelling-favorable winds, around 0.1Nm22,

give the lowest RMSE values, typically less than 2m, and

the best exponential fit within the limited number of data

points available.

FIG. 8. Map showing surface and bottom front positions with (left) raw wind velocities vectors and (right) filtered

velocity vectors. Triangles show where fronts intersect the surface, while circles show where fronts intersect the

bottom.White circles represent instances when the glider data did not cover the areawhere the front intersected the

bottom, so the position was extrapolated based on the fit of Eq. (3). On the left, only a few glider tracks are plotted

in blue, for clarity. TheNH-line is indicated by a straight line at 448390N, and isobaths of 50, 100, 200, and 1000m are

plotted. The thick gray line indicates the 200-m isobath.
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As previously discussed, the choice of fitting the ex-

ponential function [Eq. (3)] in order to represent the

shape of the coastal current was motivated by having the

same form as the solution for the Rossby adjustment

problem in a reduced gravity model. The fitted param-

eterRwould represent theRossby radius of deformation,

defined as
ffiffiffiffiffiffiffiffi
g0H

p
/f , for this case. A comparison betweenR

and
ffiffiffiffiffiffiffiffi
g0H

p
/f , as a function of wind stress is presented in

Fig. 11. The differences betweenR and
ffiffiffiffiffiffiffiffi
g0H

p
/f can reach

over 90km and are largest during weak wind events

between 60.025Nm22. For downwelling-favorable

wind stress, above 0.025Nm22, the differences be-

tweenR and
ffiffiffiffiffiffiffiffi
g0H

p
/f tend to decrease, even though there

is a clear presence of outliers. It is important to realize

that the presence of the coast limits the extent of the

front, when compared to an unbounded system (e.g.,

horizontally infinite ocean, no coast), as in the original

Rossby adjustment problem. If we treat the front as

unbounded, we assume that we only have information

about a limited portion of the entire front, and small

FIG. 9. (top) Filtered wind stress (bars) and nonfiltered daily averaged wind stress (black solid line). Below (left)

density fields (kgm23) and (right) geostrophic velocities (m s21) showing a sequence of coastal currents under dif-

ferent wind stress conditions: (a) strong downwelling, (b) weak upwelling, and (c) moderate downwelling favorable.

The geostrophic velocities were calculated based on the dynamic method using temperature and salinity fields from

the glider data, zero referenced at the plume front. Dots represent discrete positions of the isopycnals overlaid with the

fitted fronts (only half of the dots were plotted for clarity). The parametersWp, hp,H, andR are shown for each event.

Shaded in gray in the top panel are the periods the glider took to complete each transect and upside down triangles

are the times at which the fronts were measured. Note that the right column has zoomed into the coastal current to

enhance the details of the geostrophic velocity field.
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FIG. 10. Filtered wind stress vs absolute values of Wp, hp, Ws, Wb, ratio Ws/Wb (ratio of 1 is indicated by

a solid line), front slope or hp/Ws, and the RMSE between isopycnal positions and the fitted function. Gray

dashed lines showwhatWp,Wb, and hpwouldbe if the frontwas completely vertical for an average plumearea.

Open circles indicate that RMSE was higher than the average RMSE plus one standard deviation. Error bars

are standard deviations obtained from the sensitivity analysis of each fit parameter (Wp, H, and R).
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perturbations could lead to large errors in R and H;

hence,
ffiffiffiffiffiffiffiffi
g0H

p
/f .

Previous studies of coastal currents with a sloping

bottom have assumed that the geostrophic adjustment

occurs offshore of the foot of the front hp and that Ws

scales as the Rossby radius of deformation, defined asffiffiffiffiffiffiffiffiffi
g0hp

p
/f (e.g., Lentz and Helfrich 2002; Moffat and

Lentz 2012). A comparison betweenWs and
ffiffiffiffiffiffiffiffiffi
g0hp

p
/f , as

a function of wind stress, is presented in Fig. 11. Dif-

ferences betweenWs and
ffiffiffiffiffiffiffiffiffi
g0hp

p
/f tend to bemuch smaller

than betweenR and
ffiffiffiffiffiffiffiffi
g0H

p
/f , but still can reach over 70km.

A similar pattern is observed, where higher differences are

observed for low wind stress, 60.025Nm22, and the dif-

ferences rapidly decrease as the wind becomes moderate

downwelling favorable. For wind stress larger than

0.025Nm22, Ws/
ffiffiffiffiffiffiffiffiffi
g0hp

p
/f , and there are not as many

contrasting outliers as observed in the case ofR2
ffiffiffiffiffiffiffiffi
g0H

p
/f .

In this case, the parameters Ws and hp are less sensitive

thanR andH;Ws is independent of the shape of the front,

which could be curved or straight, and that would impact

R, and even large variations ofHwould only lead to small

variations in hp.

d. Along-shelf velocities and total and freshwater
transport

Total along-shelf velocities within the coastal currents,

averaged in the As region, total transport estimates Q,

calculated using Eq. (9), as well as the freshwater trans-

portsQfresh, computed fromEq. (10), are shown in Fig. 12.

The fraction of each transport mechanism, buoyancy

Qb, wind Qw, and Davidson driven QD, relative to the

total transport and freshwater transport is also shown

in Fig. 12.

For the total along-shelf velocities, over 30% of ob-

servations fall within the 0–0.1m s21 class, and about

15% fall within the 0.1–0.2m s21 class; then the distri-

bution is nearly evenly distributed, and after reaching

0.6m s21, it tapers off linearly from 10% to nearly van-

ishing at approximately 1.1m s21.

Total transport values Q vary from less than 0.05 to

over 0.5 Sverdrups (Sv; 1 Sv [ 106m3 s21), with ap-

proximately 65% of transports lower than 0.1 Sv, nearly

21% between 0.1 and 0.2 Sv, and roughly 14% of values

higher than 0.2 Sv. The higher end of these estimates is

of the same order of magnitude as the coastal upwelling

jet observed during summertime off the Oregon coast

(Barth and Wheeler 2005). The coastal current is pri-

marily buoyancy driven, accounting for over 61%

(622.6%) of the total transport, followed by the

Davidson Current, which is responsible for nearly 26%

(618.6%), and finally, the wind forcing, which accounts

for about 13% (611.7%) of the total transport.

Freshwater transportsQfresh vary from a few hundred

to over 5000 cubicmeters per second, the latter being the

same order of magnitude as fall/winter peak discharges

from the coastal rivers (Fig. 5). Nearly 41% of obser-

vations show discharges of less than 1 3 103m3 s21,

30% between 1 and 2 3 103m3 s21, and 29% above 2 3
103m3 s21. The ratio of the mechanisms responsible for

the freshwater transport, buoyancy, Davidson, and wind

driven follow the same pattern as for the total transport,

with relative contributions of 59% (625.2%), 24%

(621.8%), and 17% (614.6%), respectively.

A direct comparison between buoyancy-driven

transports Qb calculated from the exponential model

[Eq. (A1)] versus transports calculated by the dynamic

FIG. 11. Comparison of filtered wind stress vs different scalings for the Rossby radius of deformation (km): (left)

R2 (g0H)1/2/f and (right)Ws2 (g0hp)
1/2/f. Open circles indicate that RMSEwas higher than the averageRMSEplus

one standard deviation. Error bars are standard deviations obtained from the sensitivity analysis of each fit pa-

rameter (Wp, H, and R).
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method using the temperature and salinity fields from

the gliders are shown in Fig. 13. The level of no motion

used in the dynamic method calculation was the front

position obtained from the fit [Eq. (3)]. Transports from

the exponential fit can get higher than 0.2 Sv, while

smaller transports are observed from the dynamicmethod,

reaching values slightly above 0.05 Sv. A linear regression

between the transports, reveals a slope of 1:4 (60.04, 95%

confidence intervals), which demonstrates a consistent

reduction in the transport estimated by the dynamic

method, when compared to the two-layer exponential

model. This reduction in the transport is consistent with

the fact that the ocean is continuously stratified (laterally

and vertically) (e.g., Pimenta et al. 2011; Moffat and Lentz

2012), and the two-layer assumption in the exponential fit

model [Eq. (A1)] overestimates the transports.

An example of the geostrophic velocities computed

from the dynamic method is show in Fig. 9, which dem-

onstrates a higher spatial variability than a simple two-

layer flow. The strongest northward velocities within the

coastal current are in general located closer to the off-

shore boundary, where the fronts are steepest, and then

decay toward the coast. Inshore of this steepest region,

where the fronts tend to level, the lowest velocities are

observed, and even small reversals toward the south,

typically less than 0.05m s21, are observed, especially

under upwelling-favorable winds (Fig. 9b). The maxi-

mumobserved velocities are also consistentwith thewind

forcing magnitudes; the highest velocities (;0.5m s21)

are associated with the strongest downwelling-favorable

winds (Fig. 9a), followed by 0.24ms21 velocities during

weaker downwelling-favorable winds (Fig. 9c), and fi-

nally the smallest velocities, 0.17m s21, during weak,

upwelling-favorable winds (Fig. 9b).

4. Discussion

a. Seasonal regimes of freshwater

A seasonal cycle is remarkably clear in the freshwater

content off the Oregon coast, and it is possible to sepa-

rate two main distinct regimes: the spring/summer and

the fall/winter (Fig. 5). The spring/summer season can

be characterized by the presence of freshwater mainly

from the mid- and outer shelf up to over a few hundred

kilometers offshore, advected southward from the

Columbia River and pushed offshore by upwelling-

favorable winds (Barnes et al. 1972). A continuous off-

shore propagation of the Columbia River plume is

apparent throughout the summer, as can be seen in Fig.

5, especially for the years of 2011 and 2012 when there

were glider data available that could capture the entire

cross-shore extension of the Columbia River plume.

This is consistent with the cumulative effect of upwelling

observed off the Oregon coast (Pierce et al. 2006). The

change in the freshwater content from fall/winter to

spring/summer seems to occur quite abruptly and fairly

well predicted by the onset of the upwelling season ac-

cording to the dates proposed by Pierce et al. (2006).

FIG. 12. Probability density functions of average velocities within the (top left) coastal current, (top middle) total transport, and (top

right) freshwater transport. Ratios of buoyancy-, wind-, and Davidson-driven transports to the (bottom left) total transport and to the

(bottom right) freshwater transport. Error bars are standard deviations for each class, obtained from the sensitivity analysis of each fit

parameter (Wp, H, and R).
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During fall/winter, the freshwater is trapped to the

coast and decays in the offshore direction. The change

from spring/summer to fall/winter, however, seems to be

a slower process in which the appearance of the fresh-

water is highly dependent on the onset in the coastal river

discharges, driven by rainfall, which are not necessarily

phase locked to the changes in wind regimes. A good

example of this is apparent in fall/winter 2006 when the

river discharges increase right after the end of upwelling

season and freshwater readily appears versus 2010 when

it takes up to 2 months before there is an increase in the

coastal rivers’ discharge and the subsequent appearance

of freshwater off the NH-line (Fig. 5).

Variations in the freshwater content also coincide with

variability of discharge peaks from the coastal rivers. The

buoyancy forcing, Davidson Current, and wind stress,

which is predominantly northward (downwelling favor-

able), act to advect freshwater toward the north (Fig. 12).

Exceptions to that, when freshwater may be advected

toward the south, for example, from the Columbia River,

could possibly arise due to wind reversals. The wind

forcing in this case would have to be strong enough in

order to overcome both the buoyancy forcing and the

Davidson Current. Observations of the Columbia River

plume during the wintertime by Hickey et al. (1998)

demonstrate that this is not the case, even in the presence

of sustained upwelling-favorable winds. This is also sup-

ported by numerical simulations of an idealized Colum-

bia River plume fromGarcia Berdeal et al. (2002), which

shows that the plume direction can only be reversed to

the south in the presence of strong, persistent, upwelling-

favorablewinds, typically larger than 0.14Nm22, blowing

over at least 2 days, events that are rarely observed during

winter. Therefore, the low-salinity waters and the fresh-

water fronts observed off the coast of Newport, Oregon,

mainly originated from coastal rivers (from the south), as

previously hypothesized by Huyer (1977). Significant

volume transports were observed from the coastal cur-

rent off Newport, Oregon, of O(0.1) Sv, comparable in

magnitudes to the coastal upwelling jet observed during

summertime (Barth and Wheeler 2005).

b. Coastal current dynamics

The choice of using of a two-layer model to charac-

terize the coastal current overestimates the stratifica-

tion, directly modifying the thermal wind shear and

finally overestimating velocities and transports. Another

model choice could be a straight, linearly stratified front

with density varying linearly from the ocean density ro
to a minimum plume density rp on the surface at the

coast. For a similar geometry of a Margules front, but

linearly stratified, the transport would be modified by

a factor of 1/3, which in this case Eq. (B2) would simply

becomeQbstratified 5 [(g0h2p)/(6f )] (Avicola and Huq 2003).

Comparisons between transports from the exponential

model and obtained from the dynamic method show

a smaller ratio of 1/4 (Fig. 13). It is important to em-

phasize that most glider measurements do not have data

all the way to the foot of the front hp nor inshore of that,

where there still may be significant lateral density gra-

dients and therefore would have nonzero geostrophic

velocities obtained from the dynamic method and pos-

sibly contribute to the transport. Those velocities in-

shore of hp are not accounted for in the simple two-layer

model.

If the effect of stratification were incorporated in our

estimates by adopting a linearly stratified, straight front

model instead of the two-layer exponential model, then

the factor of 1/3 decrease in the buoyancy-driven trans-

ports would lead to a modification of the relative

transports by each mechanism: buoyancy-driven trans-

ports would have a decrease of its relative contribution

to 39.5% (621.8%), becoming comparable to the

Davidson current, with 40.1% (621.3%), and the wind

stress would still play a secondary role, but increased to

20.4% (615.4%). It is important to emphasize that those

estimates come from our simple model in which we as-

sume that the mechanisms can be linearly added. By

FIG. 13. Comparisons between the buoyancy-driven transports

calculated using the exponential fit [Eq. (A1)] vs transports calcu-

lated from the dynamic method, using temperature and salinity

fields from glider data and referenced to the front positions. Filled

circles indicate transects in which the glider data covered the fronts

all the way to the foot of the fronts hp; 11 out of a total of 67. Black

solid line indicates the 1:1 ratio, gray solid line was obtained from

linear regression, and gray dashed line indicates a ratio of 1:3, which

is the ratio of transports between a linearly stratified vs a two-layered

Margules front. Error bars are standard deviations obtained from

the sensitivity analysis of each fit parameter (Wp, H, and R).
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using a primitive equation, three-dimensional numerical

model, running both realistic and semi-idealized simu-

lations, it would be possible to disentangle the relative

importance of each forcing mechanism in driving the

total transport, without relying on a priori assumptions.

A more detailed analysis on how the effect of strati-

fication may impact the transport of coastal currents can

be found in Pimenta et al. (2011), but in general, their

results fall between the limits discussed above. This

helps to understand how our estimates are impacted by

stratification and at the same time give upper and lower

bounds to our calculations. Despite the model choice,

the order of magnitude of transports from the coastal

currents would not change, and its role on the dynamics

of the continental shelf off the Oregon coast during the

fall/winter is vital.

The coastal current observed off the coast of Newport,

Oregon, can be classified as surface trapped because the

portion of the plume that is not in direct contact with the

bottom Ws is generally one order of magnitude larger

than the portion in direct contact with the bottomWb. In

addition, the total plume width Wp is rarely observed

inshore of 10 km, and the thickness of the plume hp is

rarely smaller than 10m. This implies that the coastal

current structure and dynamics are highly susceptible to

wind forcing and are not primarily controlled by the

Ekman bottom boundary layer processes (Chapman and

Lentz 1994).

The effect of the wind forcing on a buoyancy-driven

coastal current is consistent with previous model results

(Chao 1987) as well as observations (Lentz and Largier

2006). Upwelling-favorable (downwelling-favorable)

winds drive offshore (onshore) Ekman transport asso-

ciated with a compensating onshore (offshore) return

flow, advecting the plume waters in the offshore (on-

shore) direction, and at the same time thinning (thick-

ening) out the plume, which finally leads to a change in

the isopycnals’ slope (e.g., Whitney and Garvine 2005;

Lentz and Largier 2006; Moffat and Lentz 2012). Nev-

ertheless, the effect of three-dimensional variability,

which may arise due to flow–topography interactions,

instabilities, or proximity to river inflows, may over-

whelm the purely Ekman dynamics. For example,

comparing cross-shelf frontal movements to those ex-

pected from Ekman layer velocities for the coastal cur-

rent sequence shown in Fig. 9 shows that the Ekman flow

estimates are too small by an order of magnitude.

Isopycnal slopes from the coastal currents have the

highest correlation with the wind stress over an expo-

nential decay of 4 days. This result contrasts with ob-

servations of coastal upwelling during the summer, from

Austin and Barth (2002b), who found a relation to be of

8 days. This is related to the changes in the wind field,

which during fall and winter are variable on shorter time

scales than during spring and summer.

All of our results were focused on times when the

freshwater was found trapped to the coast, which in

this case it is assumed that the fronts are coastal cur-

rents geostrophically balanced in the cross-shelf di-

rection. It is known, however, that periods of sustained

upwelling-favorable winds can advect the plume sur-

face waters offshore and eventually detach the plume

from the coast (Fong and Geyer 2001), leading to

a breakdown of the geostrophic balance. Pimenta and

Kirwan (2014) developed an index G that quantifies

the upwelling efficiency in flushing the plume waters

offshore:

G5
AEk

Ap

5

ðt
0
jt yo/rf j dx
Ap

, (11)

where AEk is the cumulative offshore Ekman trans-

port, and Ap is the plume cross-sectional area. They

found that for G . 1, the freshwaters are exported

offshore.

An estimate of the efficiency of the wind field off the

Oregon coast in detaching the coastal current from the

coast can be done by calculating Eq. (11), using the wind

stress time series presented in Fig. 5 during fall/winter

(downwelling season) and the area of the coastal cur-

rent, approximated by Ap 5 (Wp 3 hp)/2. Using 10 km

forWp and 15m for hp (Fig. 7), and integrating the wind

stress between zero crossings, 182 wind reversals from

downwelling- to upwelling-favorable are found during

the six seasons (between 2006 and 2012), roughly five

reversals per month; however, only 14 were found in

which G . 1, leading to about one reversal every

2 months that are actually capable of completely de-

taching the plume from the coast.

Based on the index G by Pimenta and Kirwan (2014),

the coastal current observed off Newport, Oregon, is

therefore expected to be a quasi-permanent feature

during the fall/winter. Note that G even overestimates

the detachment, since upwelling winds also cause sig-

nificant entrainment of ambient waters into the plume.

Following Lentz (2004), this can be modeled as Ae 5
A0(1 1 t/te), where Ae is the plume area as a function of

time,A0 is the initial cross-sectional area before the onset

of the wind forcingA05Ap(t5 0), te 5 2A0/(
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Ricrf /ts

p
)

is the time it takes for the entrainment to double the

initial cross-sectional area of the plume, and Ric is a crit-

ical Richardson number. Pimenta and Kirwan (2014)

have also created an index that incorporated the en-

trainment, given by Ge 5 AEk/Ae; however, we have

chosen to use G instead since we are using typical values
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forWp and hp from in situ data, which inherently contains

entrainment.

Despite the fact that upwelling-favorable wind events

are in general not capable of detaching the plume from

the coast, the wind’s role in mixing and entrainment is of

extreme importance (e.g., Fong andGeyer 2001; Hetland

2005). Besides the wind field, other processes could lead

to detachment of the coastal current and enhance

mixing, such as flow over variable topography and

instabilities (e.g., Pennel et al. 2012), which are three-

dimensional in nature and cannot be properly charac-

terized by the available data.

According to the solution for the Rossby adjustment

problem, in a 1.5-layer model (Cushman-Roisin and

Beckers 2011), in the case of an unbounded, unforced

system, the parameter R from our fit should converge to

R/ (g0H)1/2/f. The fact that there are spatial constraints

imposed by the topography and the coastline, and the in-

termittent presence of wind forcing, certainly adds higher

complexity to the system and cannot simply be ignored.

Laboratory models of unforced buoyant gravity currents

adjusted under rotation, along a wall, have demonstrated

that the total width of the currentW5 bL scales with the

Rossby radius of deformation L 5 (g0h)1/2/f, where h is

the depth of the gravity current at the wall, and b is

found empirically from experiments, which have dem-

onstrated that b is O(1) (e.g., Griffiths and Hopfinger

1983). In the case of coastal currents with a sloping bot-

tom, the geostrophic adjustment is assumed to occur

offshore of the foot of the front hp, which in this case

Ws / (g0hp)
1/2/f (e.g., Lentz and Helfrich 2002; Moffat

and Lentz 2012).

Our results, however, show that both R / (g0H)1/2/f

and Ws / (g0hp)
1/2/f only when there are moderate

downwelling-favorable winds, and for wind stress close

to zero or upwelling favorable, those relationships break

down. It is important to keep in mind that the compar-

isons aremade with the wind stress filtered using Eq. (4),

and especially for values of filtered wind stress close to

zero, it is possible that an upwelling event has occurred

not long before the front is measured, but does not

clearly show in the final filtered product. This reveals an

asymmetric response between upwelling- and downwelling-

favorable winds and that the coastal current structure

is readily modified by even weak upwelling-favorable

winds, while downwelling-favorable winds (moder-

ate) tend to reinforce the relationship described

above.

c. Effects on the ocean biogeochemistry

Finally, the riverine waters that feed the coastal cur-

rent have distinct biogeochemical properties compared

with adjacent coastal waters, and as a consequence, it is

possible to observe a relationship between the optical

properties of the water column and the coastal current.

An example of this is shown in Fig. 14, which demon-

strates how color dissolved organic matter (CDOM) and

suspended sediment measured with optical light back-

scatter are correlated with the fresh, low-density waters

from the coastal current. This emphasizes the importance

of the coastal current, which can potentially be a primary

mechanism responsible for the along-shelf transport of

nutrients, sediment, plankton, fish, and invertebrate lar-

vae and therefore play a crucial ecological role during fall

and winter off the Oregon coast. The buoyancy-driven

current also links the estuaries, carrying carbon and iron

that is spread over the shelf and influences the ecosystem,

not only during fall and winter, but also the following

upwelling season (Chase et al. 2007).

5. Conclusions

This work presents the first detailed description of

coastal currents observed offshore of central Oregon in

fall and winter. Based on a two-layer model, a primary

forcing mechanism of these currents is buoyancy, from

riverine freshwater discharge into the coastal ocean. The

large-scale Davidson Current also contributes signifi-

cantly to the along-shelf transport, with a smaller contri-

bution by wind forcing. The wind, via cross-shelf Ekman

fluxes, significantly impacts the buoyancy front and

FIG. 14. Observations of (top) cross-shelf density, (middle)

CDOM, and (bottom) optical backscatter fields, obtained from

a glider survey between 6 and 9 Apr 2007. Discrete position of the

front is plotted with dots (only half of the dots were plotted for

clarity) and fitted front in solid black line.
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current, modifying their geometry and hence velocities

and transport. The average transport is 0.08 (60.07)Sv,

and the maximum observed value is 0.49Sv, magnitudes

comparable to the summertime upwelling jet. This persis-

tent buoyancy-driven current may be called the Oregon

Coastal Current.

Gliders proved to be a reliable tool to survey the

Oregon coast during fall and winter, under harsh weather

and oceanic conditions. The present dataset could not

have been obtained as effectively using other platforms,

for example, ship-based profiling. Even with the limita-

tions of the glider operations in shallow waters over the

inner shelf and in the presence of large waves and swift

currents, it was possible to characterize the Oregon

Coastal Current. The glider data provided the necessary

parameters to obtain the coastal current geometry, ve-

locity, and transports.

Several questions still remain unanswered, such as

what is the along-shelf spatial coherence of this current,

how many rivers contribute to the freshwater transport

observed at the NH-line, what is the role of the wind

stress in mixing and dispersing this coastal current,

under which conditions is the coastal current unstable,

does the topography play a significant role in the dy-

namics of this system, and ultimately what is the fate of

the freshwater?

Continuous surveys are of extreme importance in

observing and understanding the ocean, and in order to

address the questions raised above, in situ data should

be collected at more locations along the Oregon coast

(and possibly northern California) with proper spatial

and temporal resolution. Finally, numerical models

that attempt to reproduce fall and wintertime circu-

lation over the Oregon continental shelf must include

freshwater input from coastal river discharge and

reproduce the Oregon Coastal Current, since it is

a persistent, key component of the fall–winter shelf

dynamics.
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APPENDIX A

Transport Derivation

Transports were calculated by integrating the veloci-

ties from Eq. (8) over the plume area. The buoyancy-

driven transport Qb was calculated as

Qb5

ðð
yb dA5

ð2W
b

2W
p

yb(x)h(x) dx1

ð0
2W

b

yb(x)htopo(x) dx

5
g0H2

2f
(11 e22W

s
/R2 2e2W

s
/R) ,

(A1)

where the fact that yb 5 0 for x . 2Wb has been used.

The wind-driven transport was calculated as

Qw 5

ð ð
yw dA5

ð2W
b

2W
p

ywh(x) dx1

ð0
2W

b

ywhtopo(x) dx

5 yw

"
H(Ws 1Re2W

s
/R2R)1

Wbhp

2

#

5
t
y
o

ror

"
H(Ws 1Re2W

s
/R 2R)1

Wbhp

2

#
,

(A2)

where htopo 5 (hp/Wb)x, assuming a linear bathymetry.

Similarly, the Davidson Current was calculated as

QD 5

ð ð
yD dA5

ð2W
b

2W
p

yDh(x) dx1

ð0
2W

b

yDhtopo(x) dx

5 yD

"
H(Ws1Re2W

s
/R2R)1

Wbhp

2

#
.

(A3)

Finally, the total transport can be found by linearly

adding up all of the transports from the three different

mechanisms: Q 5 Qb 1 Qw 1 QD.

APPENDIX B

Margules Front Model

For simplicity, the front h(x) can be approximated as

a straight interface, theMargules front model (Margules

1906), as has been done in previous plume studies (e.g.,

Garvine 1999; Fong and Geyer 2002; Lentz and Helfrich

2002). In this case, the coastal current buoyancy-driven

velocity can be calculated simply as

yb
Margules

5
g0hp
fWs

. (B1)

NOVEMBER 2014 MAZZ IN I ET AL . 2873



The transport may be obtained by integrating the

velocity over the area of the coastal current:

Qb
Margules

5

ð ð
yb

Margules
dA

5

ð2W
b

2W
p

yb
Margules

h(x) dx1

ð0
2W

b

yb
Margules

htopo(x) dx

5
g0h2p
2f

,

(B2)

where htopo(x) is the cross-shelf bathymetry, and the fact

that ybMargules
5 0 for x . 2Wb has been used.

The wind-driven transport was calculated as

Qw
Margules

5

ðð
ywdA5

ð2W
b

2W
p

ywh(x)dx1

ð0
2W

b

ywhtopo(x)dx

5yw
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2

!

5
t
y
o

ror
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2

!
,

(B3)

where htopo 5 (hp/Wb)x, assuming a linear bathymetry.

Similarly, the Davidson Current was calculated as

QD
Margules

5

ð ð
yD dA

5

ð2W
b

2W
p

yDh(x) dx1

ð0
2W

b

yDhtopo(x) dx

5 yD

 
Wphp

2

!
.

(B4)

For a Margules front, the total transport (QMargules)

simplifies to

QMargules 5Qb
Margules

1Qw
Margules

1QD
Margules

5
g0h2p
2f

1
t
y
o

ror

 
Wphp

2

!
1 yD

 
Wphp

2

!
. (B5)

Total velocities within the coastal currents, averaged

in the As region, are shown in Fig. A1 for the Margules

model. Comparing the results from the exponential front

(Fig. 12), a slight change is observed for the Margules

model, with the 0–0.1ms21 class reducing to 27%, while

increasing the 0.1–0.2m s21 class to 18%, and it tapers

off after reaching 0.7m s21, finally nearly vanishing at

approximately 1.2m s21.

Comparisons between baroclinic velocities and areas

for the exponential front versus the Margules model are

also shown in Fig. A1. Baroclinic velocities averaged by

the area of the plumes are approximately equal in about

FIG. A1. Probability density functions of (top) Margules-averaged velocities within the (top left) coastal currents, and (top middle) ratios

between average buoyancy-driven velocities, and (top right) areasAs between theMargules front vs the exponential model. Probability density

functions of ratios between the Margules front and the exponential model for (bottom left) total transport and (bottom right) freshwater

transport. Error bars are standard deviations for each class, obtained from the sensitivity analysis of each fit parameter (Wp, H, and R).
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30% of cases, and velocities from the Margules model

are generally larger than the exponential model,

reaching up to twice the latter. The plume areas can be

nearly the same in about 20% of the cases, and expo-

nential fronts can have area as much as twice the area of

the Margules model.

The ratio of transports estimated from a Margules

front model using Eq. (B5) to the exponential front

[Eq. (9)] is also shown in Fig. A1. Comparisons between

the exponential front versus theMargulesmodel [Eq. (B5)]

show that for the total transport the exponential func-

tion tends to generate slightly higher transports, about

25% higher for nearly 30% of observations and about

50% higher for roughly 6% of observations. That is

a direct result from the exponential fronts having much

larger areas, which compensate for larger average ve-

locities attributed to the Margules fronts. For the

freshwater transport, the Margules model tends to

generate higher transports, 20% higher for about 15%

of observations and 50% higher for roughly 5% of ob-

servations; however, it can also generate lower trans-

port, about 25% lower for nearly 7% of observations.

This arises from the fact that the freshwater content

increases toward the coast, and the exponential front

model has velocities decreasing toward the coast, while

the Margules front velocities are independent of space

and dominates the transports over the regions where

freshwater is more abundant.
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