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Effects of molecular potential and geometry on atomic core-level photoemission over an extended
energy range: The case study of the CO molecule
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We report an experimental and theoretical study of single-molecule inner-shell photoemission measured over an
extended range of photon energies. The vibrational intensity ratios I (ν = 1)/I (ν = 0) from the C 1s photoelectron
spectra of carbon monoxide, although mostly determined by the bond length change upon ionization, are shown
to be affected also by photoelectron recoil and by scattering from the neighboring oxygen atom. Static-exchange
density functional theory (DFT) is used to encompass all these effects in a unified theoretical treatment. The ab
initio calculations show that the vibrational ratio as a function of the photoelectron momentum is sensitive to both
the ground-state internuclear distance and its contraction upon photoionization. We present a proof-of-principle
application of DFT calculations as a quantitative structural analysis tool for extracting the dynamic and static
molecular geometry parameters simultaneously.
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I. INTRODUCTION

Diatomic molecules in the gas phase have long been
of fundamental scientific interest as the simplest quantum
mechanical systems combining fast (electronic) and slow
(nuclear) dynamics. Electronic structure studies of molecules
ranging from the diatomics to complex organic molecules rely
largely on energy- or wavelength-resolving spectroscopies.
While the parameters of nuclear geometry of small molecules
can be successfully derived using spectroscopic techniques,
larger systems are probed mainly with scattering techniques in
which either an electromagnetic or a matter wave is perturbed
by atoms, creating new emission centers of scattered waves.
Continuum waves from various sources then overlap and
interfere, creating a characteristic pattern of intensity mod-
ulations. The suitability of scattering techniques for molecular
structure determination in the gas phase was established in
1915 by Debye, who showed that, contrary to what might
be assumed, averaging over the random orientations of free
molecules containing the scattering atoms does not destroy
the interference patterns [1]. Instead, pronounced oscillations
of the outgoing wave intensity as a function of the detection
angle are expected, with a period that depends on the structural
parameters of the molecule such as its bond lengths, and on
the wavelength of the scattered wave.

The scattering techniques can employ a variety of particles
to form the wave to be scattered: electrons, photons, and
neutrons. Due to the strong interaction of charged particles
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with matter, electron scattering has become a standard tech-
nique in the gas phase, where it can determine structural
parameters of free molecules with high accuracy [2]. X-ray
and neutron diffraction, on the other hand, are the methods
of choice for solid targets. There is also a choice between
the origin of the wave to be scattered: external, as in the
methods mentioned above, or internal. In the latter, electrons
emitted by one of the atoms in the system form the initial
wave that is subsequently scattered by neighboring atoms. In
this case, the photoemission cross section σ (k) is modified
by interference terms that oscillate as a function of the
electron momentum k as ∼ sin(2kR0), where R0 is the distance
between the emitter and the scatterer. This effect is at the
basis of EXAFS (extended x-ray absorption fine structure) [3],
a technique broadly employed in solids, and in which the
short-range neighborhood structure is revealed by oscillations
in the x-ray absorbance. In the less broadly employed
technique of XPD (x-ray photoelectron diffraction), structural
information of surfaces is extracted directly from photoe-
mission intensity distributions, either angle or momentum
resolved [4,5].

In randomly oriented molecular targets, in contrast to
solids, photoemission has not been the tool of choice to probe
the static geometry of the emitter’s neighborhood. Instead,
core-level photoelectron spectroscopy was found to be an
excellent means to elicit information on molecular dynamics:
the disturbance to the electronic structure by core hole creation
induces changes in equilibrium structural parameters, causing
readjustment of atomic positions and resulting in vibrational
excitations [6]. In the case of diatomics, for example, the
change of the bond length �R is derived from the analysis
of the vibrational progression in the photoelectron spectrum
via Franck-Condon factors [7,8].
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The derivation of static (R0) and dynamic (�R) struc-
tural parameters has thus been largely based on different
and independent approaches. A number of recent studies
of molecular photoemission over extended energy ranges
(e.g., [9–11]), however, made apparent that these properties
should not be treated separately in the first place. Firstly,
the emission of a photoelectron with momentum k entails
a corresponding nuclear recoil that induces vibrational and
rotational excitations. Yet, the direction of the nuclear recoil
depends on whether the electron leaves the molecule directly
or scatters on neighboring atoms. Secondly, scattering and
interference effects modulate the cross sections and also affect
the ratios of the vibrational peaks in the spectrum [11]. Thus,
a highly accurate determination of �R from a photoelectron
spectrum at any given energy requires that these effects, which
depend on the static molecular geometry, be taken into account
as well.

In this study, we analyze the extended range photoemission
spectrum of carbon monoxide (CO), a simple diatomic system,
using an advanced theoretical model that includes all of the
aforementioned effects. The focus of the study is on the
ratio of vibrational intensities in the C 1s photoemission,
(ν = 1)/(ν = 0), as obtained from the experiment and by ab
initio methods. We will refer to these as the “v-ratios.” The
v-ratios are primarily determined by the change (�R) of the
internuclear equilibrium distance and are calculated by means
of the Franck-Condon factors. In the present case, both the
recoil and intramolecular photoelectron scattering modify the
Franck-Condon v-ratios. This circumstance is to be contrasted
with the case of core-photoionization of the central atom in
symmetric ABn molecules (BF3 [12], CF4 [10,12,13], and
CH4 [9,11]), where the photoelectron is ejected from the
center of mass (hence, there are no rotational excitations)
and the recoil and Franck-Condon excitations affect different
vibrational modes [9,10]. As a result, the analysis of a diatomic
molecule as simple as CO is in fact more complex than that of
some larger systems with many vibrational degrees of freedom.

We have employed static-exchange density functional
theory to obtain ab initio vibrationally resolved cross-sections
of the C 1s photoemission for ν = 0 and ν = 1 levels.
These molecular effects are superimposed on the atomic cross
section, which falls off sharply with increasing photon energy.
As a result, direct comparison of theoretical cross sections with
experiment is a difficult task with uncertain outcome. For this
reason we compare the v-ratios, which are relative values,
instead. We show in a systematic approach how the bond
contraction, intramolecular scattering (R0-dependent effect),
and recoil excitations together determine the v-ratios observed
in the C 1s photoelectron spectra. This work is also a proof
of principle that such a theoretical approach can be used to
determine both the static and dynamic structural properties of
a molecule at the same time.

II. C 1s PHOTOELECTRON SPECTRA: EXPERIMENTS
AND DATA TREATMENT

The experimental values of the intensity ratios in the
vibrational progression in C 1s photoelectron spectra of gas-
phase carbon monoxide molecules were extracted from spectra
measured over several different experimental periods and at

FIG. 1. (Color online) Carbon 1s photoelectron spectrum, mea-
sured at hν = 425 eV at SOLEIL. Cirles: experiment; solid lines:
least-squares fit of the vibrational progression.

two synchrotron radiation facilities, SPring-8 (Japan) and
SOLEIL (France). The details for the experimental setups used
at beamline BL27SU of SPring-8 and at beamline PLEIADES
of SOLEIL are described in Refs. [14] and [15], respectively.
In brief, Scienta 200-mm mean radius hemispherical electron
energy analyzers were used in both experiments, while linearly
polarized undulator radiation was used and the target gas was
contained in a differentially pumped gas cell. The photon
energy range covered by the PLEIADES dataset is from 320 to
525 eV and the electrons were detected at the “magic” emission
angle of 57.4◦ from the polarization vector of linearly polarized
light. The SPring-8 datasets from several experimental periods
cover a wider photon energy range from 350 to 1500 eV. These
spectra were recorded at 0◦ from the linear polarization vector.
In order to compare the intensity ratios with the PLEIADES
spectra taken at the magic angle, the following conversion
should be applied:

R54.7 = R0 + 2cR90

1 + 2c
, c = 1 − β/2

1 + β
. (1)

Here, β is the anisotropy parameter of C 1s photoemission.
At the photon energy of 330 eV, both the experimental
(β = 1.79(5) [16]) and theoretical values (β = 1.7 [17]) are
already close to the maximum value of 2. As β asymptotically
approaches the maximum value at higher energies, c → 0. In
the higher energy range of the present study, in a good approx-
imation R54.7 ≈ R0. Therefore, in this work we compare the
v-ratios obtained from 0◦ and magic-angle spectra directly.
Figure 1 shows one example of the spectra analyzed for v-
ratios, measured at the PLEIADES beamline. The instrumental
broadening of the peaks arises as convolution of the spectrome-
ter’s resolution (about 38 meV FWHM) and photon bandwidth
(about 41 meV FWHM). Other experimental contributions to
the line width in the spectra come from the translational and
rotational [18] Doppler broadenings, which in the case of the
spectrum shown in Fig. 1 are 28 and 25 meV, respectively.
The spectra were decomposed into individual vibrational
components by least-squares fitting using the SPANCF macro
package for Igor Pro [19]. The experimental broadenings
were represented by Gaussian profiles of adjustable width.
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In the PLEIADES spectra that width ranged from 42 to 88
meV FWHM; in the SPring-8 spectra from 61 to 250 meV
FWHM depending on the photon energy. These Gaussian
profiles were convoluted with distorted Lorentzian shapes
arising from the natural width of the C 1s−1 core hole state. The
asymmetric distortion is caused by post-collision interaction
(PCI) between the photoelectron and the Auger electron and
it was represented by analytical PCI lineshapes of van der
Straten [20]. The PCI asymmetry appears only at photon
energies hν � 550 eV. The lifetime width was represented by
a common value for each dataset analyzed; all datasets except
one from Spring-8 converged to values within 92.0 ± 1.0 meV,
in good agreement with the value of 95 ± 5 meV reported
by Carroll et al. [8]. (The deviant value from one dataset
was caused by a significant Lorentzian component in the
instrumental broadening.) Energies (for ν = 0 peaks) and
spacings �E0,ν (from ν > 0 peaks to ν = 0 peak) were also
given as adjustable fit parameters, but linked to be the same
for each spectum in a dataset. The spacings from the highest
quality PLEIADES dataset are �E0,1 = 302, �E1,2 = 298,
and �E2,3 = 288 meV.

III. THEORY

Vibrationally resolved cross sections are evaluated with
first-order perturbation theory within the Born-Oppenheimer
(BO) and the dipole approximations:

σα(v,v′,ω) = 4π2ω

3h̄c
a2

0

∑
η

∑
lη

∣∣Tαηlηvv′ (ε)
∣∣2

, (2)

where v and v′ are the vibrational quantum numbers for
the neutral molecule and for the cation, respectively (v = 0
since the initial state is the ground state of CO), ω is the
photon energy, ε is the photoelectron kinetic energy, α denotes
the electronic state of the residual cation, l is the angular
momentum quantum number, and η stands for the symmetry
of the final state. The BO approximation permits to write the
transition element Tαηlηvv′ (ε) as

Tαηlηvv′ (ε) =
∫

χ∗
CO,v(R)μαηlη (R)χCO+

α ,v′ (R)dR, (3)

where χCOα,v and χCO+
α ,v′ are the initial and the final vibrational

wave functions and μαηlη is the dipole coupling element
between the initial electronic state, φ0, and the final one,
φαηlα , which in this case is obtained by promoting one
electron from the 2σ molecular orbital of CO to a continuum
orbital. Electronic wave functions have been evaluated in
a grid of 56 internuclear distances around the equilibrium
geometry, as in previous work [21], employing the static-
exchange density functional theory (DFT) method, developed
by Decleva and co-workers [22,23]. This method makes use
of the Kohn-Sham DFT to describe the molecular ionic states
and the Galerkin approach to evaluate continuum electron
wave functions in the field of the corresponding Kohn-Sham
density. A standard local density approximation functional
has been used to describe electronic exchange and correlation
effects. Vibrational eigenfunctions have been obtained by
solving the time-independent Schrödinger equation in a basis
set of 256 B-splines within a box of 10 a.u. We have

employed the Morse approximation to construct potential
energy curves from reliable spectroscopic parameters available
in the literature [24]. The calculated v-ratios depend primarily
on the equilibrium bond lengths in the neutral molecule and the
cation, and especially on the difference in bond lengths, �R.
For instance, the v-ratios are modified approximately by 20%
for a variation of 1% in �R, whilst the effect of similar changes
in ωe or in ωexe is only between 0.1% and 1%. This behavior is
due to (1) the Franck-Condon overlap, which, without affecting
the total cross section, changes dramatically the contribution
from each vibrational excitation; and (2) the R dependence of
the dipole elements [see Eq. (3)].

IV. ANALYSIS

A. Static-exchange DFT results

Before comparing the theoretical results with experimental
data points, let us first consider the features of the theoretical
curves in some detail. Figure 2 shows a set of static-exchange
DFT calculations for the v-ratios in C 1s photoemission
spectra as a function of electron momentum, for several
values of two crucial parameters, the ground state internuclear
distance R0 and the contraction of that distance upon core
ionization, �R. The bold curves in both panels of Fig 2
are from a calculation based on the literature values Rlit =
2.1322 a.u. [25] and �Rlit = −0.0932 a.u. [7]. For com-
parison, the constant Franck-Condon v-ratio computed from
the eigenfunctions of the Morse potentials is also reported.
This value, I (ν = 1)/I (ν = 0) = 0.6110, is obtained from
R0 = 2.1322 a.u., �R = −0.0932 a.u., and the Morse curve
parameters ωe = 269.0 meV, ωeχe = 1.648 meV and ωe =
304.6 meV, ωeχe = 1.24 meV for the ground and core-ionized
states, respectively [24]. The set of curves in panel (a) of Fig. 2
is obtained by varying the ground-state internuclear distance in
the range of R0 = (0.95–1.05)Rlit. The effect of this variation
is seen mainly as a change in the oscillation period, with
shorter periods corresponding to larger internuclear distances.
This is consistent with the picture where the oscillations are
due to the interference between the electron emitted directly
from the carbon atom and the same electron scattered by the
oxygen atom. Indeed, a simplified analytical formulation of
the interference pattern based on the interatomic scattering
mechanism predicts that the period of the v-ratios’ oscillations
in the momentum scale is �k = π/R0 [11]. This is also
the period that appears in the well known EXAFS equation
[3], where each sin(2Rjk + δ) term represents photoelectron
scattering from the j th near-neighbor shell in crystalline solid.

Assuming an internuclear distance R0 of 2.1322 a.u.,
the static-exchange DFT calculation predicts an oscillation
period of about �k = 1.9 a.u. in momentum units (Fig. 2,
bold curves). But according to the relationship �k = π/R0

mentioned above, this value should correspond to an inter-
nuclear distance R0 = 1.64 a.u. that is considerably smaller
than the value provided as input. This discrepancy, which
indicates how simplified analytical expressions are inadequate
for quantitative structure determination, may have several
causes. Firstly, the expression leading to the oscillation period
of π/R0, as in the EXAFS equation, is based on the assumption
that only single-scattering events are relevant. As a rule
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(a) (b)

FIG. 2. (Color online) Static-exchange DFT calculations of vibrational ratios. Bold middle curves in both panels are obtained with R0 = Rlit

and �R = �Rlit. (a) Variations of R0 = 0.95...1.05Rlit (from blue to red) and (b) �R = 0.99...1.01�Rlit (from blue to red). Horizontal line
in panel a marks the value from Franck-Condon calculation and the the dashed curve reprents the photoelectron recoil effect.

of thumb, in EXAFS analysis this is considered a good
assumption provided that k � 1.5 a.u. [3]. Since in this study
we investigate the range of k > 2 a.u., multiple scattering can
be expected to have only minor effects. Secondly, as it is known
also for the EXAFS equation, the phase δ of the oscillation (or,
equivalently, the oscillation frequency) is k dependent, while
in the simplified analytical treatment it is considered constant.

One can see that, apart from the scattering-induced os-
cillations, the DFT prediction also systematically deviates
from the Franck-Condon constant value as the photoelectron
energy increases. This deviation is due to the photoelectron
recoil effect, represented in Fig. 2(a) by a dashed curve,
whose contribution to the v-ratio is estimated as follows:
The Franck-Condon v-ratio provides the baseline for the
recoil contribution. In the momentum scale, the photoelectron
recoil excitation probability from ν = 0 to the ν = 1 level
increases quadratically, and so does the corresponding v-ratio.
The dashed line in Fig. 2(a) shows the photoelectron recoil
contribution computed as

F (k) = FFC + creck
2, (4)

where FFC is the Franck-Condon baseline and the the recoil
coefficient crec is calculated following the semiclassical model
given in Refs. [9,10]. The recoil coefficient also accounts
for the recoil momentum partitioning between vibrational
and rotational excitations and depends on the photoelectron
angular distribution in the molecular frame (MFPAD). We
made an approximation that, after averaging over the angles
between the linear polarization vector of the x-rays and the
random laboratory frame orientations of the molecular axis,
MFPAD becomes isotropic and then

crec = 3.87 × 10−4 a.u.−2.

On one hand, recent results using the COLTRIMS (cold tar-
get recoil ion momentum spectroscopy) technique have shown
that at low photoelectron kinetic energies the MFPADs, even
after averaging over the direction of the polarization vector,
can be strongly anisotropic (e.g., photoemission preferentially

along the molecular bonds in methane) [26]. Indications of
molecular frame anisotropy at low energies are given also by
are given also by the occurrence of “knockout” secondary
ionization processes induced by the primary photoelectron
[27]. On the other hand, it was also observed that MFPAD
rapidly approaches isotropic distribution with increasing elec-
tron energy [26] and we thus believe that in the range of strong
recoil effects the approximation of isotropic orientationally
averaged MFPAD is well justified, although the recoil model
would benefit from more detailed information on MFPADs at
the energies of interest.

As can be seen from Fig. 2(a), the recoil model reproduces
well the average rising trend of the DFT calculation. Indeed,
the calculation is expected to reproduce the recoil, provided
that the coordinate system is set at the center of mass of the
molecule (as was the case here). In Eq. (4), the Franck-Condon
and recoil excitations probabilities are added incoherently.
Using the generalized Franck-Condon factors [28,29], it can be
shown that this approach is appropriate for the core-ionization
from heteronuclear diatomics, where the core orbitals are well
localized to a single atom. However, there is also the possibility
that scattering of the outgoing photoelectron will cause the
molecular frame angular distribution of the photoelectron to
be other than isotropic. In this case, the coefficient crec in
Eq. (4) would differ from the constant value indicated above
and could depend on the kinetic energy as well. All these
effects are included in the static-exchange DFT calculations;
the near agreement between the trend of these calculations and
the predictions of Eq. (4) confirms that, in the present case,
these effects are small.

Panel (b) of Fig. 2 illustrates the changes in the v-ratios
at fixed internuclear distance R0 = Rlit, varying the bond
contraction �R upon core ionization in the range �R =
(0.99–1.01)�Rlit. As seen from the figure, even a tiny variation
of �R results in large vertical excursion of the v-ratios’
curves. These variations would be reflected also in the baseline
Franck-Condon factors as the displacement along R of the
initial and final state potential energy curves changes. Figure 2
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thus demostrates that the molecular v-ratios are sensitive
probes for both the static and dynamic structure parameters.
In the next section, these calculations are compared with the
experimental results.

B. Comparison with experiment and derivation
of geometrical parameters

The ratios of the intensities of the ν = 1 and ν = 0
vibrational peaks in C 1s experimental photoelectron spectra,
extracted by least-squares curve fitting, are shown in Fig. 3.
The error bars of the SOLEIL data represent the statistical
standard deviations obtained from the fitting. In the SPring-8
datasets it was observed that, when analyzing repeated electron
energy scans at a particular energy, the v-ratios varied more
than the error estimates based on counting statistics, most
likley due to instabilities in electron detection. The error bars
for this latter set take into account also this additional source
of variation. In addition to the results from these experiments,
the three data points with the lowest k values were extracted
from the spectra published by Carroll et al. [8]. More values
for the v-ratios in C 1s photoionization of CO are available in
literature [30,31], but these were not included for comparison,
because we did not have the possibility to reanalyze the original
spectra consistently with the same methods.

The thin red line once again shows the DFT calculation
based on the literature values Rlit = 2.1322 a.u. [25] and
�Rlit = −0.0932 a.u. [8]. Below k = 2 a.u. the theory is in
excellent agreement with the experimental data, representing
also the major increase of the v-ratio due to the presence of
the shape resonance near the threshold [11,32]. However, at
k � 2 a systematic discrepancy appears. This vertical offset of
the theory is mostly influenced by the choice of the value
of �R. In considering this discrepancy, one should keep
in mind that the literature value for �Rlit has in fact been

FIG. 3. (Color online) Experimental and calculated intensity
ratios of the vibrational peaks in C 1s photoelectron spectra of CO.
Open cirles: measurements at SPring8; full circles: measuments at
SOLEIL; double triangles: Ref. [8]. Bold solid red line: fit of the
static-exchange DFT theory; thin red line: DFT theory with literature
input values; dashed blue line: fit of analytical formula.

obtained from basic Franck-Condon analyis of photoelectron
spectra such as the one depicted in Fig. 1. Yet Fig. 2 clearly
shows that such an analysis does not properly take into
account the modulation due to intramolecular scattering and
photoelectron recoil, thus resulting in uncertain estimates of
the internuclear bond contraction. Furthermore, the shape
resonance in the C 1s photoionization of CO [32] affects the
cross sections for the electrons with momenta up to ≈1–2 a.u.
above threshold [11]. Since shape-resonance maxima occur at
slightly different energies for different vibrationally resolved
cross sections (by about 2 eV), the resonance also distorts
the v-ratios close to threshold, rendering them unsuitable for
accurate Franck-Condon analysis. In the energy range above
the shape resonance, it is the scattering oscillations that modify
the v-ratios. Finally, at high energy, where the oscillations
are strongly damped, recoil excitations start to contribute
significantly. It is therefore not surprising that calculations
based on available literature data may fail to represent the
experimenal v-ratios across a broad electron momentum range.

In order to perform a consistent derivation of geometrical
parameters from the experimental v-ratios, a least-squares fit
of the DFT calculation to the experiment was performed. The
result is shown in Fig. 3 as a bold red curve (also indicating
the range of data points that were included in the fit). As the
span over k of the fitted curve indicates, the data points for
the lowest and highest momenta were not included since the
purpose was the derivation of the geometrical parameters. The
near-threshold values of the v-ratios are strongly influenced
by multiple scattering and the shape resonance, while at
large momentum values the characteristic oscillations become
significantly damped. Also the near-threshold region is more
sensitive to electron correlation and less accurately described
by the static DFT calculations.

The fitting variables were R0 and �R. The best agreement
with the experimental data (as measured by χ2 goodness-
of-fit value) was obtained with R0 = 2.09 ± 0.05 a.u. and
�R = −0.0945 ± 0.0002 a.u. The uncertainties are estimated
from the fitting procedure and depend on the number of the
experimental data points and their error bars; the uncertainties
do not reflect any inaccuracies in the theoretical model. Such
a quantitative procedure is feasible because, although the
integral in Eq. (3) must be reevaluated at each step of the
optimization procedure (the vibrational wave functions depend
on the values of the Morse parameters), the dipole matrix
elements μαηlη (R) are computed once and for all at once. As
a consequence, the fitting algorithm is actually very efficient
from the computational point of view.

To get a better insight into the different contributions to
the v-ratios, we added the oscillatory term of the simplified
analytical model to the photoelectron recoil curve [Eq. (4)]:

F = FFC + A exp(−ck2) sin(2Rk + δ) + creck
2. (5)

Once it was ascertained that Eq. (5) can match the fully
theoretical curve with sufficient accuracy, the experimental
data in Fig. 3 was fitted by freely varying the five parameters
FFC, A, c, R, and δ, while crec was kept at the fixed value
of 3.87 × 10−4 a.u.−2, as explained above. As can be seen,
the analytical formula follows the data well at k less than 7.
However, it is notable that 7 out of 9 measured v-ratios at
photon energies �1000 eV (k � 7) fall below the predicted
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recoil curve. Based on the available data, we cannot tell
whether this discrepancy is due to a deficiency of the recoil
model or is an experimental artifact. For example, in the fitting
we assumed a Gaussian instrumental profile. If, however, the
true instrument function is skewed towards high kinetic energy,
the v-ratios extracted using a symmetric profile are too low.
A fitting conducted with asymmetric profiles would bring the
high-energy results into better agreement with the theoretical
predictions, but at this point any quantitative assumption about
peak asymmetry would be unjustified.

This least-squares fit to the experiment converged with the
essential geometry-related parameters FFC = 0.627 ± 0.001
and R = 1.70 ± 0.07 a.u. As noted above, the analytical
formula with EXAFS-like relationship between R and the
oscillation period provides a value significantly lower than the
true bond length, while the DFT fit result of R0 = 2.09 ± 0.06
agrees well with the literature value of Rlit = 2.1322 a.u. [25].

The literature values of �Rlit = −0.0932 a.u. [24] and
−0.0917 ± 0.0009 a.u. from another source [8] are to be
compared with the value of �R = −0.0945 ± 0.0002 a.u.
obtained by fitting the static-exchange DFT theory to the
experiment. The less accurate empirical formula [Eq. (5)] gave
a Franck-Condon ratio that corresponds to �R = −0.096 a.u.

We can see that employing the DFT theory allows for
higly accurate determination of the dynamical parameter �R,
whereas the static ground state internuclear distance R0 is de-
termined much less accurately, particularly in comparison with
other available methods such as microwave spectroscopy [25].
It is a unique feature of this method, however, that these two
quantities are obtained simultaneously. Also, current errors
originate mostly from the uncertainty in the experimental data
and therefore future improvements in experimental statistics
and resolution at higher energies would significantly improve
the accuracy of the fit.

V. CONCLUSION

Vibrational intensity ratios (v-ratios) in the C 1s photoelec-
tron spectra of CO were investigated by comparing a combined
experimental dataset from several experiments with ab initio
static-exchange DFT calculations, as well as with a simplified
analytical model formula. The theoretical results included
conventional Franck-Condon excitations, photoelectron recoil,
and intramolecular scattering on the neighboring oxygen
atom. It was demonstrated by a set of ab initio curves
that the v-ratios are potentially a very sensitive means of
determining both static (internuclear distance) and dynamic
(bond length change) geometrical parameters simultaneously,
although improvements particularly in experimental values
will be needed to realize this potential.

It was also noted that simplified theoretical models for
analytical expressions of v-ratios, although providing an
excellent means for qualitative interpretation, can easily lead
to erroneous quantitative results. For quantitative structural
determinations from experimental data, comparison with fully
ab initio theoretical descriptions is to be strongly preferred.

When theory and experiment are compared, it becomes
apparent that bond lengths taken from the literature lead
to a poor agreement. A least-squares fit of the full DFT
calculation, varying R0 and �R, considerably improves the
agreement. From the fit, we extracted the new geometry values
R0 = 2.09 a.u. and �R = −0.0945 a.u. and demonstrated
the feasibility of using the DFT calculations for geometry
determination in molecules. Even if equilibrium internuclear
distances are often accurately known for many molecular
systems already, the uniqueness of the approach described here
lies in the ability to determine both static and dynamic geomet-
rical values simultenaously. In fact, a separate determination
of the dynamical values only—the bond length change—the
usual means of Franck-Condon analysis of the vibrational
structure is inevitably prone to systematic errors, since the
scattering effects are neglected. Regarding the practical use of
this method for determining the dynamic structure parameters,
we point out the local nature of the scattering, probing mostly
the nearest neighbor distances (akin to EXAFS). Therefore,
using well localized core ionization, one can probe particular
regions of large molecules with accuracy potentially better
than that achievable by other methods.
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