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In its simplest form, the process of diagnosis is a decision-making process in which

the diagnostician performs a sequence of tests culminating in a diagnostic decision.

For example, a physician might perform a series of simple measurements (body tem-

perature, weight, etc.) and laboratory measurements (white blood count, CT scan,

MRI scan, etc.) in order to determine the disease of the patient. A diagnostic policy

is a complete description of the decision-making actions of a diagnostician under all

possible circumstances. This dissertation studies the problem of learning diagnostic

policies from training examples. An optimal diagnostic policy is one that minimizes

the expected total cost of diagnosing a patient, where the cost is composed of two

components: (a) measurement costs (the costs of performing various diagnostic tests)

and (b) misdiagnosis costs (the costs incurred when the patient is incorrectly diag-

nosed). The optimal policy must perform diagnostic tests until further measurements

do not reduce the expected total cost of diagnosis.

The dissertation investigates two families of algorithms for learning diagnostic

policies: greedy methods and methods based on the AO* algorithm for systematic

search. Previous work in supervised learning constructed greedy diagnostic policies

that either ignored all costs or considered only measurement costs or only misdiag-

nosis costs. This research recognizes the practical importance of costs incurred by



performing measurements and by making incorrect diagnoses and studies the tradeo�

between them. This dissertation develops improved greedy methods. It also intro-

duces a new family of learning algorithms based on systematic search. Systematic

search has previously been regarded as computationally infeasible for learning diag-

nostic policies. However, this dissertation describes an admissible heuristic for AO*

that enables it to prune large parts of the search space. In addition, the dissertation

shows that policies with better performance on an independent test set are learned

when the AO* method is regularized in order to reduce over�tting.

Experimental studies on benchmark data sets show that in most cases the sys-

tematic search methods produce better diagnostic policies than the greedy methods.

Hence, these AO*-based methods are recommended for learning diagnostic policies

that seek to minimize the expected total cost of diagnosis.
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Learning Cost-Sensitive Diagnostic Policies from Data

CHAPTER 1

INTRODUCTION

We confront uncertainty every day. To decide how to act, we envision di�erent

outcomes of our actions and we plan ahead from each contingency, assessing and

weighing the risks and bene�ts of di�erent courses of action. Sequential decision

problems involve decision making in uncertain environments, sensing, and reasoning

about utilities. We encounter examples of this sequential decision making process

when we make travel, business, or future career plans.

The goal of this dissertation is to develop practical and near-optimal algorithms

for learning (from training examples) how to solve cost-sensitive classi�cation tasks

when there are costs for measuring each attribute and costs for making misclassi-

�cation errors. This is important in many domains, from medicine to automotive

troubleshooting to computer fault detection and diagnosis.

Traditionally, machine learning [47, 72] has built classi�ers to minimize the ex-

pected number of errors (also known as the 0/1 loss). This overlooks the importance

of estimating the cost of the classi�cation process. For example, to diagnose a cold

most accurately, a CT scan can be performed, but such an expensive test will never

be ordered in practice for such a minor condition. Some classi�cation errors may be

more expensive than others (for example, declaring a sick patient to be healthy can

be more expensive than declaring a healthy patient to be sick). The performance of

a 0/1 loss classi�er, or, more generally, of a classi�er that seeks to minimize either

expected test costs or expected misclassi�cation costs but ignores the others, will

inherently su�er when evaluated with both types of costs.

This dissertation argues for the need to consider both kinds of costs together,

because it is not rational to minimize one without the other. There are two types



2

of actions in our framework: (a) measurement actions (also called measurements,

diagnostic tests, or simply tests) and (b) classi�cation actions (or diagnoses). Both

have costs: measurement costs and misclassi�cation costs. Measurement actions are

purely observational, they do not change the true class. They are needed to get more

information, to reduce uncertainty, to guide us closer to the true class that we aim to

discover.

Let us consider the task of diagnosing diabetes. The diagnostician performs a

sequence of tests, gathers their results, and then makes a diagnosis (in real life, she

will also prescribe a treatment, but we do not consider this step). She may ask a

series of questions (such as the patient's age, health history, family history of medical

conditions), perform simple measurements (measure body mass index, blood pressure)

and order lab tests (glucose, insulin). Each measurement has an associated cost |

some are cheaper (i.e., measuring the weight and calculating the body mass index),

and some are more expensive (i.e, the blood tests). The diagnostician analyzes the

results of each test selected and decides whether there is enough information to make

a diagnosis or whether more tests are needed. When making a diagnosis, she must

take into account the likelihood of each disease and the costs of the misdiagnoses. For

example, diagnosing a diabetic patient as healthy can incur costs (such as the cost of

aggravating the patient's medical condition); diagnosing a healthy patient as having

diabetes can also incur costs (such as the cost of unnecessary treatments).

A diagnostic policy (simply, a policy) speci�es what test to perform next, based

on the outcomes of the previous tests, and when to stop (by choosing to classify).

A diagnostic policy takes the form of a decision tree whose nodes specify tests and

whose leaves specify classi�cation actions. The interesting decision problem is how

to choose among di�erent policies. Shall we classify now, shall we perform a single

high-cost test, or shall we perform sequences of cheap tests before classifying?

Thesis Objective

We de�ne cost-sensitive learning as the problem of learning diagnostic policies

minimizing expected total costs, given as inputs a training set of labeled examples,
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the measurement costs, and the misclassi�cation costs. This dissertation is about

learning, not planning, and learning is done from data. Each example records the

results of all tests and has an associated class (diagnosis). An example can be seen as

a set of attribute values, \attribute" being used interchangeably for measurement/test.

We assume there are no missing attribute values. The training data is used to compute

probabilities of measurements' outcomes and probabilities of classes conditioned on

those outcomes.

It is interesting to note that the problem of learning good diagnostic policies is

di�cult only when the cost of testing is comparable to the cost of misclassi�cation.

If the tests are very cheap compared to misclassi�cation costs, then it is optimal (or

close to optimal) to measure all of them to gain as much information as possible. If

the tests are very expensive compared to misclassi�cation costs, then it is optimal (or

close to optimal) to classify directly without measuring anything.

We will evaluate diagnostic policies by their expected total costs. This is a widely

accepted measure, but it is not the only possible one. In some settings, worst-case or

best-case cost might make more sense. In other settings, there may be multiple eval-

uation criteria that cannot be summarized as a single measure of cost. For example,

when planning a trip from Portland, Oregon to Glacier National Park, you may want

to minimize the expense, maximize the enjoyment, minimize environmental impact,

and minimize transit time. There are tradeo�s among these measures, and it may be

di�cult or impossible to summarize them in a single cost measure.

This thesis de�nes and studies two families of algorithms for learning diagnostic

policies.

The �rst family consists of greedy methods closely related to standard top-down

decision tree algorithms ([9, 63]). These methods construct the diagnostic policy top-

down by selecting attributes to measure based on a one-step lookahead search, with

some costs involved.

The second family of algorithms consists of new methods based on the AO� algo-

rithm for systematic search of AND/OR graphs. AO� computes the optimal policy on
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the training data. It performs a systematic search of the space of all diagnostic poli-

cies, but avoids exhaustive search by pruning parts of the search space that provably

cannot contain the optimal policy. Systematic search of the space of diagnostic poli-

cies has previously been regarded as computationally infeasible, because the search

space is super-exponential in size.

This dissertation explores several ways of making systematic search feasible while

learning good policies. First, we note that the size of the training data has a profound

e�ect on the size of the AO� search graph. When training on data sets of ordinary

sizes (less than 10,000 examples), the AO� graph is much smaller than it would be

for exhaustive search, because many sequences of test outcomes have zero probability,

since they do not appear in the training data. Second, we introduce an admissible

heuristic that allows AO� to prune large parts of the search space. Third, we introduce

several modi�cations of AO� to reduce the risk of over�tting during learning. These

modi�cations are called \regularizers." Some of these have the side-e�ect of further

pruning the search space. Finally, we explore a form of \statistical pruning" that

deletes branches from the search space that are unlikely to lead to good solutions.

The dissertation presents experimental evidence to support the following theses:

Thesis 1: Systematic search (with an appropriate admissible heuristic and regu-

larizers) is computationally feasible for real-world cost-sensitive learning problems.

Thesis 2: A method called SP-L, which combines AO� search, Laplace correc-

tions, and statistical pruning, gives the most robust overall performance when mea-

sured on independent test data.

The dissertation is organized as follows. Chapter 2 formalizes the cost-sensitive

learning problem addressed in this work and reviews previous work on this and sim-

ilar problems. Chapters 3 and 4 present, respectively, the greedy and systematic

search families of cost-sensitive learning algorithms. Chapter 5 presents a series of

experiments that measure the e�ciency and e�ectiveness of the various methods on

real-world data sets. Chapter 6 presents the contributions of the thesis and discusses

future work extending our cost-sensitive learning framework.
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CHAPTER 2

COST-SENSITIVE LEARNING (CSL)

This chapter formally introduces the problem of cost-sensitive learning. We de-

�ne cost-sensitive learning (CSL) as the problem of learning diagnostic policies that

minimize the expected total cost of diagnostic tests and classi�cation errors based on

a set of training examples. In this formulation, CSL borrows from both supervised

learning and Markov Decision Problems. Indeed, as in supervised learning, we want

to learn an hypothesis predicting the class of new, unseen examples, from a set of

labeled training examples. But our objective function is cost-sensitive, and subject

to its minimization, we want to learn in which order to perform the diagnostic tests

followed by classi�cation actions. This is a sequential decision problem that can be

modeled by a Markov Decision Problem (MDP). Given the costs of all actions (diag-

nostic tests and classi�cations) and given a set of training examples from which we

can compute the transition probability model, we can de�ne an MDP whose solutions

are optimal diagnostic policies. We present exact and approximate methods for solv-

ing this MDP in the next two chapters. Here, we briey describe supervised learning

and the MDP framework, then we show how the CSL problem can be formulated as

an MDP. The relevant notations and concepts are illustrated on a simple diagnostic

task. We discuss restrictions of our framework and possible extensions. Then we

review relevant literature.

2.1 Supervised Learning

An application of supervised learning is the PAPNET technology, a computer-assisted

Pap smear test that classi�es cells as normal or precancerous (for this FDA-approved

PAPNET Testing System, Neuromedical Systems, INC. holds two U.S. patents; see
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http://www.fda.gov/fdac/features/896_pap.html and http://www.hknet.com/Papnet).

The system (a neural network) was trained on images of cervical cells having di�er-

ent shapes and colors. The images were manually labeled as benign or malignant.

The neural network learns patterns for identifying each type of cell; for example,

large and misshapen nuclei can signify cancer. After training, the network is used to

quickly scan new slides and rank the top 128 most abnormal cells. These are then

presented to a human for evaluation. Traditionally, humans scanning the cells under

a microscope miss from 10% � 30% of abnormal cases. The automation of the test

reduced human fatigue by eliminating 98% of the work, and it increased the detection

of abnormalities up to 30%.

This is an instance of supervised learning. Formally, given a sample of labeled

examples (x; y) drawn from a distribution D(x; y), where x is a vector of attributes

and y is its label, the task is to learn a hypothesis h that labels x with the most likely

class. The predicted class h(x) is denoted by ŷ. The distribution D(x; y) from which

the labeled examples are drawn can be factored into two probability distributions, a

class probability P (y) and a conditional probability P (xjy).
The attributes can be symbolic or numeric (discrete or continuous). The labels

can be discrete (in which case the task is called classi�cation, and the labels are

called classes) or continuous (in which case the task is called regression, for example,

predicting the temperature in a furnace).

Our CSL framework assumes the attributes are numeric and the labels are discrete,

so it focuses on classi�cation tasks. The labels are called the observed classes.

In traditional classi�cation tasks, the goal is to �nd an hypothesis h that mini-

mizes the expected number of misclassi�cation errors, that is, the expected number

of examples incorrectly classi�ed:

minE(x;y)�D[L(h(x); y)] = min
X
(x;y)

D(x; y)L(h(x); y); (2.1)

where the loss function L(h(x); y) is 1 when h(x) 6= y and 0 otherwise. These classi�ers

are also known as minimizing the expected 0/1 loss, and their underlying assumption

is that misclassi�cation errors have the same cost, and, in addition, no attention is
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TABLE 2.1: Notations for the examples' predictions versus their observed classes.
The class y = 1 is interpreted as having the disease, and y = 0 as not having it.

observed class

y = 0 y = 1

ŷ = 0 true negatives false negatives

ŷ = 1 false positives true positives

paid to attribute costs.

Cost-sensitive learning is an extension of the classi�cation task of supervised learn-

ing. First, it takes into account di�erent costs for misclassi�cation errors. It also

considers attribute costs because it realizes that there is a cost associated with ob-

taining each attribute value. The objective of cost-sensitive learning is to minimize

the expected total cost.

In supervised learning, for the case when there are only two classes (0 and 1), we

call a positive example one whose class is y = 1 and a negative example one whose

class is y = 0. It helps to think of this in terms of medical diagnosis. A patient is

\diabetes positive" if he has the disease (y = 1) and \diabetes negative" if he does

not (y = 0). The classes assigned by the hypothesis can be correct or not, so we

talk about \true positives" and \true negatives", when the predictions match the

observed classes, and \false positives" and \false negatives" when they do not; see

Table 2.1. Let ŷ = h(x) be the class predicted by hypothesis h. Then a false positive

is an example (x; y) where ŷ = 1 and y = 0 (a healthy patient was diagnosed with

diabetes). Similarly, a false negative example was assigned class ŷ = 0 when in fact

its observed class is y = 1 (a sick patient was diagnosed to be healthy).

After an hypothesis is learned, we want to see how good it is at predicting the

classi�cation of new, unseen examples. The strategy is to divide the data into two

sets, a training set and a test set. Learning is done on the training set; then the
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hypothesis is evaluated on the test set. Because we know the observed labels of the

test examples, we can compare them to the predicted labels of the hypothesis and

compute the number of errors (false positives and false negatives).

One of the most serious problems facing learning from training data is over�tting.

Over�tting is picking up noise or regularities from the training data that are not

characteristic of the entire data population. In the extreme case, the hypothesis can

memorize perfectly the training data, but it has a reduced power of generalization on

new examples, so it is almost useless. Sometimes it is better (in terms of generalization

power, i.e., performance on the test set), not to be perfect on the training data.

Quoting Professor Thomas Dietterich, \sometimes it is optimal to be suboptimal."

We postpone discussion of over�tting until Chapter 5, but we wanted to mention that

the CSL problem is not immune to it, since it learns from data.

2.2 Markov Decision Problems (MDPs)

Cost-sensitive learning requires learning (optimal) diagnostic policies, which are se-

quences of decisions made under uncertainty, each decision depending on previous

decisions and their outcomes. The notations of the Markov Decision Problem will be

very useful in formalizing the notions of diagnostic policies and the objective function

of minimizing expected total costs.

An MDP is a mathematical model for describing the interaction of an agent

(learner and decision maker) with an environment. At each step the agent perceives

the state of the world st, based on which it chooses an action at and receives a reward

rt+1 (or pays a cost ct+1). Then it perceives the resulting state st+1, chooses another

action at+1, and the cycle repeats. The action at is selected from the set of actions

available in state st, at 2 A(st). The agent's goal is to choose its actions such as

to maximize the long term rewards from the environment. In terms of costs, this

translates into minimizing expected total costs, since costs can be seen as negative

rewards. We will present the MDP model in terms of costs (though traditionally

reward functions are employed).
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If the state representation contains all the relevant information for future decisions,

then it is said to have the Markov property. In this case, the probability distributions

of the next state st+1 and cost ct+1 only depend on the current state st and action

at, and not on the history of past states, actions, and costs:

P (st+1; ct+1jst; at; ct; st�1; at�1; : : : ; c1; s0; a0) = P (st+1; ct+1jst; at):

Formally, a (discrete) Markov Decision Problem ([60]) is a tuple

hS0; S;A; Ptr(SjS;A); C(S;A; S)i;

where S0 is the set of initial world states, S is the set of all world states, A is the

set of actions, Ptr(st+1jst; at) is the transition probability of moving to state st+1 at

time t+ 1, after performing action at in state st at time t, and C(st; at; st+1) is the

expected immediate cost for performing action at in st and making a transition to

st+1. We assume the state and action sets are �nite. There is no discount factor,

because we are interested in episodic tasks (i.e., tasks that terminate after a �nite

number of actions have been executed).

An action can have a deterministic or a stochastic e�ect. If it is deterministic, from

a state st the transition is to a single next state with probability 1. If it is stochastic,

there may be more than one possible resulting state. We write Ptr(st+1jst; at) for the
probability of moving to state st+1 at time t+ 1, after performing action at in state st

at time t. Note that
P

st+12S Ptr(st+1jst; at) = 1 (so this is a probability distribution

over the next states).

The cost function C(st; at; st+1) is the expected cost associated with the transi-

tion from st to st+1, after performing action at. The expectation is with respect to

unknowns in the environment, C(st; at; st+1) = Efct+1jst; at; st+1g.
A (deterministic) policy is a mapping from states to actions � : S ! A, and it

chooses an action to take in each state. The value of a state s under a �xed policy

�, V �(s), is the expected sum of future costs incurred when starting in state s and

following � afterwards ([66], chapter 3):

V �(s) = E�

(X
k

ct+k+1

����� st = s

)
:
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The expectation is taken with respect to the randomness in the e�ects of the actions

and in the cost function. For episodic tasks, a terminal state sf is eventually reached

after a �nite number of actions, and V �(sf ) = 0;8�.
The value function V � of a policy � satis�es the following recursive relationship,

known as the Bellman equation for V �:

V �(s) =
X
s02S

Ptr(s
0js; �(s)) � �C(s; �(s); s0) + V �(s0)

�
;8�;8s: (2.2)

This can be viewed as a one-step lookahead from state s to each of the next states

s0 reached after executing �(s). Given a policy �, the value of state s can be computed

from the value of its successor states, by adding the expected costs of the transitions,

then weighting them by the transition probabilities.

In addition to V �, it is useful to de�ne the action value function Q� as follows:

Q�(s; a) =
X
s02S

Ptr(s
0js; a)� �C(s; a; s0) + V �(s0)

�
:

Note that V �(s) = Q�(s; �(s)).

Solving the MDP means �nding a policy that minimizes the expected sum of

costs, in other words, �nding a policy with minimum value function. Such a policy

is called an optimal policy (there can be several of them), and it chooses the best

action in each state. Policies can be partially ordered according to their values. A

policy �1 is better than �2 if its policy value is smaller: V �1(s) � V �2(s);8s. An

optimal policy �� has the minimum value function in every state, so it is better than

or equal to all other policies. All optimal policies share the optimal value function V �,

with V �(s) = min� V
�(s);8s; and the same optimal Q-function Q�, with Q�(s; a) =

min�Q
�(s; a);8(s; a):

The optimal value function V �, sometimes called the value function of the MDP,

satis�es the Bellman optimality equations (one equation for every state):

V �(s) = min
a

X
s02S

Ptr(s
0js; a)� �C(s; a; s0) + V �(s0)

�
;8s: (2.3)
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Similarly, the Bellman optimality equations for Q� are (one equation for every

state-action pair):

Q�(s; a) =
X
s02S

Ptr(s
0js; a)� �C(s; a; s0) + V �(s0)

�

=
X
s02S

Ptr(s
0js; a)�

�
C(s; a; s0) +min

a0
Q�(s0; a0)

�
;8s;8a: (2.4)

Q�(s; a) is the value of executing action a in state s, followed by executing the optimal

policy in the resulting states s0.

We also write V �(s) = minaQ
�(s; a). If we know the optimal value function V �,

the probability transition model and the cost function, then any policy that is greedy

with respect to V � is an optimal policy:

��(s) = argmin
a

X
s02S

Ptr(s
0js; a)� �C(s; a; s0) + V �(s0)

�
:

If the Q� function is known, then we can compute the optimal policy directly, without

doing the one-step lookahead: ��(s) = argminaQ
�(s; a).

Value iteration is an algorithm that solves MDPs by iteratively computing their

value functions. Value iteration belongs to a class of methods, called dynamic pro-

gramming methods, that compute V � by solving the Bellman optimality equations 2.3

or 2.4. These methods require a model of the transition probabilities and of the cost

function. In value iteration, at iteration i+ 1, the value function is updated using a

one-step lookahead based on the value function computed in the previous iteration i,

Vi+1(s) := min
a

X
s02S

Ptr(s
0js; a)� �C(s; a; s0) + Vi(s

0)
�
: (2.5)

We also say that the value function has been backed up. The value function may be

initialized with arbitrary values (though it is easier to understand the update process

if the initial values are zero). For �nite MDPs in which the terminal state is reached

after a �nite number of steps, the value iteration algorithm converges to the optimal

value function V �.

Value iteration can also be interpreted as turning the Bellman optimality equa-

tion 2.3 into an update rule. Based on the value function Vi, the policy can also be

updated �i+1(s) := argmina
P

s02S Ptr(s
0js; a)� [C(s; a; s0) + Vi(s

0)] :
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An MDP is said to be acyclic if starting from the initial state(s) the state tran-

sitions form a DAG ending in the terminal state. In an acyclic MDP, value iteration

can compute the optimal value function V � in a single sweep through the state space,

backing up values starting from the terminal state (which has zero value) and pro-

ceeding through the DAG all the way to the initial state(s):

V (s) := min
a

X
s02S

Ptr(s
0js; a)� �C(s; a; s0) + V (s0)

�
: (2.6)

2.3 Formal Description of the Cost-sensitive Learning Problem as an
(Acyclic) MDP

The decision making process in cost-sensitive learning involves performing diagnostic

tests (observation actions), gathering their results, based on which more tests will

be chosen, with the purpose of gathering enough information about the class of the

example (patient) to be able to identify it.

Cost-sensitive learning combines aspects of both supervised learning and MDPs.

Like supervised learning, the data consist of examples of the form (x; y). But as in

MDPs, the goal is to learn a decision-making policy for making a sequence of decisions

that minimizes the expected total cost. We will use terms and notations from both

�elds. For example, we will call the hypothesis a policy, a term from MDPs, though

all policies take the form of decision trees (a structure frequently used in supervised

learning). We will use measurements, actions, tests, and attributes interchangeably,

and we will also use classi�cation and diagnosis as synonyms.

Informally, given a training set of labeled examples where all attributes are mea-

sured, and given attribute costs and misclassi�cation costs, the goal of cost-sensitive

learning is to learn a policy with low expected costs on new examples.

The problem of cost-sensitive learning can be represented as a Markov Decision

Problem (MDP). We assume that the class we want to identify (belonging to a discrete

set of classes f1; 2; : : : ;Kg) is part of the environment and that the policy cannot

modify it; that is, all the tests are pure observations. In other words, none of the
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measurement actions of the CSL problem can make the patient sick nor cure the

patient. This is not true, for example, in automobile diagnosis where the policy

may include repair actions (e.g., replace spark plugs), nor in medicine if the policy is

permitted to include attempted therapies (e.g., try an injection of steroids and observe

the results). We also assume that the order in which we perform the measurements

does not inuence the values of other measurements, though it may a�ect the value of

a policy. Our CSL formulation only requires the identi�cation of the class, subject to

minimizing the expected total cost, assuming the testing process has no side e�ects.

We begin by de�ning the actions A of this MDP. We assume that there are N

measurement actions (tests) and K classi�cation actions. Measurement action n

(denoted xn) returns the value of attribute xn, which we assume is a discrete variable

with possible values v1; :::; vVn . Classi�cation action k (denoted fk) is the act of

classifying the example (patient) into class y = k.

We emphasize that in this thesis, xn denotes a variable, not a value. xn is the

attribute and v is its value.

Now let us de�ne the states S of the MDP. A state is a complete history of all past

observations, and because it retains all the relevant information for future decisions,

this state representation has the Markov property. We emphasize again that the

observed class y is not part of the state representation. There is a single initial world

state, s0, also called the start state, so S0 = fs0g. In the start state, no attributes

have been measured (so we write s0 = fg). The set of all world states S contains one

state for each possible combination of measured attributes, as found in the training

data. For example, the state fage = old, insulin = lowg is a state in which the \age"

attribute has been measured to have the value \old" and the \insulin" attribute has

been measured to have the value \low". We assume that once an attribute is measured,

it cannot be tested again (since all attributes are measured in the training data, by

measuring the attribute we obtain its value and there is no reason to measure it again

to get the same value). The set A(s) of actions executable in state s consists of those

attributes not yet measured and all the classi�cation actions.



14

There is also a special terminal state sf . Every classi�cation action makes a tran-

sition to sf with probability 1 (i.e., once a classi�cation is made, the task terminates).

By de�nition, no actions are executable in the terminal state, A(sf ) = fg, and its

value function is zero, V �(sf ) = 0;8�.
If all attributes xn have the same arity, Vn = V;8n, then the total number of

states of the MDP is (V +1)N +1, because an attribute can be either measured (so it

will have one of the V values) or not yet measured, plus we have the terminal state.

But on a given training set, not all of these states may be reachable, because not all

combinations of attribute values may be observed in the training examples. For N

attributes and m training examples, the upper bound on the number of reachable

states is 2N �m:

We now de�ne the transition probabilities and the expected immediate costs of

the MDP. For measurement action xn executed in state s, the result state s0 will be

s0 = s [ fxn = vg, where v is one of the possible values of xn. The probability of

this transition will depend on the values of all of the previously-measured attributes,

which are stored in state s: Ptr(s
0js; xn) = P (xn = vjs). The expected cost of this

transition is C(s; xn; s
0). We assume that the cost of measurement action xn depends

only on the action itself and not on which other measurements have already been

performed (so it does not depend on s), nor on its measured value v (so it does not

depend on s0), and we also assume that it does not depend on the observed class

y. We believe these assumptions can be relaxed without substantial changes to our

framework.

The expected cost of a classi�cation action fk depends on the observed class y of

the example. Let MC(fk; y) be the misclassi�cation cost of guessing class k when the

observed class is y. Because the observed class y of an example is not known to the

learner, the cost of a classi�cation action (which depends on y) performed in state

s must be viewed as a random variable whose value is MC(fk; y) with probability

P (yjs), which is the probability that the observed class is y given the current state s.

Fortunately, to compute the optimal policy for the MDP, we only need the expected
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cost of each action. The expected cost of classi�cation action fk in state s is

C(s; fk) =
X
y

P (yjs) �MC(fk; y); (2.7)

which is independent of y. C(s; fk) is a shorthand notation for C(s; fk; sf ), and we

omit sf because classi�cation actions transition to the terminal state sf with proba-

bility 1. To keep a consistent notation, we also write C(s; xn) (instead of C(s; xn; s
0))

for the expected cost of measurement action xn, though with our assumptions it

could just be written as C(xn). This allows us to write the expected immediate cost

as C(s; a) where the action a can be either a measurement or a classi�cation action.

We will say that an example matches a state s if the example agrees with the

attribute values de�ning s.

Given a training set of labeled examples with no missing attribute values, we can

directly estimate the MDP's transition probabilities from the training set. Ptr(s
0js; xn)

is estimated as the number of training examples that match state s0 (where xn = v)

divided by the number of training examples that match s. We can also estimate

the class probabilities P (yjs) needed to compute the expected costs, C(s; fk), of the

classi�cation actions. P (yjs) is the fraction of training examples matching state s

that belong to class y.

A policy � for an MDP is a mapping from states to actions. Note that in the cost-

sensitive learning problem, all policies are proper, that is, they reach the terminal

state with probability 1. The terminal state is always reached, because only �nitely-

many measurement actions can be executed after which any classi�cation action will

cause the MDP to enter the terminal state.

Because the states of our MDP record the values of measured attributes, and

because each attribute can only be measured once, the MDP for CSL problems is

acyclic. For a given start state s0, the CSL policy is a decision tree. The root of

the tree is the start state of the MDP. Each internal node in the tree corresponds

to a state that is reached by � in the MDP, and the attribute tested in the node is

the action chosen by �. The branches descending from such a node specify each of

the values of the attribute, and lead to new nodes. The classi�cation labels in the
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leaves of the tree are the classi�cation actions of the MDP. All diagnostic policies are

decision trees, so the hypothesis space of decision trees contains the optimal policy

��.

Since building decision trees that minimize the 0/1 loss is NP-complete [29], and

this problem can be reduced to our cost-sensitive learning problem (by having all

attribute costs be zero, and having all error costs be one) it follows that the CSL

problem is also NP-complete.

The value function of a policy, V �(s), is the expected total cost of following policy

� starting in state s until the terminal state is reached. If we knew the true underlying

distribution D(x; y), we could compute the true value function V �. But we only have

a data sample from D(x; y), which we divide into a training data set and a test data

set. The training data set is used by the learning algorithm to construct the policy, so

using it to evaluate the policy gives a biased estimate of the true value function. The

independently chosen test data set gives an unbiased estimate of V �. Nevertheless,

both training and test data sets can only produce estimates of the true value function

V �.

Any policy � we learn will start in the initial state s0. In general, by the policy

value we mean the value of the policy in the start state, V �(s0). The goal of CSL is to

learn policies that minimize V �(s0) on the test data (actually on the true distribution,

but we do not know it at learning time).

The optimal policy �� (on the training data) minimizes V �(s) for all states, and

its optimal value is V �(s). With our CSL notations, we can rewrite equations 2.2

and 2.3 as follows. The Bellman equation for policy values becomes

V �(s) = C(s; �(s)) +
X
s02S

Ptr(s
0js; �(s))� V �(s0); (2.8)

and the Bellman optimality equation becomes

V �(s) = min
a2A(s)

"
C(s; a) +

X
s02S

Ptr(s
0js; a)� V �(s0)

#
= min

a2A(s)
Q�(s; a): (2.9)

Equation 2.8 can be further rewritten, depending on whether �(s) is a measure-

ment action xn with possible values v, or if it is a classi�cation action fk. In the
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former case,

V �(s) = Q�(s; xn) = C(s; xn) +
X
v

P (xn = vjs)� V �(s [ fxn = vg): (2.10)

In the latter case,

V �(s) = Q�(s; fk) = C(s; fk); (2.11)

because V �(sf ) = 0 by de�nition.

During learning and evaluation, we will need to estimate V �(s0) from a set of

labeled examples. There are two methods for doing this. One is to use the labeled

examples to estimate various probabilities which can then be plugged into equations

2.10 and 2.11. Speci�cally, we need to estimate P (yjs) for each state s where a

classi�cation action is chosen. This allows us to compute C(s; fk) according to 2.7.

And we need to estimate P (xn = vjs) for each state reached by � and for the attribute

xn = �(s) chosen in state s.

The second method for computing V �(s0) is to take advantage of the fact that the

policy � has the form of a decision tree. This means that each example, when classi�ed

by the tree, will follow a path from the root to one of the leaves. To compute V �(s0),

do the following: for each example in the data set, compute the cost of measuring

each attribute tested along the path followed by this example. Then compare the

classi�cation action fk in the leaf reached by this example to the observed class y and

add in the misclassi�cation cost MC(fk; y). This gives the total cost of classifying

that example. Average this over all of the examples to obtain the estimated value of

the policy on the given data set.

There can be examples with the same attribute values but di�erent classes; this

reects a reality in medicine, for example, where based on the results of a limited

number of tests, a sick patient and a healthy patient may appear the same. Even if the

observed class label of an example is wrong, our policy will incur a misclassi�cation

cost for not matching it, because we have no way of knowing whether the label is

correct.
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Because the MDP corresponding to the cost-sensitive learning problem is acyclic,

we can employ the single sweep value iteration update 2.6. With our notations,

V (s) := min
a2A(s)

"
C(s; a) +

X
s02S

Ptr(s
0js; a)� V (s0)

#
: (2.12)

Alternative Formulation of the Cost-sensitive Learning Problem as a
POMDP

In this thesis, the cost-sensitive classi�cation problem is formulated as an MDP where

the states are combinations of measured attributes. There is a di�erent formulation

of the CSL problem as a POMDP (Partially Observable MDP) with belief states

over the possible classes of the problem. The belief states also need to specify the

set of remaining actions (because the same class probability distribution P (yjs) can
appear after di�erent sets of tests were measured). This is another way of formulating

the cost-sensitive learning problem using belief states of the form hP (s); A(s)i. The
underlying MDP for this POMDP is trivial, since its states are simply the classes of

the problem, so no measurement action needs to be performed, and V �
MDP (s) = 0

(assuming classifying in the correct class has zero cost), and ��(s = fy = k)g = fk.

2.4 Example of Diagnostic Policies

Let us illustrate the above notions with a simple example. Suppose the task is to learn

how to diagnose diabetes, and we have a dataset of 100 labeled examples with two

tests, Body Mass Index (BMI) and Insulin, and two classes, Healthy and Diabetes.

The training dataset is described in Table 2.2.

Tables 2.3 and 2.4 illustrate the costs for tests and for misclassi�cations. BMI has

a lower cost, C(BMI) = 1 < C(Insulin) = 22:78. The misclassi�cation costs are

asymmetric: the false negatives are more expensive than the false positives, MC(f =

Healthy; y = Diabetes) > MC(f = Diabetes; y = Healthy). Correct classi�cations

have zero costs.

From the training data set we can compute maximum likelihood estimates of the
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TABLE 2.2: Training set of labeled examples for a simple diabetes diagnosis task.

Body Mass Index Insulin Class # examples

small low Healthy 15

small low Diabetes 2

small high Healthy 30

small high Diabetes 3

large low Healthy 12

large low Diabetes 28

large high Healthy 8

large high Diabetes 2

MDP probabilities, for example P (BMI = largejfg) = :5, computed as the ratio

between the 50 examples matching state fBMI = largeg and the total number of

training examples (100). Similarly, P (Insulin = highjfBMI = largeg) = (8 +

2)=50 = 10=50 = :2. The class probabilities are estimated as the ratio between the

number of examples matching a state and having a certain class, and the total number

of examples matching the state. For example, P (y = HealthyjfBMI = smallg) =
(15 + 30)=50 = 45=50 = 0:9, and P (y = HealthyjfBMI = large; Insulin = lowg =
12=(12 + 28) = 12=40 = :3.

In our notation, A(s) is the set of actions executable in state s: those attributes not

measured in s and all the classi�cation actions. For example, A(fBMI = smallg) =
fInsulin; f = Healthy; f = Diabetesg:

Figure 2.1 illustrates a simple policy �1. We describe the policy and show how can

we compute its value in a single sweep, starting at the leaves. In the start state fg,
the BMI (Body Mass Index) attribute is measured. If the result of this test is fBMI

= smallg, a classi�cation action is made, classifying as Healthy. This is an incorrect
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TABLE 2.3: Test costs.

Test Cost

BMI $1:00

Insulin $22:78

TABLE 2.4: Misclassi�cation costs.

observed class y

Healthy Diabetes

predicted class ŷ = Healthy $0 $100

predicted class ŷ = Diabetes $80 $0

classi�cation 10% of the time, therefore the expected cost of this classi�cation action

is C(fBMI = smallg; f = Healthy) = :9�0+:1�100 = 10, according to equation 2.7.

This is also the value of the leaf state, V �1(fBMI = smallg) = 10.

If the result of the Body Mass Index test is fBMI = largeg, the policy �1 measures
Insulin, after which it classi�es. The values of the leaf states are V �1(fBMI =

large; Insulin = lowg) = C(fBMI = large; Insulin = lowg; f = Diabetes) =

:3 � 80 + :7 � 0 = 24 and V �1(fBMI = large; Insulin = highg) = C(fBMI =

large; Insulin = highg; f = Healthy) = :8 � 0 + :2 � 100 = 20.

The value of the state fBMI = largeg is backed up according to equation 2.10,

V �1(fBMI = largeg) = C(fBMI = largeg; Insulin) + P (Insulin = lowjfBMI =

largeg)�V �1(fBMI = large; Insulin = lowg)+P (Insulin = highjfBMI = largeg)�
V �1(fBMI = large; Insulin = highg) = 22:78 + :8 � 24 + :2 � 20 = 45:98. Finally,

the value of the entire diagnostic policy �1 is V �1(fg) = C(fg; BMI) + P (BMI =
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written under the states.
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FIGURE 2.2: Another diagnostic policy �2, making the same classi�cation decisions
as �1, but with a changed order of attributes, and therefore with a di�erent policy
value.
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FIGURE 2.3: Optimal diagnostic policy on the training data.

largejfg) � V �1(fBMI = largeg + P (BMI = smalljfg) � V �1(fBMI = smallg) =
1 + 0:5 � 45:98 + 0:5 � 10 = 28:99.

It is interesting to notice that the order in which attributes are measured has

a large e�ect on the value of the policy. Indeed, if Insulin is measured �rst, then

policy �2 from Figure 2.2 has a larger policy value V �2(fg) = 40:138 > V �1(fg) =
28:99. Policy �2 still makes the same classi�cation decisions as �1 for all the training

examples, but it costs much more.

A simpler policy �3, measuring only BMI and then classifying (see Figure 2.3),

has a better policy value than �1, V
�3(fg) = 22; in fact, this policy is the optimal

policy �� on the training data.

Unlike with standard 0/1 loss, the majority class is not necessarily the best cost-

sensitive class. In this problem, for example, P (y = Healthyjfg) = :65 and P (y =

Diabetesjfg) = :35, so the expected classi�cation costs are C(fg; f = Healthy) =

:65 � 0 + :35 � 100 = 35 and C(fg; f = Diabetes) = :65 � 80 + :35 � 0 = 52. Therefore

the majority class (Healthy) is also the cheapest diagnosis. But if the misclassi�cation

costs of false negatives is doubled, that is, ifMC(f = Healthy; y = Diabetes) = 200,

then C(fg; f = Healthy) = :35 � 200 = 70 > C(fg; f = Diabetes) = 52, so the

minority class (Diabetes) becomes the cheapest diagnosis.
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2.5 Assumptions and Extensions of Our Cost-sensitive Learning Frame-
work

In the following subsections we discuss several important issues related to cost-

sensitive learning problems. We introduce �rst the general setting, then we discuss

the assumptions of our CSL framework and its possible extensions.

2.5.1 Complex Attribute Costs and Misclassi�cation Costs

2.5.1.1 Attribute Costs

Using Turney's terminology for conditional test costs [70], the measurement cost of

attribute xn may depend on

� prior test selection (e.g., blood tests can share a common cost of collecting the

blood).

� the results of prior tests (e.g., drawing blood from a newborn is more costly

than from an adult; in this case, the result of a previous test \observe patient

age" inuences the cost of the next test \draw blood").

� the outcome of xn (e.g., in computer network diagnosis [41], doing a \ping" to

measure the round-trip-time to a host is very fast if the host is reachable but

waits 20 seconds for a timeout if the host is down or not reachable).

� the class (e.g, tests can become more expensive for patients in critical medical

condition).

In general, measurement costs can depend on the action performed xn, the current

state s (history of prior measurements and their values), the resulting states s0 (since

s0 = s [ fxn = vg, this is a dependency on the outcomes of xn), and the class of the

example y, so the most general form of the cost function is C(s; xn; s
0; y). In order

to reason with complex test costs, we would �rst need to acquire them, either from

training data or from being told. Note that we cannot learn cost dependencies from
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our existing, order-free, training data. Once the cost model is known, we can easily

incorporate more complex test costs in our framework than the current test costs

C(s; xn).

Since the state s can also be described in terms of the matching training exam-

ples (these are the examples that agree with the attribute values de�ning s), state-

dependent costs are equivalent to example-dependent costs. This holds for both

attribute and misclassi�cation costs. For attribute costs,

C(s; xn) =
X
v

P (xn = vjs) �
X
y

C(s; xn; (s [ fxn = vg; y)); (2.13)

where we also write s0 = s [ fxn = vg.

2.5.1.2 Misclassi�cation Costs

Misclassi�cation costs can also be example-dependent, MC(fk; x; y), where for each

example (x; y), x is the vector of attributes, y is the observed class, and fk is the

predicted class. For example, donation amounts in solicitation campaigns depend on

the individual; purchasing amounts in catalogue mailing also depend on the customer;

see [77, 56] for more details about the application of direct marketing.

In general, we can assume there is a distribution P (x; yjs) of examples that match
state s. Then we can estimate the expected cost of classi�cation action fk in state s

as:

C(s; fk) = EP [MC(fk; x; y)] =
X
x;y

P (x; yjs)MC(fk; x; y): (2.14)

In our experimental studies, we considered the simple case where test costs are

constant (they depend only on the attribute xn, C(xn)), and misclassi�cation costs

are constant as well (they do not depend on examples, just on the predicted and

observed class). But we can incorporate both attribute and misclassi�cation costs of

these more complex forms in our CSL framework, as described above in Equations 2.13

and 2.14, and the model remains an MDP because the Markov property still holds.
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2.5.1.3 Costs Unknown at Learning Time

We assume test costs and misclassi�cation costs are known during the learning phase.

If costs are not known at learning time, we may still be able to learn some policies

based on bounds of costs, and prune some policies. Let B represent a set of bounds

on test and misclassi�cation costs. We could prune a policy �1 if minb2B V �1
b >

maxb2B V �2
b , where V �

b is the value of policy � for cost values b.

If costs are known only at execution time and real-time decisions are needed, this

rules out systematic search methods, because of their computational cost. Greedy

algorithms can still be applied.

2.5.2 Complex Actions

We list several types of complex actions, mainly to suggest directions of future work.

Our CSL framework can not currently address them.

2.5.2.1 Repeated Tests

We assume an attribute can be tested only once. But in general, tests may be re-

peated. For example, to diagnose a cracked tooth, the biting test and the cold-

sensitivity test can be applied several times.

To capture repeated tests, the state representation will need to specify the history

of repeated tests. The di�cult part for learning is obtaining su�cient training data

for repeated tests.

2.5.2.2 Side-e�ects of Tests

We assume our tests are pure observations, followed by a single diagnosis. In general,

tests may have many kinds of side-e�ects that would require changing our approach.

1. The execution of one test may inuence the costs of other tests. Suppose a test

on the transmission of a car requires removing the engine from the car. Once

the engine is out, other tests which also required removing the engine (e.g.,
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checking the clutch) become much cheaper. Conversely, tests that require that

the engine is in the car become much more expensive (because the engine needs

to be put back into the car).

2. The execution of one test may inuence the results of other tests. For example,

if you administer a glucose intolerance test (by asking the patient to drink a

very sweet drink and then measuring blood glucose), this will change the results

of doing a measurement of blood insulin. Hence, blood insulin (and baseline

glucose levels) should be measured before the glucose intolerance test.

3. The execution of a test may change the class variable (the disease of the patient).

These tests are usually called attempted repairs or attempted therapies. A test

like "administer penicillin and see if it cures the patient" clearly has the potential

to change the class variable.

The �rst case can be handled by extending the MDP state to include a variable that

indicates whether the engine is in or out of the car. The test cost information must

then specify the cost of each test for both cases (engine in, engine out) and it must

indicate whether the test causes the engine to change state. This doubles the number

of states in the MDP, but otherwise our approach can be applied.

The second and third cases invalidate our approach to training data. In our

approach, the training data consist of an unordered list of tests and their results, and

we assume that the tests would give the same results for all possible orderings. For

the second and third cases, this is not true, so our training data would need to record

the actual order in which the tests were performed. In the worst case, we would need

to provide training examples exhibiting all possible test orderings so that we could

detect all possible interactions.

In problems where therapies or repairs are available, our simple model of diagnosis

(make observations, then predict the disease of the patient) does not make sense.

Instead, the problem can be formalized as one of performing a mix of observations and

repairs until the problem is solved (i.e., the patient is healthy, the car is working, etc.).
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We emphasize that this is a di�erent problem de�nition than the CSL problem studied

in this thesis, because the goal is repair or treatment rather than just diagnosis.

2.5.2.3 Delayed Test Results

We assume the result of a test is received immediately (i.e., without a time delay).

In medicine, this is true for some tests but not all. For example, a blood test might

require an hour; a test for strep throat might require 48 hours; a cancer biopsy might

require several days. Furthermore, these tests may measure multiple attributes at

once (for example, a blood lipid pro�le returns triglycerides, HDL, VLDL and LDL

cholesterol). A physician may order one of these tests and then proceed with other

diagnostic tests while waiting for the results. The CSL problem with delayed test

results is no longer an MDP, but a Semi-MDP [60, 12], because actions take variable

amounts of time.

2.5.3 CSL Problem Changes in Time

In real life, the CSL problem will change in time. This means that the MDP changes.

Here are some possible causes of the changes in the MDP model:

� New training data arrives. This is more and more the case as hospitals and

businesses keep track of records.

� New tests are discovered (for example, the test A1c for diabetic patients). Some

tests become obsolete.

� New outcomes of old tests or treatments appear (for example, resistance to

antibiotics).

� New diseases appear (such as SARS). Some diseases are eradicated.

� Costs change in time.
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There is no easy way to deal with these changes in the MDP model. It is likely that

the policy needs to be re-learned. In special cases, incremental updates are possible,

or parts of the old search space may be reused.

2.5.4 Missing Attribute Values

Our work assumes that in each training example, every attribute has been measured.

We can imagine that the training data was collected and labeled by an \observe-

everything" exploration policy. Because of this, we can evaluate any policy on the

collected training data. This kind of data can be collected in medical research studies.

However, in observational data, such as data extracted from hospital records, such

training examples are not likely to be observed. The reason is that physicians follow

their own diagnostic policies, and of course these policies attempt to tradeo� the cost

of tests against the cost of misclassi�cations.

It is possible to learn the optimal policy �� by observing training examples col-

lected under some other policy � provided that three conditions hold:

1. The policy � has a non-zero probability of reaching every state s that can be

reached.

2. The policy � has a non-zero probability of executing every test in every reachable

state s.

3. The policy � is only selecting actions based on the observed results of executed

tests. That is, no outside information sources are being used.

Under these conditions, the transition probabilities of the MDP can be estimated and

the methods described in this thesis can still be applied.

Unfortunately, these conditions are unlikely to be satis�ed in practice by a physi-

cian following his or her own policy. The conditions could be guaranteed by modi-

fying the physician's policy so that with a small probability every possible action is

considered at each step (e.g., by slightly randomizing the physician's policy). Such
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techniques have been applied in reinforcement learning to guarantee that the optimal

policy �� can be learned [66].

2.5.5 Multiple Classes

Classi�cation problems often have more than 2 classes, and this is easily accommo-

dated in our approach. More classi�cation actions simply add a constant amount

of computation when evaluating every state s through the computation of their ex-

pected costs: C(s; fk) =
P

y P (yjs)�MC(fk; y). Neither the greedy nor the systematic

algorithms introduced in this thesis are limited to binary classes.

The most di�cult problem is getting enough training data for all these classes.

There is an additional overhead for determining the misclassi�cation costs MC(fk; y)

for more than two classes.

2.5.6 Continuous Attributes

Most real problems have continuous attributes, but the systematic search algorithms

described in this thesis require attributes to have a small number of discrete values.

The simplest approach to handle this is to consider all possible values as the outcomes

of a test. This will increase the risk of over�tting for the algorithms (especially for the

systematic search ones), since the state space becomes larger. Over�tting happens

because data becomes fragmented and all decisions based on a smaller sample are

less accurate. Over�tting also a�ects a di�erent approach in which we change the

decision nodes in the policy from \test attribute xi" to \test if xi � threshold",

with binary outcomes; in this case we will charge the cost of measuring xi only once.

Greedy algorithms introduced in Chapter 3 can easily deal with continuous attributes,

providing the branching factor is not huge.

If the measured attribute values are continuous, our systematic search algorithms

require that they be discretized prior to learning. We recommend no more than 10

values for the discretized attributes in order to avoid small data partitions and the
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ensuing over�tting. In this dissertation, we discretized continuous attributes in three

partitions.

For systematic algorithms, we might use a simple greedy algorithm at each internal

node for choosing a threshold for each continuous attribute.

2.5.7 Objective Function

Di�erent CSL problems may have di�erent objective functions. For example, in a

bomb-threat the objective is to to �nd (and disable) the bomb, while minimizing

time and loss of human lives and property.

If the objective function can be expressed as a single utility function (in terms of

\costs"), then our CSL framework is applicable. Our goal is to �nd the diagnostic

policy that minimizes the expected total cost. \Cost" can be time, etc., for example

in a medical emergency the objective is to minimize the time to �nd the cause of the

injury (e.g., which internal organ is failing?).

We can not address multiple objective functions.

2.6 Literature Review for the Cost-sensitive Learning Problem in Ma-
chine Learning

Machine learning has tackled several di�erent settings for the classi�cation problem,

mentioned here in historical order:

1. classi�ers minimizing 0/1 loss (see 2.1). This has been the main focus

of machine learning, from which we mention only CART [9] and C4.5 [63].

These are standard top-down decision tree algorithms. C4.5 introduced the

information gain as a heuristic for choosing which attribute to measure in each

node. CART uses the GINI criterion.

Weiss et al. [75] proposed an algorithm for learning decision rules of a �xed

length for classi�cations in a medical application; there are no costs (the goal is

to maximize prediction accuracy). Their paper also de�nes the commonly used
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medical terms of sensitivity and speci�city of tests from a machine learning

perspective.

2. classi�ers sensitive only to attribute costs: Norton [51], Nunez [52] and

Tan [68, 67]. The splitting criterion of these decision trees combines information

gain and attribute costs. These policies are learned from data, and their objec-

tive is to maximize accuracy (equivalently, to minimize the expected number of

classi�cation errors) and to minimize expected costs of attributes.

A related problem is the test sequencing problem [53], from electronic systems

testing. Pattipati and Alexandridis point out that \the test sequencing problem

belongs to the general case of binary identi�cation problems that arise in botan-

ical and zoological �eld work, plant pathology, medical diagnosis, computerized

banking and pattern recognition." The objective of the test sequencing problem

is to unambiguously (deterministically) identify the system state (either one of

the faulty states, or the fault-free state) by performing tests with minimum

expected total cost. The assumptions are that only one of the system states

occurs (or equivalently, the faults are mutually exclusive), the probability dis-

tribution over the system states is given and so is the binary diagnostic matrix

(which tells if a test detects a fault or not). The test sequencing problem is

a simpli�ed version of the cost-sensitive classi�cation problem, because faults

are identi�able with probability 1.0, and therefore there are no misclassi�cation

costs.

3. classi�ers sensitive only to misclassi�cation costs: Breiman and al. [9],

Hermans et al. [28], Gordon and Perlis [21], Pazzani et al. [54], Knoll et

al. [32], Fawcett and Provost [17], Gama [20], Margineantu [43], Zadrozny

and Elkan [77], and Ikizler [30]. This problem setting assumes that all data is

provided at once, therefore there are no costs for measuring attributes and only

misclassi�cation costs matter; this is not a sequential decision making problem.

The objective is to minimize the expected misclassi�cation costs.



32

This work can be further divided depending at which point in the learning

process the knowledge about misclassi�cation costs becomes available:

(a) misclassi�cation costs known during the learning of classi�ers

(CART [9], MetaCost [14], post-pruning of decision trees using misclassi�-

cation costs (Bradford et al. [8], Kukar and Kononenko [35], Webb [74])).

(b) misclassi�cation costs not known until execution time. Two strate-

gies are employed.

The �rst one learns cost-insensitive classi�ers with improved conditional

class probabilities P (yjx), then classi�es each test example x into the class

with the minimum expected cost:

ŷopt(x) = argmin
ŷ

X
y

P (yjx)L(ŷ; y):

This approach includes logistic regression, Friedman and Stuetzle's projec-

tion pursuit regression [19], Naive Bayes, Domingos and Provost's B-PETs

[15], Margineantu and Dietterich's B-LOTs [44].

The second strategy learns a range of operating points on an ROC curve.

When costs become known at execution time, an operating point is chosen

(Provost and Fawcett's ROC convex hull [58] and [59]).

4. classi�ers sensitive to both attribute costs and misclassi�cation costs.

More recently, researchers have begun to consider both test and misclassi�cation

costs: [71, 22]. The objective is to minimize the expected total cost of tests and

misclassi�cations. Both algorithms learn from data as well.

Peter Turney in 1995 [71] developed ICET, a cost-sensitive algorithm that em-

ploys genetic search to tune parameters used to construct decision trees. Each

decision tree is built using Nunez' criterion (described in Section 3.2), which

selects attributes greedily, based on their information gain and costs. Turney's

method adjusts the test costs to change the behavior of Nunez' heuristic so

that it builds di�erent trees. These trees are evaluated on an internal holdout
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data set using the real test costs and misclassi�cation costs. After several trials,

the best set of test costs found by the genetic search is used by the Nunez'

heuristic to build the �nal decision tree on the entire training data set. Because

Turney simply modi�es the attribute selection in C4.5 to add attribute costs

when implementing the Nunez' criterion, his algorithm can deal with continuous

attributes and with missing attribute values.

Turney's is a seminal paper laying the foundations of cost-sensitive learning with

both attribute costs and misclassi�cation costs. Turney compares his algorithm

with C4.5 and with algorithms sensitive only to attribute costs (Norton, Nunez

and Tan). He does not compare ICET with algorithms sensitive to misclassi�ca-

tion costs only, because in his experiments he used simple misclassi�cation cost

matrices (equal costs on diagonal, equal costs o� diagonal) which make algo-

rithms sensitive only to misclassi�cation costs equivalent to minimizing 0/1 loss.

ICET outperformed the simpler greedy algorithms on several medical domains

from the UCI repository.

Greiner, Grove & Roth's 2002 paper [22] is a theoretical work on a dynamic

programming algorithm (value iteration) searching for best diagnostic policies

measuring at most a constant number of attributes. They compute a theoretical

sample size for which value iteration comes within � of V �, with probability at

least 1 � � (a PAC-learning result). Their theoretical bound is not applicable

in practice, because it requires a speci�ed amount of training data in order to

obtain close-to-optimal policies.

2.7 Related Work in Decision-theoretic Analysis

Decision analysis has addressed a problem similar to cost-sensitive learning, called

troubleshooting. In the troubleshooting problem, it is known that the system is faulty,

and the objective is to repair it, while minimizing the expected total cost of repairs

and observations. It is assumed that a model is given (usually a Bayesian network)
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from which the necessary probabilities can be inferred. The Bayesian network is

usually elicited from experts as opposed to being learned from training data.

The troubleshooting problem is slightly di�erent from the cost-sensitive learning

problem. The purpose is fault repair, not diagnosis. In addition to pure observation

actions (similar to our tests), troubleshooting has repair actions that a�ect the state of

the device (change the class, in our terminology). More precisely, they can change the

state of the device from faulty to functioning. Repairs are similar to our classi�cation

actions, but a repair action is terminal only when it �xes the device. The costs of

the observation and repair actions are deterministic and independent. There is no

learning from data; instead a model is assumed.

Heckerman et al. [27] characterize a class of problems for which the optimal policy

can be computed greedily, assuming there is a single faulty component and there are

only repair actions with independent costs. Let there be n components in the system.

Let Cr
i be the cost of repairing component ci and pi the probability (in the start

state) that repairing this component �xes the system. Repairing a component does

not a�ect other components. The assumption is that after �xing all components, the

system will be in working condition (or else a service call, of known cost, can be made,

and it guarantees to get the system to function). With the above assumptions, the

repair policy is optimal; it performs a sequence of repair actions in decreasing order

of pi
Cr
i
, until the system is working. We can think of this repair sequence as a macro

terminal action (it will eventually �x the system). We will also refer to the repair

sequence as the \stop testing" policy.

When both repair actions and observation actions are available, Heckerman et al.

construct a policy using the one-step value of information (VOI) heuristic. The idea

is to compute the value of information of each possible observation action and choose

the action with the largest VOI. The value of information of an observation action

is the di�erence in expected cost of performing the repair sequence now, versus per-

forming �rst the observation, then executing the corresponding repair sequence (after

computing the repair probabilities pi based on the outcomes of the observation). If
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the VOI of all observations is negative, the repair sequence is executed without per-

forming any observations. If VOI is positive, the best observation action is executed

and then the VOI values are recomputed based on its outcomes. In the domain of

troubleshooting car problems, the expected cost of the one-step VOI policy was close

to optimal and this policy outperformed simpler planners.

On a di�erent problem, Fountain et al. [18] applied iterative one-step VOI to

decide which integrated circuit chip (die) on a wafer should be tested next, and when

to stop testing. The problem is to compute a policy for choosing which dice to test on

a wafer in order to maximize the total pro�t resulting from testing, packaging, and

selling the ICs.

Each die can be subjected to a die-level functional test to determine if it operates

correctly. Traditionally, all dice on a wafer are tested, the bad ones are inked, the

wafers are shipped to a di�erent location, cut apart (discarding the inked ones),

packaged (or assembled into ICs), tested one more time in package form (these are

called package tests) and �nally sold. Since package tests double check the quality

of the ICs, die-level functional tests are only needed to avoid packaging defective

dice (and therefore cut costs), and also to diagnose problems with the manufacturing

process.

Fountain et al. �t a Naive Bayes model to historical data from the Hewlett

Packard company, hypothesizing that there is a class (or fault) variable that causes

each individual die to fail, independently of the rest. Since this data is unlabeled,

the authors experimentally set the number of classes to four, then employ the EM

algorithm to learn the parameters of the Naive Bayes model. Interestingly, Fountain

et al. divided the data into training data, to which they �t the Naive Bayes, and test

data, on which the learned policy is evaluated.

There are 209 dice on a wafer, which creates too large a branching factor to

attempt exhaustive search. The one-step VOI was applied to decide between testing

one more die (after which it performs \stop testing" policies), and \stop testing"

now. Fountain et al. only perform this greedy policy at run time, based on the actual
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results of tests performed so far, rather then at a separate learning time.

Computing the value of the \stop testing" policy is more complex than our com-

putation of the expected costs of classi�cations actions. An inking decision must be

made for each die; note that the inference of probabilities for the inking decision is

easy because of the simple Naive Bayes model. There is an additional decision of

whether to discard the entire wafer. Then, if the wafer is not discarded, the costs of

shipping, cutting, packaging, package testing, and �nally selling the good ICs must

be computed.

The greedy VOI policy produces more net pro�t than simple policies that test all

dice exhaustively or that test no dice at all (at the functional level). Moreover, the

one-step VOI policy detects abnormal wafers (so it can give feedback to the fabrication

process in real time) and is robust to changes in testing costs.

Both troubleshooting and die-level testing problems are MDPs where each state

stores the history of test outcomes. Both application problems employ a model to infer

the probabilities and perform greedy search (the one-step VOI) to compute policies.

The action space includes tests, but it does not include classi�cation actions, though

it has similar terminal actions (which enable the one-step VOI policy to compute the

value of the \stop testing" policy).

2.8 Summary

This chapter formalized the cost-sensitive learning problem by using terminology from

supervised learning and the MDP framework. We borrowed the format of the data

(sets of labeled examples) and the task of predicting the class from supervised learning.

We borrowed the notion of sequential decision processes and the goal of minimizing

the expected total cost from MDPs. We showed that diagnostic policies take the

form of decision trees. We demonstrated that the order in which diagnostic tests are

performed is important. We identi�ed restrictions of our framework and discussed re-

lated work. The following chapters delve into the design space of CSL algorithms. We

introduce greedy methods in Chapter 3, and systematic search methods in Chapter 4.
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CHAPTER 3

GREEDY SEARCH FOR DIAGNOSTIC POLICIES

This chapter describes a design space of greedy search algorithms for diagnostic

policies. In Chapter 5 we will perform an experimental comparison of various algo-

rithms in this space. Greedy algorithms perform a limited lookahead search, using

information speci�c to the problem (informativeness of attributes, attribute costs or

misclassi�cation costs or both, etc.), but once they commit to a choice of an attribute

to test, that choice is �nal; that is, usually they can not revise their choices, and the

policies they produce will not be optimal in general.

We start by reviewing several existing algorithms whose attribute selection heuris-

tics combine attribute information gains and attribute costs, but which ignore mis-

classi�cation costs. Then we extend these algorithms by adding Laplace corrections

and by choosing classi�cation actions sensitive to misclassi�cation costs. Last we

describe the well-known one-step value of information (VOI) algorithm from decision

theory.

Even if the greedy policies are, in general, not optimal, on many problems their

performance can be good enough, and they have the advantage of fast execution.

They also require less information to be extracted from the training examples, which

reduces the risk of over�tting.

3.1 General Description of Greedy Algorithms

The greedy algorithms described here employ a top-down strategy of selecting at-

tributes. They di�er in the way they select attributes, in the stopping conditions,

and in the way they choose classi�cation actions. Table 3.1 gives the pseudocode for

greedy search, and we will describe how each method addresses the numbered steps.
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TABLE 3.1: The Greedy search algorithm. Initially, the function Greedy() is called
with the start state s0.

function Greedy(state s) returns a policy � (in the form of a decision tree).

(1) if (stopping conditions are not met)

(2) select attribute xn to test;

set �(s) = xn;

for each value v of the attribute xn add the subtree

Greedy(state s [ fxn = vg);
else

(3) classify state s in bestf , set �(s) = bestf ;

(4) post-prune(state s).

In their search through the space of decision trees, the greedy algorithms never

backtrack to reconsider other attributes, but we will see that post-pruning (step 4)

may replace an attribute and the subtree underneath it by a classi�cation action, but

it does not consider measuring other attributes.

3.2 InfoGainCost Methods

InfoGainCost methods grow a policy recursively top down. At each node, they choose

to measure the attribute with the maximum value of the InformationGainCost crite-

rion, de�ned below. After an attribute has been chosen, the training examples are

partitioned according to their values for the selected attribute. This process is re-

peated recursively for each of the resulting child nodes. The leaf nodes specify the

classi�cation actions.

These methods pay attention to test costs and accuracy. Note that, conceptually,

this is equivalent to assuming huge misclassi�cation costs, rather than zero misclas-
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si�cation costs (because zero costs for errors imply direct classi�cation in any of the

classes, without measuring any attributes, and the classi�cation problem is trivial).

The InfoGainCost methods specialize the generic algorithm of Table 3.1 as follows.

For line (1) they use the C4.5 stopping conditions described below. For line (3) they

classify in the majority class. Line (4) is a post-pruning step using C4.5's pessimistic

post-pruning (with an added optional avor of Laplace correction).

A node with state s is classi�ed according to the majority class, bestf =

argmaxy P (yjs), when one of these stopping conditions is satis�ed (these are the

C4.5 stopping conditions):

� there are no more attributes to be tested,

� all matching examples have the same class (pure node), or

� no attribute splits the data into at least 2 subsets with � 2 examples.

As the policy is grown, nodes can be collapsed (a node will be made into a leaf if

its children make more misclassi�cation errors than it does).

We will consider several ways of implementing step (2). All of them employ in some

way the information gain (or mutual information) of an attribute. The information

gain of attribute xn in state s is the expected reduction in class entropy by splitting

on this attribute:

ig
def
= InfoGain(s; xn) = Entropy(s)�

X
v

P (xn = vjs) �Entropy(s [ fxn = vg);

where Entropy(s) = �Py P (yjs) � log2 P (yjs).
In state s, for attribute xn not yet measured, with attribute cost C(s; xn), we

de�ne the InformationGainCost(s; xn) criterion to be one of the following variants:

� ig. This selection criterion is borrowed from ID3 and C4.5. This method,

denoted InfoGain (or just IG), is cost-insensitive. It ignores both attribute

costs and misclassi�cation costs.
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� ig=C(s; xn) (Norton's criterion [51]).

� ig � ig=C(s; xn) (Tan's criterion [68, 67]).

� (2ig � 1)=(C(s; xn) + 1) (Nunez' criterion [52] | slightly modi�ed here).

At each internal node in the decision tree, the attribute with the maximum Infor-

mationGainCost value will be selected (step (2)),

�(s) = arg max
xn2A(s)

InformationGainCost(s; xn);

and the training examples will be recursively partitioned according to the value of

the selected attribute. Since we require that an attribute be tested only once, the

selected attribute becomes unavailable for future selection. This is easily checked by

examining the state s and only computing InformationGainCost(s; xn) for attributes

that have no assigned value, so they have not yet been measured, xn 2 A(s).

While the last three methods, Norton, Tan and Nunez, do not have a clear cost-

sensitive objective (in our opinion, they strive for good classi�cations with low ex-

pected attribute costs), they do bias the search in favor of low-cost attributes; indeed,

attributes with smaller cost C(s; xn) will have a larger InformationGainCost and will

be placed closer to the root than in ID3 or C4.5. Nevertheless, the greedy selection

of an attribute that appears to contribute most to reducing classi�cation errors and

least to the testing costs ignores interactions among attributes, and may just postpone

selecting important, but expensive, tests.

For step (4), we apply a post-pruning procedure in all four variants. Consider

any node in the policy matching n training examples, out of which ny belong to class

y. The error rate of classifying into the majority class bestf = argmaxy P (yjs) is
p = 1�maxyP (yjs).

The number of errors at a node has a binomial distribution with parameters

(n; p), n being the sample size (the training examples matching the node) and p the

proportion of failures. We pessimistically estimate the error rate as the upper bound
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of the 75% con�dence interval for this binomial distribution, that is,

p+ zc �
p
p � (1� p)=n+ 0:5=n;

where 0:5=n is the correction for continuity (because we use the normal distribution

to approximate the sampling distribution of a proportion, which is not continuous)

and zc = 1:15 is the con�dence coe�cient corresponding to a 75% con�dence interval.

When p = 0, the new estimate for error rate is 0:5=n > 0:

The pessimistic estimate of the number of errors is obtained by multiplying n with

this upper bound for error rate. A node will be pruned if the sum of its children's

pessimistic errors is greater than or equal to its own pessimistic error, if the node were

classi�ed. This pruning may help reduce over�tting. Indeed, if we do not prune, the

policy is likely to over�t the data, by overestimating how informative the attributes

are, and we will end up paying too much for them.

In Section 5.3.1, we study whether it is useful to apply a Laplace correction (of +1)

to the error rate p before computing the pessimistic bound. The Laplace-corrected

error rate is pL =

P
y 6=bestf

(ny+1)

n+K =
K�1+Py 6=bestf

ny

n+K , whereK is the number of classes.

This can be viewed as adding a \fake" example to each class before computing the

probabilities.

In Section 2.4, policy �1 in Figure 2.1 is the policy constructed by the Info-

Gain method (in this simple problem, all the InfoGainCost methods construct the

same policy). In the start state s0, the attribute BMI is both cheaper and more

informative than the attribute Insulin: C(BMI) = 1 < C(Insulin) = 22:78 and

InfoGain(s0; BMI) = 0:21 > InfoGain(s0; Insulin) = 0:14. In state fBMI =

smallg, �1 �rst measures Insulin and classi�es as Healthy in the resulting states. But
since the number of errors of this subtree is equal to the number of errors of classify-

ing Healthy in fBMI = smallg, the subtree is collapsed. In state fBMI = largeg,
Insulin is chosen to be measured. After measuring Insulin, there are no more at-

tributes to test, so the algorithm will choose to classify. In this problem, it so

happened that the majority class in all the policy's leaf states is also the action

with minimum expected cost. In state s1 = fBMI = smallg, P (Healthyjs1) = :9,
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in state s3 = fBMI = large; Insulin = lowg, P (Diabetesjs3) = :7 and in state

s4 = fBMI = large; Insulin = highg, P (Healthyjs4) = :8. Pessimistic post-pruning

(with or without Laplace correction) does not change the policy constructed by the

InfoGainCost methods (it does not help in this case).

Note that policy �1, constructed in this way, is not the optimal policy. The optimal

policy (Figure 2.3) tests BMI and then classi�es.

3.3 Modi�ed InfoGainCost Methods (MC+InfoGainCost)

We now describe four new greedy methods, which we call MC+InfoGainCost methods,

that are sensitive to both attribute costs and misclassi�cation costs. These methods

inherit steps (1) and (2) in Table 3.1 from the InfoGainCost methods, but they modify

steps (3) and (4) as follows:

� in step (3), they classify into the class with the minimum expected classi�ca-

tion cost, bestf = argminfk C(s; fk) (see equation 2.7, C(s; fk) =
P

y P (yjs) �
MC(fk; y)), instead of classifying into the majority class (with minimum error

rate).

� in step (4), if �(s) = xn, they prune this action if C(s; bestf ) � Q�(s; xn) (see

equation 2.10, Q�(s; xn) = C(s; xn) +
P

v P (xn = vjs) � V �(s [ fxn = vg)); so
when the Q value of (s; xn) surpasses the expected cost of the best classi�cation

action, the node corresponding to state s is turned into a leaf that classi�es into

bestf .

As we mentioned in the previous section, all the InfoGainCost methods con-

structed an identical policy for the problem in Section 2.4, the policy shown in

Figure 2.1, and this is also the policy grown by our MC+InfoGainCost methods

before the post-pruning phase, because the majority classes in the leaf states hap-

pen to also have the minimum expected cost. Indeed, in state s1 = fBMI =

smallg, C(s1;Healthy) = 10 < C(s1;Diabetes) = 72, in state s3 = fBMI =
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large; Insulin = lowg, C(s3;Diabetes) = 24 < C(s3;Healthy) = 70 and in state

s4 = fBMI = large; Insulin = highg, C(s4;Healthy) = 20 < C(s4;Diabetes) = 64.

We now explain how post-pruning works. During the top-down phase, the greedy

policy chooses to measure the remaining attribute, Insulin, in state s2 = fBMI =

largeg. Because Q�(s2; Insulin) = 45:98 > C(s2; bestf = Diabetes) = 32, the sub-

tree rooted at s2 will be pruned and replaced by the classi�cation action Diabetes.

In state s1 = fBMI = smallg, the greedy policy tested Insulin as well, and classi�ed

as Healthy in the resulting states. Pruning will eliminate this extra test, because

the cost of the subtree is C(s1; Insulin) + C(s1;Healthy), which exceeds the cost

of classifying directly into s1 as Healthy, C(s1;Healthy). This example shows that

this type of pruning, based on misclassi�cation costs, is more general than collaps-

ing, which was based on errors made by the majority class, and therefore collapsing

is not needed in the MC+InfoGainCost methods. In the start state s0, there is no

pruning, because the cost of the best classi�cation action C(s0;Healthy) = 35 ex-

ceeds Q�(s0; BMI) = 22 (this cost reects the new policy value in s2 after pruning,

V �(s2) = 32).

Note that, during the pruning phase, we need to compute the classi�cation action

bestf with minimum expected cost in every state reached by the policy. For example,

in state s2 = fBMI = largeg, bestf = Diabetes because C(s2;Diabetes) = 32 <

C(s2;Healthy) = 60. In this problem, the MC+InfoGainCost policy is optimal (see

the policy in Figure 2.3).

We have studied the option of adding a Laplace correction of +1 to the probabilities

P (yjs) and P (xn = vjs) involved in the computation of C(s; fk) and Q�(s; xn) in steps

(3) and (4). This is accomplished by adding a fake example to each of the possible

cases, as described below.

If the estimated class probability is P (yjs) = ny=n, where n is the number of

training examples matching state s and out of them, ny belong to class y, then the

Laplace corrected class probability is

PL(yjs) = ny + 1

n+K
; (3.1)
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where K is the number of classes. A fake example was added to each of the classes

when computing PL(yjs).
Let nv be the number of training examples matching state s0 = s [ fxn = vg |

in other words, nv is the number of training examples matching state s with value v

for attribute xn. If the estimated transition probability is

P (xn = vjs) = Ptr(s
0js; xn) = nv=n;

then the Laplace corrected transition probability is

PL(xn = vjs) = nv + 1

n+Arity(xn)
: (3.2)

A fake example was added to each of the attribute values when computing PL(xn =

vjs).
Let us assume there are no training examples matching state s0 = s [ fxn = vg,

so P (xn = vjs) = 0, and we originally classi�ed state s0 in the best class of s. With

the Laplace correction, PL(xn = vjs) = 1=(n + Vn), and PL(yjs0) = 1=K. Therefore,

CL(s0; fk) =
P

yMC(fk; y)=K, and state s0 will be classi�ed into the class with

minimum average misclassi�cation costs. The Laplace correction has no e�ect on the

example policy above.

3.4 One-step Value of Information (VOI)

This is another method that pays attention to both attribute costs and misclassi�-

cation costs. The one-step VOI algorithm iteratively selects the attribute that looks

best according to the following simple lookahead: measure the attribute; then for each

of its possible values classify into the best class (with minimum expected cost). Once

an attribute is selected, the process is repeated in the resulting states. The method

stops when there are no more attributes to measure (we write this A(s) = �) or when

it is cheaper to classify. Intuitively, the one-step VOI repeatedly asks the question, in

every state it reaches: is it worth testing one more attribute, after which it classi�es,

or should it stop now and classify?
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We de�ne the one-step lookahead value of attribute xn in state s, called 1-step-LA(s; xn),

to be equal to the cost of measuring this attribute plus the expected cost of making

the best classi�cations in the resulting states:

1-step-LA(s; xn)
def
= C(s; xn) +

X
v

P (xn = vjs)�min
fk

C(s [ fxn = vg; fk): (3.3)

The one-step value of information of attribute xn in state s weighs the value of

classifying now against the value of measuring xn, followed by classi�cation. By

de�nition, V OI(s; xn) is the di�erence in expected costs between classifying before

and after the attribute is measured:

V OI(s; xn)
def
= C(s; bestf )� 1-step-LA(s; xn):

Step (2) in Table 3.1 selects attribute x�n with minxn 1-step-LA(s; xn), or, equiv-

alently, the attribute with the maximum V OI(s; xn). Attribute x
�
n is measured only

if it has a strictly positive value of information, V OI(s; x�n) > 0, or C(s; bestf ) >

1-step-LA(s; x�n), otherwise it is cheaper to classify in state s.

Step (3), selecting the best classi�cation action, is the same as for the MC+InfoGainCost

methods, so bestf = argminfk C(s; fk):

Steps (1) and (2) are tightly related. In fact, during step (1), we �rst calculate

bestf , the classi�cation action with the minimum expected cost. If A(s) = � we

classify into bestf , otherwise we calculate the one-step lookahead value of each xn 2
A(s) as in equation 3.3. In step (2) we select the attribute x�n with the minimum

1-step-LA(s; xn) and compare this value with C(s; bestf ). If classifying is cheaper,

then we stop and classify, otherwise we measure the attribute and add subtrees for

its outcomes. We formally list the operation of each of the steps in Table 3.1, then we

rewrite the one-step VOI algorithm in Table 3.2. With our notations, one-step VOI

is the algorithm, VOI is the policy it learns, and VOI is the function in Table 3.2.

� in step(1), stop when A(s) = � or C(s; bestf ) � minxn2A(s)1-step-LA(s; xn).

� in step (2), select attribute x�n = argminxn2A(s) 1-step-LA(s; xn).
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TABLE 3.2: The one-step Value of Information (VOI) search algorithm. Ini-
tially, the function VOI() is called with the start state s0.

function VOI(state s) returns a policy (in the form of a decision tree).

Compute bestf = argminfk C(s; fk).

Compute x�n = argminxn2A(s) 1-step-LA(s; xn); where

1-step-LA(s; xn)
def
= C(s; xn) +

X
v

P (xn = vjs)�min
fk

C(s [ fxn = vg; fk):

if (A(s) = �) or (C(s; bestf ) � 1-step-LA(s; x�n))

classify into bestf , set policy VOI(s) = bestf .

else

select attribute x�n to test;

set policy VOI(s) = x�n;

for each value v of the attribute x�n add the subtree

VOI(state s [ fx�n = vg);

� in step (3), classify into bestf = argminfk C(s; fk).

� we show that step (4) is not necessary, because the VOI policy already satis�es

the condition Q�(s; xn) < C(s; bestf ) if �(s) = xn.

We can summarize the de�nition of the VOI policy computed by the one-step VOI

algorithm as

VOI(s) = arg min
fk;xn2A(s)

fC(s; fk); 1-step-LA(s; xn)g ;

breaking ties in favor of classi�cation actions, after which we prefer the action with

the lowest index. If there are no more attributes to be tested, that is A(s) = �, then

we classify into the class with minimum expected cost.

Theorem 3.4.1 proves that no pruning (step (4)) is necessary, because pruning is

built-in.
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Theorem 3.4.1 Let s be any of the non-leaf states reached by the VOI policy �, and

let �(s) = xn. Then Q�(s; xn) � 1-step-LA(s; xn) < C(s; bestf ), where bestf =

argminfk C(s; fk):

Proof by induction:

Because �(s) = xn, it follows from the de�nition of one-step VOI (and from

the way we break ties in favor of classi�cation actions), that 1-step-LA(s; xn) <

C(s; bestf ): So we only need to show that Q�(s; xn) � 1-step-LA(s; xn):

Base case

Let s be any state reached by � whose children s0 = s[fxn = vg are leaf states, so
�(s0) = argminfk C(s

0; fk); and V �(s0) = minfkC(s
0; fk): Recall that P (xn = vjs) =

Ptr(s
0js; xn) so we will be using the second notation for brevity. Then

Q�(s; xn)
def
= C(s; xn) +

P
s0 Ptr(s

0js; xn)� V �(s0)

= C(s; xn) +
P

s0 Ptr(s
0js; xn)�minfkC(s

0; fk)
def
= 1-step-LA(s; xn);

therefore Q�(s; xn) = 1-step-LA(s; xn): This establishes the base case.

Now let s be any state that has at least one non-leaf child. We assume all its

non-leaf children s0 satisfy the induction hypothesis:

Induction hypothesis

If �(s0) = x0n, then Q�(s0; x0n) � 1-step-LA(s0; x0n) < C(s0; best
0

f ), where best
0
f =

argminfk C(s
0; fk).

Since �(s0) = x0n, it follows that V
�(s0) = Q�(s0; x0n), and from the induction

hypothesis, by transitivity of <, we have V �(s0) < C(s0; best0f ).

If s has leaf children s0, then by de�nition V �(s0) = C(s0; best0f ):

Then, because s has at least one non-leaf child s0 for which V �(s0) < C(s0; best0f ),

we have

Q�(s; xn)
def
= C(s; xn) +

P
s0 Ptr(s

0js; xn)� V �(s0)

< C(s; xn) +
P

s0 Ptr(s
0js; xn)� C(s0; best

0

f )
def
= 1-step-LA(s; xn);

therefore Q�(s; xn) < 1-step-LA(s; xn): Q.E.D.
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In Section 2.4, the policy in Figure 2.3 is the policy constructed by the one-step

VOI method, and in this simple problem this policy is optimal on the training data.

We will explain in detail the construction of the VOI policy for this problem, following

the steps in Table 3.2. We �rst invoke the function in the start state s0, VOI(s0). We

compute bestf in s0 to be Healthy, because C(s0;Healthy) = 35 < C(s0;Diabetes) =

52. Next we compute the one-step lookahead value of attributes BMI and Insulin,

1-step-LA(s0; BMI) = 22 < 1-step-LA(s0; Insulin) = 49:38, so x�n = BMI. In fact,

we do not even have to compute 1-step-LA(s0; Insulin); it is enough to notice that

1-step-LA(s0; Insulin) � C(s0; Insulin) = 22:78 > 1-step-LA(s0; BMI) = 22:

Because C(s0;Healthy) > 1-step-LA(s0; BMI), BMI will be chosen and VOI(s0) =

BMI.

Next we recursively call the one-step VOI function in the resulting states s1 =

fBMI = smallg and s2 = fBMI = largeg. In state s1, bestf = Healthy be-

cause C(s1;Healthy) = 10 < C(s1;Diabetes) = 72. There is a single attribute

remaining, Insulin, and 1-step-LA(s1; Insulin) = 32:78. Since C(s1;Healthy) <

1-step-LA(s1; Insulin), we classify s1 as Healthy and set VOI(s1) = Healthy. Again,

we could notice right away that

1-step-LA(s1; Insulin) � C(s1; Insulin) = 22:78 > C(s1;Healthy) = 10:

Similarly, in state s2, bestf = Diabetes because

C(s2;Diabetes) = 32 < C(s2;Healthy) = 60:

There is a single attribute remaining, and 1-step-LA(s2; Insulin) = 45:98. Since

C(s2;Diabetes) < 1-step-LA(s2; Insulin), we classify s2 as Diabetes and set VOI(s2) =

Diabetes.

The resulting one-step VOI policy is shown in Figure 2.3. On this problem with

only two attributes, the one-step VOI policy is optimal because

� it chose the best attribute in the start state, VOI(s0) = ��(s0), and
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� in the resulting states s0 there is a single attribute left to measure, after which

classi�cation is the only possibility, so the myopic computation of one-step VOI

is optimal in these states s0, 1-step-LA(s0; xn) = Q�(s0; xn).

After comparing with C(s0; bestf ), VOI(s0) = ��(s0). The same explanation ap-

plies to the MC+InfoGainCost methods for this problem, because their policy � has

Q�(s0; xn) = Q�(s0; xn); in the states s0 where there is only one unmeasured attribute.

This is a trivial result that holds in general: for any state s with a single attribute

xn left to measure, and for any policy that classi�es in the cheapest class after mea-

suring xn, we have Q
�(s; xn) = Q�(s; xn): There could be more than one such policy

if there is a tie among classi�cation actions in the leaves.

Laplace correction can be applied to the probabilities P (yjs) and P (xn = vjs) as
in equations 3.1 and 3.2. These can then be used in the computation of bestf and

x�n in Table 3.2. The Laplace correction has no e�ect on the policy computed in the

above example.

In General, the VOI Policy is Not Optimal

Because the one-step lookahead values are based on classi�cations in the resulting

states s0, and the classi�cation costs overestimate the optimal value function,

C(s0; bestf ) � V �(s0) def
= min

xn2A(s0)

�
C(s0; bestf ); Q�(s0; xn)

	
;

it follows that 1-step-LA(s; xn) � Q�(s; xn). Therefore the choice of actions of the

VOI policy is not optimal. Indeed,

VOI(s) = arg min
fk;xn2A(s)

fC(s; fk); 1-step-LA(s; xn)g ;

while

��(s) = arg min
fk;xn2A(s)

fC(s; fk); Q�(s; xn)g ;

so there is no guarantee that the VOI policy is optimal. Of course, to prove that a

policy is suboptimal we need to compare its value function with the optimal value

function in the start state, V �(s0), because there can be several tied optimal policies.
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The proof that the value of the VOI policy overestimates the optimal value function

V � is more complicated. Let � = VOI, and let V � be the value function of the VOI

policy. Let s be a state reached by the VOI policy. There are two cases in which the

VOI policy can be suboptimal:

1. it stops testing too early, that is �(s) = bestf , while ��(s) = xn. Because

V �(s) < C(s; bestf ) = V �(s), it can be proven by induction that V �(s0) <

V �(s0), where s0 is the start state. In this case � = VOI is suboptimal.

2. it chooses the wrong attribute to test, that is, �(s) = x1, �
�(s) = x2, and

x1 6= x2. Nevertheless, the two policies may still be equally good (i.e., V �(s0) =

V �(s0)), if subsequent attributes measured by � improve its value.

We present an example of case 1, where the one-step VOI policy is not opti-

mal. Consider the case where there are two binary attributes x1 and x2, and the

class y is the XOR function, y = x1 
 x2. Assume there are equal numbers of ex-

amples for each combination of attributes. The attribute costs are c1 and c2, with

0 < c1 < c2, and the misclassi�cation costs are zero if ŷ = y and m if ŷ 6= y,

with c1 + c2 < 0:5 � m: In s0, before any attributes are measured, P (y) = 0:5, so

both classi�cation actions are equally expensive, with C(s0; bestf ) = 0:5 �m. After

measuring either attribute, the class probabilities do not change, so in the resulting

states s0, C(s0; bestf ) = C(s0; bestf ). Therefore the one-step lookahead values are

1-step-LA(s0; x1) = c1 + C(s0; bestf ) and 1-step-LA(s0; x2) = c2 + C(s0; bestf ), with

1-step-LA(s0; x1) < 1-step-LA(s0; x2) (so x1 is cheaper according to the 1-step-LA).

Because C(s0; bestf ) < 1-step-LA(s0; x1) = c1+C(s0; bestf ), that is, in s0 classifying

is cheaper than testing the best attribute and classifying afterwards, the one-step VOI

policy chooses to classify in s0, and VOI(s0) = bestf . The value of the VOI policy in s0

is C(s0; bestf ). On the other hand, the optimal policy achieves perfect classi�cation

after measuring both attributes, and V �(s0) = c1 + c2. By construction, this is less

than C(s0; bestf ) = 0:5 �m. Therefore the VOI policy is not optimal (and would not

be optimal even if the attributes had equal costs).
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In practice, when learning from data, what matters is not how close the one-step

VOI policy comes to the optimal policy on the training data, but how close it gets to

the optimal policy on the true underlying distribution of the data. Being suboptimal

on the training data may reduce over�tting and trigger better performance on a

di�erent sample (in particular, the test set).

The same reasoning applies to show that the VOI policy may stop testing earlier

than the InfoGainCost methods. In the case of the XOR example, greedy policies

selecting attributes based on InfoGain will be able to compute the optimal policy even

if the information gain of each attribute is zero, because they keep testing attributes

until the C4.5 stopping conditions are satis�ed.

3.5 Implementation Details for Greedy Algorithms

In our implementation, we break ties following this rule: classifying is preferred to

testing attributes. In the case of ties among classi�cation actions, we prefer the class

with the lowest index; and in case of ties among attributes, we break the tie in favor

of the attribute with the lowest index.

If there are no training examples traveling down to state s [ fxn = vg, that is,
P (xn = vjs) = 0, then we ignore that branch in the calculation of InfoGain(s; xn)

and 1-step-LA(s; xn), and the state s [ fxn = vg will be classi�ed into the best class

of state s, bestf . For the InfoGainCost methods, bestf is the majority class; for the

MC+InfoGainCost methods and for the one-step VOI, bestf is the class with the

minimum expected cost.

For InfoGainCost and MC+InfoGainCost methods, we used information gain, and

not C4.5's information gain ratio, because we discretized the attributes in at most

three levels, so we do not have the risk of attributes over-splitting the data.

The InfoGainCost methods were designed to solve a di�erent problem, one that

maximizes accuracy while minimizing attribute costs. We still study them in our

CSL framework, which considers both test costs and misclassi�cation costs. But of

course in our CSL framework, we always evaluate a policy using both test costs and
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misclassi�cation costs.

3.6 Summary

We described several greedy algorithms that construct suboptimal policies based on

a limited lookahead. The next chapter describes systematic search algorithms that

produce optimal policies (optimal on the training data).
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CHAPTER 4

SYSTEMATIC SEARCH FOR DIAGNOSTIC POLICIES

This chapter describes a systematic search algorithm that computes an optimal

cost-sensitive diagnostic policy, optimal with respect to the training data. The natural

search process for this optimal policy is in the space of AND/OR graphs, and the

algorithm is called AO�. This algorithm belongs to the family of best-�rst algorithms

guided by admissible heuristics. As Hansen points out in [25], heuristic search has

an advantage over dynamic programming methods when searching from a given start

state, because it computes an optimal policy but it does not need to evaluate the

entire state space.

In this chapter, we introduce notations for AND/OR graphs, we de�ne an admis-

sible heuristic, and we describe the implementation of the AO� algorithm for CSL

problems. The search process is guided by a lower and an upper bound to the op-

timal value function. These bounds provide signi�cant cuto�s in the search space.

The bounds correspond to value functions computed for an optimistic and a realistic

policy. The realistic policy is of particular interest, because we may stop the search

process at any time and return this policy.

Because we aim to avoid over�tting, we introduce several regularizers into the AO�

algorithm. As a result, AO� with regularization will no longer compute an optimal

policy on the training data, but rather a policy whose quality will hopefully be better

on the test data. These regularizers modify AO� by (a) imposing a memory limit

on the search space, (b) computing probabilities using the Laplace correction, (c)

pruning the search space in various ways, and (d) stopping training early using a

holdout set. We also initialized the AO� search graph with a greedy policy (any of

the MC+InfoGainCost methods), which may speed up the search, without changing

the �nal policy.
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FIGURE 4.1: The AND/OR search space is a directed acyclic graph (DAG). This
�gure shows part of the AND/OR graph for a classi�cation problem with 3 binary
attributes (e.g., BMI, Glucose, and Insulin); \classify" is the terminal action choosing
among several class labels (e.g., Healthy, Diabetes Type I, and Diabetes Type II).
OR nodes have a choice between classifying and measuring one of the remaining
attributes. If classi�cation is chosen, the OR node is called a leaf node (marked by
the solid square). AND nodes (marked by arcs) specify the outcomes of the tests;
all test results must be considered. The OR node with state fx1 = 0; x2 = 0g was
generated for the �rst time on the leftmost branch, by measuring �rst x1, then x2.
The branch measuring x2 = 0 then x1 = 0 points to the same OR node. When the
same test results are obtained in a di�erent order, a single OR node is stored in the
graph.

4.1 AND/OR Graphs

Figure 4.1 shows a simple AND/OR graph. An AND/OR graph is a directed graph

composed of two kinds of nodes, AND nodes and OR nodes. The root of the graph is

an OR node. Every OR node has out-going links to AND nodes which are called the
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children of the OR node. Every AND node has out-going links to OR nodes, which

are called the children of the AND node.

In cost-sensitive learning, an OR node corresponds to a state s in the CSL MDP.

It stores a representation of s, a current policy �(s), which speci�es what action to

take in state s, and a current value function V (s). (Below, we will describe other

information stored in the OR nodes.) The root OR node corresponds to the start

state s0 = fg.
Each AND child of an OR node represents one of the possible measurement actions

xn 2 A(s) that can be taken in s. Each AND node stores Q(s; xn), the expected cost

of measuring xn and then continuing with the current policy. Each OR child of an

AND node represents one of the possible states s0 = s [ fxn = vg that results from
measuring attribute xn; for each value v of the attribute there is a state s0.

If the current policy in an OR node chooses a classi�cation action instead of a

measurement action, then we will say that the OR node is classi�ed. A classi�ed

OR node will always be classi�ed into the best class according to the training data:

�(s) = bestf = argminfk C(s; fk).

A complete diagnostic policy consists of a subtree of the AND/OR graph. The

subtree begins at the root OR node and contains only one of its AND children, the

one corresponding to the measurement action xn chosen at the root of the diagnostic

policy. The subtree contains all of the children of the AND node (which correspond

to the possible outcomes of the measurement action). This pattern continues: at

each OR node, only one child is included; at each AND node, all of the children

are included (hence the names!). The leaves of the diagnostic policy correspond to

classi�ed OR nodes.

The AND/OR graph search works by growing the AND/OR graph and updating

the Q values in the AND nodes, the V values and the policy � in the OR nodes until

a termination condition is satis�ed. At termination, the subtree starting at the root

node and selected by the current policy � in each OR node will be a complete optimal

policy for the CSL problem.



56

The graph is initialized by creating the root node and AND children for each of the

possible measurement actions. The graph is then expanded by iteratively choosing

an unexpanded AND node (corresponding, say, to attribute xn), creating an OR node

for each possible outcome v of measuring xn, and creating an unexpanded AND node

for each possible child of those OR nodes. There are two exceptions to this: a)

there are no possible AND children of an OR node, because all possible measurement

actions have been performed, and b) classifying is the cheapest action in an OR node

(though such an OR node may have AND nodes previously expanded and may also

have unexpanded AND nodes). The resulting OR node is called a leaf OR node, and

it must be classi�ed. Hence, at all times, the leaves of the AND/OR graph consist

either of unexpanded AND nodes or of leaf OR nodes.

The current diagnostic policy � is incomplete if it reaches some OR node s such

that �(s) chooses a measurement action that leads to an unexpanded AND node.

It is important to note that the AND/OR graph is not itself a tree. This is because

there may be multiple paths from the root to an OR node. Consider, for example, an

OR node corresponding to the state fx1 = 0; x2 = 0g. This node could be reached

by a path from the root that �rst tests x1 and then tests x2 or by a path that �rst

tests x2 and then tests x1. Hence, the AND/OR graph is a DAG. In general, if an

OR node corresponds to a state s where n attributes have already been measured,

then there can exist up to n! paths from the root to s. Obviously, an important goal

in AND/OR graph search is to �nd the optimal policy without completely expanding

the entire graph.

Every state s corresponds to exactly one OR node in the AND/OR graph, and

each state-action pair (s; xn) corresponds to a child AND node. Because there is a

one-to-one relationship between OR nodes and states, we will denote OR nodes by

their states and use the terms \OR node" and \state" interchangeably. (We store the

OR nodes in a hash table to avoid creating multiple OR nodes for a single state s.)

Similarly, we will use the terms \AND node" and \state-action pair" interchangeably.

We visualize the AND/OR graph as growing downwards. Given a set of training
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examples, it is possible to \drop" them through the AND/OR graph as follows. All

of the examples start at the root node. At each OR node, the examples are \cloned"

and sent down all of the AND children. At each AND node, the examples are sent

to the OR child whose state they match (an example matches a state if the example

agrees with the attribute values de�ning the state). When multiple paths reach an

OR node, the node will receive the same \cloned" training examples along all of them,

and the \clones" can be reunited. Equivalently, we can view each OR node as storing

pointers to the training examples that match its corresponding state.

Suppose that we have expanded the AND/OR graph completely, so that each

leaf is a leaf OR node. We will initialize the current policy � in each node to be

unde�ned. Now imagine that we have \dropped" a set of training examples through

the graph. We can then compute the optimal policy and value function by performing

value iteration over the AND/OR graph. Because the graph is acyclic, we can do this

in a single pass. We start at the leaf OR nodes and classify each such node s into

bestf = argminfk C(s; fk). Then we interleave the following two steps in any order

until we reach the root of the AND/OR graph:

� Find an AND node (s; xn) all of whose OR children have de�ned policies �.

Compute the Q value Q(s; xn) = C(s; xn)+
P

v P (xn = vjs)�V (s[fxn = vg).

� Find an OR node s all of whose AND children have computed their Q values.

Compute the value of classifying s, minfk (Q(s; fk) = C(s; fk)), and the value

of measuring an attribute, minxn2A(s)Q(s; xn), and choose the action with the

smallest Q value. Set the current policy �(s) to this action.

The action �(s0) computed at the root of the AND/OR graph will be the root of an

optimal diagnostic policy. The above computations are equivalent to ExpectiMin, by

replacing AND nodes with EXPECT nodes, and OR nodes with MIN nodes.

The goal of the rest of this chapter is to describe algorithms that selectively expand

the AND/OR graph and that selectively update the current policy � and the current
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Q and V values so that the optimal policy can be found without expanding the entire

AND/OR graph.

At various points in our description, it will be useful to ignore the AND nodes and

view the AND/OR graph as a DAG of OR nodes. For this purpose, we will say that

OR node s1 is a parent of node s2 if s2 can be reached from s1 by traversing exactly

one AND node. Conversely, we will say that s2 is a successor of s1. If at least one

AND node must be crossed to get from s1 to s2, then s2 is a descendant of s1, and s1

is an ancestor of s2.

4.2 AO� Algorithm

4.2.1 Overview of the AO� Algorithm

The AO� algorithm [50] computes an optimal solution graph of an AND/OR graph,

given an admissible heuristic. A heuristic is admissible if it never over-estimates the

optimal cost of getting from a state s to a terminal state.

During its search, AO� considers partial (or incomplete) policies in which not all

nodes have been expanded. The AO� algorithm repeats the following steps: in the

current best partial policy, it selects an AND node to expand; it expands it; and then

it recomputes (bottom-up) the optimal value function and policy of the revised graph.

The algorithm terminates when the best decision in all leaf OR nodes of the current

policy is to classify.

In Nilsson's description of the AO� algorithm, at any given time, only one type of

policy is considered. We call this policy the optimistic policy, �opt. Its value function

V opt is a lower bound on V �. This is enough to compute an optimal policy �� [45].

The optimistic policy �opt is a partial, incomplete policy because it does not end with

all terminal leaf OR nodes, since some of the AND nodes are unexpanded. When �opt

is a complete policy, it is in fact an optimal policy ��.

In our algorithms, it is useful to introduce a second policy, �real, which is called

the realistic policy. Its value function V real is an upper bound on V �. This policy is

always a complete policy, so it is executable at any time after any iteration of AO�,
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FIGURE 4.2: Qopt(s; x) for unexpanded AND node (s; x) is computed using one-
step lookahead and hopt to evaluate the resulting states s0. x is an attribute not yet
measured in state s, and v is one of its values.

while the optimistic policy is only complete when AO� terminates. We will use this

anytime feature of the realistic policy to �nd an optimal stopping point for the AO�

algorithm in a version of early stopping. We also use the realistic values to help choose

which AND nodes to expand.

Basically we expand �opt of the OR node with the largest gap between V real and

V opt (so with the largest uncertainty about V �), weighted by the \popularity" of this

node (how easy is it to reach it from the root, according to �opt; note that this is a

path, because in a given policy there is a single way of reaching an OR node from the

root).

We next introduce the notion of admissible heuristic that estimates the values of

unexpanded AND nodes, and thus guides the search process of which AND node to

expand next.

4.2.2 Admissible Heuristic

Our admissible heuristic provides an optimistic estimate, Qopt(s; x), of the expected

cost of an unexpanded AND node (s; x). It is based on an incomplete two-step

lookahead search (see Figure 4.2). The �rst step of the lookahead search computes

Qopt(s; x) = C(s; x)+
P

s0 Ptr(s
0js; x)�hopt(s0). Here s0 iterates over the states resulting
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from measuring attribute x. The second step of the lookahead is de�ned by the

function hopt(s0) = mina02A(s0)C(s0; a0); which is the minimum over the cost of each

classi�cation action and the cost of each remaining attribute x0 in s0. That is, rather

than considering the states s00 that would result from measuring x0, we only consider

the cost of measuring x0. It follows immediately that hopt(s0) � V �(s0) 8s0, because
C(s0; x0) � Q�(s0; x0) = C(s0; x0) +

P
s00 Ptr(s

00js0; x0) � V �(s00). The key thing to notice

is that the cost of measuring a single attribute x0 is less than, or equal to, the cost

of any policy that begins by measuring x0, because the policy must pay the cost of

at least one more action (classi�cation or measurement) before entering the terminal

state sf .

4.2.3 Optimistic Values and Optimistic Policy

The de�nition of the optimistic Q value Qopt can be extended to apply to all AND

nodes as follows:

Qopt(s; a) =

8>>>>>>>>>>>><
>>>>>>>>>>>>:

C(s; a)

if a = f (a classi�cation action)

C(s; a) +
P

s0 Ptr(s
0js; a) � hopt(s0)

if (s; a) is unexpanded

C(s; a) +
P

s0 Ptr(s
0js; a) � V opt(s0)

if (s; a) is expanded

where V opt(s)
def
= mina2A(s)Qopt(s; a).

The optimistic policy is �opt(s) = argmina2A(s)Q
opt(s; a): Every OR node s stores

its optimistic value V opt(s) and policy �opt(s), and every AND node (s; a) stores

Qopt(s; a). Theorem 4.2.1 proves that Qopt and V opt form an admissible heuristic.

Theorem 4.2.1 For all states s and all actions a 2 A(s), Qopt(s; a) � Q�(s; a); and V opt(s) �
V �(s):

Proof by induction:
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Base case for Qopt: If a is a classi�cation action f , then Qopt(s; f) = C(s; f) =

Q�(s; f). If (s; a) is unexpanded, then Qopt(s; a) = C(s; a)+
P

s0 Ptr(s
0js; a)�hopt(s0) �

C(s; a) +
P

s0 Ptr(s
0js; a) � V �(s0) = Q�(s; a), because hopt(s0) � V �(s0).

Base case for V opt: If all attributes were measured in state s, then classifying is

only possibility, so V opt(s) = minf C(s; f) = V �(s):

Let su be any state all of whose AND nodes (su; a) are unexpanded. Then

V opt(su) � V �(su) follows from the base case of Qopt.

Any other state se in the graph has at least one AND node (se; a) previously

expanded. Let sc be any of the resulting states of (se; a).

Induction hypothesis: If V opt(sc) � V �(sc);8sc, then Qopt(se; a) � Q�(se; a), 8a 2
A(se), and V opt(se) � V �(se).

We only need to consider the case of an expanded action a 2 A(se), because the

other situations are covered by the base case of Qopt. By de�nition, Qopt(se; a) =

C(se; a) +
P

s0 Ptr(s
0jse; a) � V opt(s0). Because s0 is one of the resulting states of

(se; a), we can apply the induction hypothesis with sc = s0, so V opt(s0) � V �(s0),

hence Qopt(se; a) � Q�(se; a). It follows that Qopt(se; a) � Q�(se; a);8a 2 A(se), and

V opt(se) � V �(se). Q.E.D.

4.2.4 Realistic Values and Realistic Policy

We also introduce an upper bound, V real(s), which is an overestimate of the value of

the optimal policy rooted at s. Every OR node s stores a realistic value V real(s) and

policy �real(s), and every AND node (s; a) stores a realistic Q value, Qreal(s; a). For

a 2 A(s) de�ne

Qreal(s; a) =

8>>>>>>>>><
>>>>>>>>>:

C(s; a)

if a = f (a classi�cation action)

C(s; a) +
P

s0 Ptr(s
0js; a) � V real(s0)

if (s; a) is expanded

ignore if (s; a) is unexpanded



62

and V real(s) = mina2A0(s)Q
real(s; a); where the set A0(s) is A(s) without the unex-

panded actions. The realistic policy is �real(s) = argmina2A0(s)Q
real(s; a):

In the current graph expanded by AO�, assume that we ignore all unexpanded

AND nodes (s; a). We call this graph the realistic graph. The current realistic policy

is the best policy (according to the training data) from this realistic graph.

Theorem 4.2.2 The realistic value V real is an upper bound: V �(s) � V real(s);8s:

Proof: Base case: By de�nition, a leaf OR node s in the realistic graph has

�real(s) = f , where f is the best classi�cation action in s. Therefore V real(s) =

C(s; f) � V �(s), because we ignore unexpanded AND nodes (s; xn), and it could well

be that C(s; f) � Q�(s; xn). Induction step: The internal nodes in the graph compute

their realistic values using a one-step Bellman backup based on realistic values of the

next states, V real(s) = min
a2A0(s)

[C(s; a) +
X
s0

Ptr(s
0js; a) � V real(s0)]: Q.E.D.

Corollary 4.2.3 If a is an expanded action in state s or a classi�cation action, then

Q�(s; a) � Qreal(s; a):

Proof: If a is a classi�cation action f , then Qreal(s; f) = C(s; f) = Q�(s; f). If a

is an expanded action, the proof is immediate from the de�nition of Qreal(s; a) based

on one-step lookahead, and using Theorem 4.2.2 in the resulting states s0. Q.E.D.

4.2.5 Selecting a Node for Expansion

In the current optimistic policy �opt, we choose to expand the unexpanded AND node

(s; �opt(s)) with the largest impact on the root, de�ned as

argmax
s

[V real(s)� V opt(s)] � Preach(sj�opt);

where Preach(sj�opt) is the probability of reaching state s from the root, following

policy �opt. The di�erence V real(s) � V opt(s) tells how much we expect the value of

state s to change if we expand �opt(s).
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The rationale for this heuristic is based on the observation that AO� terminates

when V opt(s0) = V real(s0). Therefore, we want to expand the node that makes the

biggest step toward this goal.

4.2.6 Our Implementation of AO� (High Level)

Our implementation of AO� is the following:

repeat

select an AND node (s; a) to expand (using �opt; V opt; V real).

expand (s; a).

do bottom-up updates of Qopt; V opt; �opt and of Qreal; V real; �real.

until there are no unexpanded nodes reachable by �opt.

It is also possible to expand more AND nodes per iteration. We did not explore

this.

The only way the value function of a state s changes is if one of its descendants

sd has changed its value.

Theorem 4.2.4 For all states s in the graph expanded so far, subsequent iterations

of AO� increase their optimistic values: V opt
i (s) � V opt

i+1(s):

Proof: For optimistic values, any change in V opt is triggered by the expan-

sion of an AND node. Say unexpanded AND node (sd; a) was chosen for expan-

sion during iteration i of the AO� algorithm; then �opti (sd) = a and V opt
i (sd) =

Qopt
i (sd; a) = C(sd; a) +

P
s0 Ptr(s

0jsd; a) � hopt(s0). After expansion, Qopt
i+1(sd; a) =

C(sd; a) +
P

s0 Ptr(s
0jsd; a) � V opt

i+1(s
0); where s0 are the states in the newly created

OR nodes (i.e., the children of the AND node (sd; a)), so all their AND node chil-

dren, if any, are currently unexpanded. Therefore V opt
i+1(s

0) = mina02A(s0)Q
opt
i+1(s

0; a0) �
mina02A(s0)C(s0; a0) = hopt(s0); which implies Qopt

i (sd; a) � Qopt
i+1(sd; a). Since only the

Qopt value of AND node (sd; a) has changed in state sd, we have V
opt
i (sd) � V opt

i+1(sd)

and this can only trigger an increase (or no change) in V opt in the ancestors of state

sd. Q.E.D.
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Theorem 4.2.5 For all states s in the graph expanded so far, subsequent iterations

of AO� decrease their realistic values: V real
i+1 (s) � V real

i (s):

Proof: For V real, the change comes after the expansion of an unexpanded AND

node (sd; au). V
real
i (sd) = mina2A0(sd)Q

real
i (sd; a), where the set of actions A

0(sd) in-

cludes classi�cation actions and previously expanded attributes (if any). After the ex-

pansion of au, A
0(sd) will include au, and V real

i+1 (sd) = min(V real
i (sd); Q

real
i+1 (sd; au)) �

V real
i (sd) and this can only trigger a decrease (or no change) in V real in the ancestors

of state sd. Q.E.D.

Theorem 4.2.6 For an unexpanded AND node (s; a), if V real(s) < Qopt(s; a), then

action a does not need to be expanded (so it can be pruned).

Proof: In this case, V opt(s) � V �(s) � V real(s) < Qopt(s; a) � Q�(s; a). So

V opt(s) < Qopt(s; a)) �opt(s) 6= a, and V �(s) < Q�(s; a)) ��(s) 6= a. This theorem

shows that our heuristic provides a cuto� in node expansions when there exists a

complete policy �real with smaller expected cost. Note that in future iterations of

AO�, V real can stay the same or it can decrease (Theorem 4.2.5), so it remains cheaper

than Qopt(s; a). Q.E.D.

The AO� algorithm can be viewed as an \anytime" algorithm. If we want to stop

the algorithm after a certain number of nodes have been expanded or if we run out

of memory, then we can return the realistic policy �real computed up to that point.

4.2.7 AO� for CSL Problems, With an Admissible Heuristic, Converges
to the Optimal Value Function V �

As more nodes are expanded, the optimistic values V opt increase, becoming tighter

lower bounds to the optimal values V �, and the realistic values V real decrease, be-

coming tighter upper bounds. They converge to the value of the optimal policy on the

training data: V opt(s) = V real(s) = V �(s), 8s reachable by ��. When �opt becomes

a complete policy (so all the leaf OR nodes in �opt are classi�ed), it is equal to �real

because it is the best complete policy in the graph, and it is actually ��.
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Theorem 4.2.7 If hopt is an admissible heuristic, then the AO� algorithm for CSL

problems converges to an optimal policy ��, and V opt(s0) = V �(s0).

The proof is based solely on V opt, because V real is not necessary for the conver-

gence of AO�. The stopping condition does not depend on V real, and we could expand

AND nodes (s; �opt(s)) in state s with maxs V
opt(s)� Preach(sj�opt).

In the worst case, AO� does exhaustive search (in a �nite graph) until its �opt

becomes a complete policy, so the algorithm always converges.

When AO� converges, its �opt is a complete policy. In the following, by V opt(s) we

denote the optimistic values, when the algorithm terminates, of the states s reachable

by �opt.

Proof by induction:

Base case

The leaf OR nodes s of �opt are classi�ed, so V opt(s) = C(s; bestf ) = mina2A(s)Qopt(s; a).

Therefore C(s; bestf ) � Qopt(s; a);8a 2 A(s). In Theorem 4.2.1 we proved that be-

cause hopt is an admissible heuristic, Qopt(s; a) � Q�(s; a);8a 2 A(s). Therefore

C(s; bestf ) � Q�(s; a);8a 2 A(s), which implies V �(s) = C(s; bestf ) = V opt(s). This

proves that in the leaves s of �opt, V opt(s) = V �(s).

Induction hypothesis

Let s be a state in an internal node of �opt, such that all its successor OR nodes

s0 through �opt have V opt(s0) = V �(s0). Then V opt(s) = V �(s).

Let �opt(s) = a, therefore V opt(s) = Qopt(s; a). Because s is an internal node

of �opt, it follows that (s; a) was expanded, and by de�nition Qopt(s; a) = C(s; a) +P
s0 Ptr(s

0js; a)� V opt(s0). Because the induction hypothesis assumes that V opt(s0) =

V �(s0), we have Qopt(s; a) = Q�(s; a).

V opt(s) = Qopt(s; a) impliesQopt(s; a) � Qopt(s; a0);8a0 2 A(s): Because Qopt(s; a0) �
Q�(s; a0);8a0 2 A(s), according to Theorem 4.2.1, it follows that Qopt(s; a) =

Q�(s; a) � Qopt(s; a0) � Q�(s; a0);8a0 2 A(s). Therefore Q�(s; a) � Q�(s; a0);8a0 2
A(s), so V �(s) = mina02A(s)Q�(s; a0) = Q�(s; a): Since V opt(s) = Qopt(s; a) )
V opt(s) = V �(s):
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We proved that for all states s reached by the optimistic policy �opt when AO�

terminates, V opt(s) = V �(s): Therefore this policy is an optimal policy. Because the

initial state s0 is part of any policy, therefore also of this policy, we have V opt(s0) =

V �(s0). Q.E.D.

Corollary 4.2.8 When algorithm AO� terminates, V opt(s) = V real(s) = V �(s) for

all states s reached by ��, and �opt(s) = �real(s) = ��(s).

Proof: The proof that �opt(s) = �real(s) at convergence follows immediately from

the fact that �opt is now a complete policy. More precisely, it is the best complete

policy in the graph expanded so far. Therefore it is equal to the realistic policy (since

both policies break ties in the same way). And we already showed that the optimistic

policy is an optimal policy ��. Q.E.D.

4.2.8 Pseudocode and Implementation Details for the AO� Algorithm

In our current implementation, we store more information than necessary, but this

makes the description and the implementation clearer. We store Q, V , �, though it

would be enough to store just the Q function, because the policy � and the V function

can be computed from Q.

4.2.8.1 Data Structures

An OR node stores

� the corresponding state s,

� the best classi�cation action in s, bestf according to the training data, and its

expected cost C(s; bestf ) = minfk C(s; fk) (We store these so we do not have to

compute them repeatedly.),

� the current optimistic policy, �opt(s), and its optimistic value, V opt(s),

� the current realistic policy, �real(s), and its realistic value, V real(s),
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� a ag that marks this node as solved,

� a list of (pointers to) children AND nodes, for all attributes not yet measured

in s, and

� a list of (pointers to) parent OR nodes, along with markers set to 1 if s is reached

by �opt(parent).

Because our graph is a DAG and we do not want to generate the same OR node

multiple times, the OR nodes are stored in a hash table. Before generating a new OR

node with state s, we double check, using the measured attributes of state s, that

such an OR node does not exist already. If it does, we only update the links to its

parents.

An AND node (s; a) stores

� the action a that measures attribute xn,

� a ag that marks this node as expanded or not (it also marks if the AND node

was pruned by the statistical pruning regularizer SP, see below),

� the optimistic Q-value, Qopt(s; a),

� the realistic Q-value, Qreal(s; a),

� a vector of probabilities for each of the possible values v of attribute xn, P (xn =

vjs), computed from the training data (We store these probabilities because they

will be used in future updates of the value functions.), and

� a vector of (pointers to) children OR nodes corresponding to states s[fxn = vg.

An AND node (s; xn) does not need to store the state s, because it is stored in the

parent OR node.
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TABLE 4.1: Pseudocode for the AO� algorithm.

function AO�(int Mem-limit) returns a complete policy.

iteration i = 0;

Memory = 0;

create hash-table;

(1) OR node * root = create-OR-node(s0, (OR Node *) 0, hash-table, Memory);

(2) while ((Memory < Mem-limit) && (root not solved))f
i++;

(3) in current �opt, select fringe OR node s with

AND node (s; a) to expand (�opt(s) = a).

(4) expand AND node (s; a) by creating children OR nodes s0.

update A0(s) with the newly expanded action a, A0(s) = A0(s) [ fag.
(5) do bottom-up updates of Qopt; V opt; �opt for s and its ancestors.

(6) do bottom-up updates of Qreal; V real; �real for s and its ancestors.

g
return last �real.

4.2.8.2 Pseudocode

Table 4.1 gives the pseudocode for the AO� algorithm, and we will describe each step

of it. Step (1) is described in Table 4.2, step (4) in Table 4.3 and steps (5) and (6) in

Tables 4.4 and 4.5.

Step(1): Creating a New OR Node

First we compute the classi�cation action bestf with the minimum expected cost in

state s, using the class probabilities estimated from the training data (see equation 2.7,

C(s; fk) =
P

y P (yjs) �MC(fk; y)). We initialize the realistic policy to be bestf and
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TABLE 4.2: Creating a new OR node. If s = s0 (for the root node), there is no
parent.

function create-OR-node(state s, OR node * parent, hash-table, int & Memory)

returns an OR node.

compute bestf in s, bestf = argminfk C(s; fk),

and set �real(s) = bestf ; V
real(s) = C(s; bestf ).

A(s) = fclassi�cation actions and attributes not measured in sg:
A0(s) = fclassi�cation actionsg:
for every attribute a not measured in s, compute

Qopt(s; a) = C(s; a) +
P

s0 Ptr(s
0js; a) � hopt(s0):

�opt(s) = argmina2A(s)Qopt(s; a), V opt(s) = mina2A(s)Qopt(s; a).

if (�opt = bestf )

solved = 1.

else

solved = 0;

for every attribute a not measured in s,

if Qopt(s; a) < C(s; bestf )

create AND node (s; a):

else

remove a from A(s).

if (parent)

add parent to the list of parents.

create OR node n.

store pointer to OR node n in the hash-table.

update Memory by counting memory for OR node n

and its children AND nodes.

return OR node n.
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the realistic value V real(s) to be its cost.

Then, for every attribute a not yet measured in s (if any), we compute Qopt(s; a)

using the optimistic heuristic hopt in the resulting states s0. Then we compute

the optimistic policy choosing between the best classi�cation action (recall that

Qopt(s; bestf ) = C(s; bestf )) and the attribute with the smallest heuristic estimate.

We break ties following the rules in section 4.2.8.3.

If �opt = bestf (so V opt(s) = C(s; bestf )), then we do not need to store any of

the AND nodes (here, the optimistic heuristic provides some cuto�), and the newly

created OR node will be marked as solved. Otherwise, a new AND node is created

for each attribute a whose Qopt(s; a) is strictly less than the expected cost of bestf .

If C(s; bestf ) � Qopt(s; a), then the AND node (s; a) does not need to be stored

(admissible heuristic cuto�), since according to Theorem 4.2.1 Qopt(s; a) � Q�(s; a),

therefore C(s; bestf ) � Q�(s; a), and because we break ties in favor of classifying,

��(s) 6= a. If such an (s; a) were to be expanded, its Qopt(s; a) could only increase,

and it will never beat C(s; bestf ), so a will never become �opt(s).

When creating an AND node (s; a), we set its action a, we mark it as unexpanded

(expanded = 0), and we store its computed Qopt(s; a), we store a default value for

Qreal(s; a) (since the AND node is unexpanded, its realistic value is not de�ned), and

we compute the probability distribution P (a = vjs) from the training data.

If the call to create-OR-node speci�es a parent, then we add this parent to the

list of parents of the new OR node. We �nally create the new OR node with state

s, bestf and its expected cost, �opt and V opt, �real and V real, solved, children AND

nodes and updated list of parents. We add the newly created OR node to the hash

table (using the values of the measured attributes in state s as the hashing function).

The global variable Memory keeps track of the total amount of memory consumed

by the AND/OR graph. When updating Memory, we count the memory used by this

OR node, its AND children (if any), the memory to store a link to its parent and to

store a pointer to this OR node in the hash-table.

The root gets added to the hash-table as the �rst OR node created. For all other
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OR nodes, we �rst check that they are not already in the hash-table, before storing

them.

Step(2): OR Node Becomes Solved

In the following, we explain what it means for an OR node to be solved. This is a

general concept, though in step (2) of Table 4.1 it is applied for the root node. An

OR node becomes solved when all its children OR nodes, reached by �opt, are solved.

The base case for this recursive de�nition is a leaf OR node with state s, which is

solved when �opt(s) = bestf . This leaf OR node is called a terminal leaf, because the

classi�cation action deterministically transitions from s to the terminal state sf .

De�nition 4.2.1 An OR node with state s is solved if it is a leaf OR node and

�opt(s) = bestf , or if it is an internal OR node and all its children OR nodes, reached

by �opt, are solved.

Once an OR node s becomes solved, it stays solved. Indeed, its optimistic policy

is a complete policy, the best one in the subgraph rooted at this OR node. With a

proof similar to Theorem 4.2.7, it can be shown by induction that �opt(s) = ��(s),

starting with the leaf nodes that have optimal classi�cation actions. After updating

the OR node's realistic value, we will also have �real(s) = �opt(s) = ��(s); because

�opt is the best complete policy in the graph expanded so far, and therefore it is the

realistic policy. The solved node stays solved because its choice for �opt will not be

changed, as we see in the code for selecting the AND node to expand.

Step(3): Select Node to Expand

We traverse the current optimistic policy �opt depth-�rst, keeping track of the leaf

OR node s with unexpanded �opt(s) having the largest score

h
V real(s)� V opt(s)

i
� Preach(sj�opt):

In fact, we are interested in the leaf OR node s, though we expand its AND node

(s; �opt(s)); the reason for this will become apparent in the description of the next
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steps of the AO� algorithm.

The OR node returned by the depth-�rst search of �opt is called a fringe node.

Since the root is not solved, there must be at least one unexpanded AND node in

�opt, so the fringe node exists. In case there are multiple leaf nodes tied for the best

score, we return the �rst one reached in the depth-�rst traversal of �opt, though we

do have to visit all (nonterminal) leaf nodes of �opt.

In general, note that an OR node s is a leaf with respect to a particular policy �,

in the sense that the AND node (s; �(s)) is unexpanded, though in the graph this OR

node may have other AND child nodes, measuring other attributes, already expanded.

Preach(sj�opt) can be computed by counting the number of training examples

reaching state s divided by the total number of training examples. This is due to

the fact that in any policy � reaching state s, the probability Preach(sj�) is indepen-
dent of the order in which the attributes in s are measured. Preach(sj�) is independent
of the policy | the proof is immediate using the chain rule for probabilities and the

commutativity and associativity of the multiplication operation. In fact, Preach(sj�)
is equal to the state probability P (s), de�ned as the fraction of training examples that

match state s. So all paths reaching a state s from the root have the same probability.

We can stop the search down a branch of �opt if we �nd a solved OR node, because

the optimistic policy under that node is complete (all its leaf OR nodes are classi�ed),

therefore there are no unexpanded AND nodes in it. This proves that once an OR

node becomes solved, it stays solved. It also makes the implementation more e�cient.

Step(4): Expand AND Node

Table 4.3 shows the details for expanding an AND node (s; a). The probability

P (a = vjs) has been computed and stored in the AND node at its creation. If the

child OR node with state s0 = s [ fa = vg was already created, then it is stored in

the hash-table, and it is su�cient to mark the connector from the child OR node to

its parent fringe OR node as being part of the optimistic policy (this is useful for

future updates of optimistic values and policy). Otherwise, we need to create a new
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TABLE 4.3: Expanding AND node (s; a) of fringe OR node with state s.

function expand-AND-node(OR node * fringe, hash-table, int & Memory).

s = state of fringe OR node.

a = �opt(s):

for every value v of attribute a

if (P (a = vjs) > 0)

let state s0 = s [ fa = vg:
if (state s0 is already in the hash-table)

let child be its OR node.

add fringe to the child's list of parent OR nodes.

mark the link/connector child-fringe as being part of �opt.

update Memory to count the link to this new parent.

else

OR node * child = create-OR-node(s0, fringe, hash-table, Memory).

add child with state s0 as a child OR node for AND node (s; a):

mark AND node (s; a) as expanded (expanded = 1).

else

do not store anything.

when evaluating policy on test or validation data, classify examples

reaching s0 = s [ fa = vg into the same class as bestf in state s.
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OR node. In either case, the child OR node with state s0 is added below the AND

node (s; a), corresponding to the outcome a = v.

Note that if the probability of reaching state s0 from state s is zero according to

the training data (Ptr(s
0js; a) = P (a = vjs) = 0), then we do not add an OR node.

When we evaluate additional data points and if some of them travel down the policy

from state s to state s0, we will classify them into the best classi�cation action of

state s.

Step(5): Bottom-up Updates of Optimistic Values and Policy

For both optimistic and realistic updates, Vi+1(s) are the new values at the end of

iteration i+ 1. All states s in the graph whose values were not modi�ed in iteration

i + 1 have Vi+1(s) = Vi(s). The same holds true for Q values and policies. The

changes propagate from bottom-up, so when updating the value of state s we already

computed the value Vi+1 of its children states. The action set A(s) of valid actions

in any state s does not change from one iteration of AO� to another.

Table 4.4 details the updates of optimistic values and policies. Starting with the

fringe node, we propagate changes in the optimistic values upward in the graph by

pushing OR nodes, which can be a�ected by these changes, onto a queue (called the

optimistic queue in order to di�erentiate it from the queue used for realistic updates).

Only the Q values for expanded AND nodes need to be updated, based on the al-

ready computed V opt of their children OR nodes. For every OR node in the optimistic

queue, it is necessary to perform the updates for all its expanded AND nodes.

After updating the Q values, we recompute �opt and V opt. If the optimistic policy

has changed, we need to mark its new successor OR nodes as being reachable by

�opt, and unmark the connectors for the old policy �opt. It is important to have a

marker between a child OR node and its parent OR node, if the child is reached from

the parent by following �opt. These markers, which are similar to reversed links, will

be useful after children OR nodes update their V opt and these changes need to be

propagated to their marked parents, which will be pushed onto the optimistic queue.
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TABLE 4.4: Updating V opt, Qopt and �opt after the expansion of �opt in fringe OR
node.

function optimistic-update(OR node * fringe).

push fringe OR node onto the optimistic queue.

while (optimistic queue not empty)f
pop OR node n with state s from the optimistic queue.

recompute Qopt(s; a) for all expanded AND nodes (s; a),

Qopt
i+1(s; a) := C(s; a) +

P
s0 Ptr(s

0js; a) � V opt
i+1(s

0).

for unexpanded AND nodes (s; a), and for a = bestf ,

Qopt
i+1(s; a) := Qopt

i (s; a):

�opti+1(s) := argmina2A(s)Q
opt
i+1(s; a), V

opt
i+1(s) := mina2A(s)Q

opt
i+1(s; a).

if (�opti+1(s) = bestf )

mark OR node n as solved.

else

if (AND node (s; �opti+1(s)) is expanded)

mark all its child OR nodes as being reachable by �opt from node n.

if (�opti (s)) 6= �opti+1(s)))

mark all the child OR nodes of �opti (s) as unreachable by �opt from

node n.

if (all successor OR nodes through �opti+1 are solved)

label OR node n as solved.

if ((OR node n solved) or (V opt
i+1(s) > V opt

i (s)))

push onto the optimistic queue all marked parents of OR node n.

g
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If an OR node becomes solved, or its V opt changes (which can only be an increase

in value, according to Theorem 4.2.4), then all its marked parents get pushed onto the

optimistic queue. The connectors to the parent OR nodes were marked as being part

of �opt in previous iterations of AO�. Such a marked OR node gets pushed only once,

per iteration, onto the optimistic queue, because its �opt speci�es only one action,

therefore a single child OR node will push it.

The optimistic updates are triggered by expanding an AND node of the fringe

OR node sd. After expanding the AND node (sd; a) by creating its OR children,

we update its Qopt(sd; a) value (which was initially computed using the admissible

heuristic hopt). If this leads to an increase in V opt(sd), then this increased value needs

to be propagated in the graph expanded so far, to all the ancestors of the fringe OR

node that can be a�ected by it.

The trick that saves computation time, instead of updating all ancestors of state

sd, is to update only those ancestors that reach state sd through their optimistic poli-

cies. Because their descendants' optimistic values have increased (assuming V opt(sd)

has increased), they may only inuence V opt of their ancestors if they are reached by

optimistic policies, otherwise there already exist other actions with smaller Qopt than

theirs. This e�cient way of computing V opt is correct because at the end of each AO�

iteration, every OR node in the graph has the correct �opt and V opt.

If V opt
i (sd) < V opt

i+1(sd), we push onto the optimistic queue each parent OR node of

state sd whose link/connector is marked as being part of some �opt. These parents,

when their turn to be updated comes, will push their marked parents onto the queue,

and this continues until the queue is empty.

Step(6): Bottom-up Updates of Realistic Values and Policy

Table 4.5 details the updates of realistic values and policies. After expanding an AND

node (s; a) and computing its Qreal(s; a), it is necessary to recompute the V real(s)

value of its parent OR node. If this results in a decrease (Theorem 4.2.5 shows that

realistic values decrease or stay the same), then this needs to be propagated to the
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TABLE 4.5: Updating V real, Qreal and �real after the expansion of �opt in fringe OR
node.

function realistic-update(OR node * fringe).

push fringe OR node onto the realistic queue.

while (realistic queue not empty)f
pop OR node n with state s from the realistic queue.

recompute Qreal(s; a) for all expanded AND nodes (s; a),

Qreal
i+1 (s; a) := C(s; a) +

P
s0 Ptr(s

0js; a) � V real
i+1 (s

0).

ignore unexpanded AND nodes (s; a).

for a = bestf , Q
real
i+1 (s; a) := Qreal

i (s; a) = C(s; bestf ):

�reali+1 (s) = argmina2A0(s)Q
real
i+1 (s; a), V

real
i+1 (s) = mina2A0(s)Q

real
i+1 (s; a).

if (V real
i+1 (s) < V real

i (s))

push onto the realistic queue all parents of OR node n.

g
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ancestor OR nodes of OR node s. We again employ a queue to do this, called the

realistic queue. Unlike with V opt, we cannot employ the time-saving trick of only

updating OR nodes that reach the fringe OR node by following an optimistic policy.

When V real(s) decreases, this, in turn, decreases the Qreal in ancestors of s, and the

corresponding actions may become �real in their nodes. Therefore we must push all

of the ancestor OR nodes of state s onto the realistic queue. It is possible for an OR

node to be pushed more than once, per iteration, onto the realistic queue.

4.2.8.3 Tie Breaking

As in the previous chapter on greedy search for diagnostic policies, we break ties

following this rule: classifying is preferred to testing attributes, and in case of ties

among classi�cation actions we prefer the one with the lowest index. In case of ties

among attributes, we break the tie in favor of the attribute with the lowest index.

Both optimistic and realistic policies follow these rules for breaking ties.

The code could be improved by selecting a solved AND node in a tie, where an

AND node becomes solved when all its children OR nodes are solved.

This concludes our description of the AO� algorithm. The Appendix A includes

additional notes on our AO� implementation.

4.3 Regularizers

In order to reduce the risk of over�tting the training data, we introduce several regu-

larization techniques. Over�tting tends to occur when the learning algorithm extracts

too much detailed information from the training data. This can occur when the learn-

ing algorithm computes too many probabilities from the data or when the learning

algorithm bases its decisions on only a small number of training examples. The most

extreme case arises when AO� decides that a node in the graph has probability 0 of

being reached because none of the training examples reach that node.

The risk of over�tting increases as AO� expands more nodes. There are several

reasons. First, each additional expansion requires computing additional probabilities
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from the training data. Second, additional expansions may cause the AND/OR graph

to grow deeper, which typically means that fewer training examples are reaching the

newly expanded nodes, so the computed probabilities are based on fewer training

examples. Hence, many of the regularizers that we describe in this section act to

prevent AO� from expanding all of the nodes it would otherwise expand.

Recall that an example matches a state s if the example agrees with the attribute

values de�ning s, as de�ned in Chapter 2. This notion is used in several of the

regularizers below.

4.3.1 Memory Limit

One way to regularize AO� is to set a limit on the amount of memory that the

AND/OR graph can consume. When this memory limit is reached, we terminate

AO� and return the current realistic policy �real.

4.3.2 Laplace Correction (L)

A second way to regularize AO� is to prevent it from interpreting the complete absence

of examples at a node as implying that the node is reached with probability 0. This

can be accomplished by applying a Laplace correction to all probabilities calculated

from the training data.

A Laplace correction of +1 is applied to both class probabilities P (yjs) and tran-

sition probabilities P (xn = vjs) computed from the training data, as described in

equations 3.1 and 3.2, which we rewrite below. Laplace correction does not a�ect the

test data, nor the holdout data. Note that changes in class probability P (yjs) imply
a change in expected cost of classi�cation actions C(s; f). These changes in proba-

bilities (and expected costs of classi�cation actions) induce a change in the MDP.

Let P (yjs) = ny=n be the class probability, where n is the number of training

examples matching state s and out of them, ny examples have class y. Then the

Laplace corrected class probability is PL(yjs) = (ny + 1)=(n + K); where K is the
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number of classes. Intuitively, each class has been given an extra training example.

Let P (xn = vjs) = nv=n be the transition probability, where out of the n training

examples matching state s, nv have value v for attribute xn. With the Laplace correc-

tion, the transition probability becomes PL(xn = vjs) = (nv+1)=(n+Arity(xn). This

is equivalent to creating an extra training example for each value of each attribute.

In the AO� algorithm, whenever a probability is computed from the training data,

and the Laplace option is on, we apply the above Laplace corrections. This causes all

probabilities to be non-zero. As a result, the AND/OR graph usually gets larger.

If the transition probability P (xn = vjs) is zero, in the original AO� code for

expanding the AND node (s; xn) in Table 4.3 we do not create an OR node for state

s0 = s[fxn = vg. But with the Laplace correction this transition probability becomes
greater than zero, and that is why we reach state s0 now. In create-OR-node() for state

s0 of Table 4.2, we classify this node using the Laplace-corrected class probabilities.

4.3.3 Statistical Pruning (SP)

Even though the admissible heuristic can prune parts of the search space, its bene�ts

may be limited (for example, if the attribute costs are small). We would like to prune

additional parts of the search space. The statistical motivation is the following:

given a small training data sample, there are many pairs of diagnostic policies that

are statistically indistinguishable. Ideally, we would like to prune all policies in the

AND/OR graph that are statistically indistinguishable from the optimal policies.

Since this is not possible without �rst expanding the graph, we need a heuristic that

approximately implements the following indi�erence principle:

Indi�erence Principle. Given two diagnostic policies whose values are statisti-

cally indistinguishable based on the training data set, a learning algorithm can choose

arbitrarily between them.

This heuristic is called statistical pruning (abbreviated SP), and is applied in each

fringe node s to the currently unexpanded optimistic policy �opt(s) and the current

realistic policy �real(s). The action speci�ed by �opt(s) (in fact, the AND node
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(s; �opt(s))) will be pruned from the graph if a statistical test cannot reject the null

hypothesis that V opt(s) = V real(s). In other words, between an incomplete policy

�opt and a complete policy �real, we prefer the last one. The statistical test checks if

V opt(s) falls inside a con�dence interval around V real(s).

This is a pruning heuristic applied as the AO�'s AND/OR graph is grown. The

idea is to design a statistical test for pruning an unexpanded AND node (s; a), similar

to the admissible heuristic's pruning when V real(s) � Qopt(s; a). The purpose is to

prune useless nodes, and thereby reduce the size of search space, which may also

reduce over�tting.

When an AND node (s; a) is selected for expansion, we �rst check to see if this

AND node should be pruned instead. If it can be pruned, we mark this AND node

as pruned (expanded = 2). This action will then be ignored in further computations.

In our current implementation, this pruning of actions is irreversible. While we

refer to pruning of AND nodes, note that once an AND node is pruned, the entire

graph that could have potentially been constructed under this node is also pruned.

The SP option modi�es steps (4) and (6) of the AO� algorithm from Table 4.1.

We rewrite the pseudocode for AO�+SP in Table 4.6.

By marking an AND node (s; a) as pruned, the e�ect is that it is eliminated from

the set A(s) of actions valid in state s. Therefore in the updates of Qopt and Qreal, in

steps (5) and (6), we ignore pruned actions. This implies immediately that a pruned

action cannot be part of �opt, and therefore pruned actions will be ignored in step (3)

as well.

We can also free the memory for the pruned AND node, since it no longer matters

in the graph.

When we prune the current �opt(s) = a in the fringe node, we need to recompute

its new optimistic policy �opt(s) from the set of actions A(s)nfag. This may increase
V opt(s) and/or render the fringe node solved, therefore leading to optimistic updates

in its marked ancestors. The code in Table 4.4 can be used without any change.

If the AND node (s; a) of the fringe OR node was pruned, there is no change in the
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TABLE 4.6: Pseudocode for the AO� algorithm with statistical pruning SP.

function AO�+SP(int Mem-limit) returns a complete policy.

iteration i = 0;

Memory = 0;

create hash-table;

(1) OR node * root = create-OR-node(s0, (OR Node *) 0, hash-table, Memory);

(2) while ((Memory < Mem-limit) && (root not solved))f
i++;

(3) in current �opt, select fringe OR node s with

AND node (s; a) to expand (�opt(s) = a).

(4) if ((SP-option = on) and (AND node (s,a) needs pruning))

mark AND node (s,a) as pruned (expanded = 2).

A(s) = A(s)� fag.
do not update A0(s).

free memory for this AND node.

else

expand AND node (s; a) as usual (Table 4.3).

update A0(s) with the newly expanded action a,

A0(s) = A0(s) [ fag.
(5) do bottom-up updates of Qopt; V opt; �opt.

(6) if (AND node (s; a) was expanded)

do bottom-up updates of Qreal; V real; �real for s and its ancestors.

g
return last �real.
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TABLE 4.7: Checking if an unexpanded AND node (s; �opt(s)) needs to be statisti-
cally pruned. The statistical test is a one-sided test checking if V opt(s) belongs to a
normal con�dence interval for V real(s), for a speci�ed con�dence level 1� �SP .

function AND-node-needs-pruning(OR node * fringe) returns prune=yes/no.

s = state of fringe OR node with unexpanded AND node (s; �opt(s)).

n = number of training examples matching state s.

if (n < 2)

prune = yes.

else

for every training example tej matching state s

cost-realj = cost of tej when processed by �real(s).

compute a 1� �SP normal con�dence interval

for the costs cost-realj , called CI(V real(s)).

if (V opt(s) 2 CI(V real(s)))

prune = yes.

else

prune = no.

return prune.

realistic graph, so no realistic updates are necessary (�real stays the same). Indeed,

(s; a) was previously unexpanded, and after pruning it will be ignored.

If the SP-option is o�, or the AND node does not need to be pruned, the AO�

algorithm continues as before.

Table 4.7 presents the details of how an AND node can become pruned. Note

that the fringe node with state s may have other actions previously expanded, so

its realistic policy �real(s) may be di�erent from bestf and V real(s) can be less than

C(s; bestf ). Because state s is reached by �opt, there must be at least one training
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example matching it. If indeed there is a single training example matching state

s, we will prune the action. Otherwise, we compute a con�dence interval for the

costs of training examples traveling down �real(s). Let te be a training example

matching state s, then we can recursively de�ne cost(te; �real(s)) as the cost of this

training example (with class te:y) when processed according to the policy �real. If

�real measures an attribute a, and v is the value of the training example for that

attribute, te[a] = v, then te travels down to the state s0 = s [ fa = vg, and so on,

until it reaches a leaf. cost(te; �real(s)) sums the costs of attributes measured along

the branch of �real(s) followed by the training example te, and the misclassi�cation

cost of predicting the class bestf in the leaf.

cost(te; �real(s))
def
=

8>>>>>><
>>>>>>:

MC(bestf ; te:y)

if �real(s) = bestf

C(s; a) + cost(te; �real(s0));

if �real(s) = a 6= bestf ; te[a] = v; s0 = s [ fa = vg:

The con�dence interval for V real(s) is the normal con�dence interval (for a spec-

i�ed value of the con�dence level 1 � �SP ) for the costs of n training examples

tej matching state s evaluated according to �real(s). The mean of cost-realj =

cost(tej ; �
real(s)) is � = V real(s) and the standard deviation is

� =

sP
j cost-real

2
j � (

P
j cost-realj)

2=n

n� 1
:

The con�dence interval is then de�ned as

CI(V real(s)) =

�
�� zSP � �p

n
; �+ zSP � �p

n

�
;

where zSP is the con�dence coe�cient corresponding to a 1��SP con�dence interval.

Because V opt(s) � V �(s) � V real(s), this implies that the optimistic value is

always less than the upper bound of the normal con�dence interval for V real(s),

V opt(s) � V real(s) + zSP � �p
n
. Therefore we only need to check where V opt(s) is

situated versus the lower bound of the con�dence interval.
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It is interesting to note that if V opt(s) is inside the interval CI(V real(s)), it will

remain inside the interval even if further expansions increase V opt(s); this only holds

for the current V real.

At the current iteration i of the AO�+SP algorithm, V opt
i (s) = Qopt

i (s; a) �
V real
i (s). If Qopt

i (s; a) 2 CI(V real
i (s)), then action a will be pruned. From Theo-

rem 4.2.1, Qopt
i (s; a) � Q�(s; a), so Q�(s; a) is also in the con�dence interval for the

current V real
i (s) or exceeds the upper con�dence limit. This only says that the opti-

mal policy under AND node (s; a) is statistically indistinguishable or worse than the

current realistic policy. It does not rule out the possibility that the realistic policy

may improve in future iterations. If this happens, its realistic value will decrease and

it is possible that its con�dence interval will shrink as well. As a result, at some

future iteration l, we may have Qopt
i (s; a) < V real

l (s) � zSP � �lp
n
, and in retrospect,

action a should not have been pruned at iteration i.

If the Laplace option is on, then besides correcting all the probabilities, we modify

the statistical test to center the con�dence interval around V real computed with

Laplace corrections. The standard deviation � is still computed based on the n

real training examples traveling down �realL . Note that V real with Laplace corrections

is not the mean of cost(te; �realL (s)) anymore.

In [2] we described a version of the SP heuristic that employed a pair-di�erence

statistical test for the costs of training examples traveling down �real and �opt. On

synthetic problems, the two statistical tests proved to be similar. We prefer the

statistical test shown here, because we have a better theoretical understanding of it.

4.3.4 Pessimistic Post-Pruning (PPP) Based on Misclassi�cation Costs

PPP is a post-pruning heuristic, similar to C4.5's pessimistic post-pruning described

in Section 3.2. It is a pessimistic heuristic, because it exaggerates the expected

classi�cation cost as being the upper bound of a con�dence interval. This PPP is

applied to the �nal realistic policy computed by the learning algorithm.

In the following, we describe PPP for any complete policy �. In a complete policy
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�, every internal node has �(s) expanded, and every leaf node has �(s) = bestf

(classi�cation action with minimum expected cost).

First we need to de�ne an upper bound for the value of policy � in state s, V �(s).

UB(s; �(s))
def
=

8>>>>>><
>>>>>>:

UpperBoundMC(s; bestf)

if �(s) = bestf

C(s; a) +
P

s0 Ptr(s
0js; a) � UB(s0)

if �(s) = a 6= bestf :

If the policy classi�es state s, �(s) = bestf , then UpperBoundMC(s; bestf) is

an upper bound for C(s; bestf ). It is computed by constructing a normal con�dence

interval (for a speci�ed value of the con�dence level 1��PPP ) for the misclassi�cation
costs of all n training examples matching state s, when classi�ed in bestf , and taking

the upper bound of this con�dence interval. Let costj = MC(bestf ; tej :y) be the

misclassi�cation cost of classifying training example j (matching state s) with class

y in bestf . We compute the 1 � �PPP normal con�dence interval for all costj, and

return

UpperBoundMC(s; bestf)
def
= �+ zPPP � �p

n
;

where the mean of costj is � = C(s; bestf ), the standard deviation is

� =

sP
j cost

2
j � (

P
j costj)

2=n

n� 1
;

and zPPP is the con�dence coe�cient corresponding to a 1��PPP con�dence interval.

If there is a single training example matching s (i.e., n = 1), then we return a large

value, UpperBoundMC(s; bestf) = 1, so the policy in the parent node of s will be

pruned.

Table 4.8 describes an implementation of the PPP, which destructively modi�es

the structure of the policy �. The function returns the new upper bound for the value

of state s, UB(s)
def
= min(UpperBoundMC(s; bestf); UB(s; �(s))): The function �rst

computes UpperBoundMC(s; bestf) for a state s. If s belongs to an internal node, it

computes UB(s; �(s)) based on UB(s0) for its children s0 reached through �(s). Then
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TABLE 4.8: Pessimistic Post-Pruning for a complete policy � (in our case, �real). In
case of pruning, the structure of the policy is modi�ed.

function PPP(state s) returns an upper bound UB(s).

bestf = best classi�cation action in state s.

compute UBMC = UpperBoundMC(s; bestf).

if (�(s) = bestf )

return UBMC.

else

let a = �(s):

initialize UB-policy = C(s; a).

for every value v of attribute a

if (P (a = vjs) > 0)

UB-policy += P (a = vjs)� PPP(s [ fa = vg).
if (UBMC � UB-policy)

�(s) := bestf (action a was pruned).

return UBMC.

else

return UB-policy (called UB(s; �(s)) in text).
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it decides if the action �(s) needs to be pruned. This happens when the upper bound

on the cost of classifying is less than the upper bound on the value of the policy �(s),

UpperBoundMC(s; bestf) � UB(s; �(s)): When pruning �(s), the e�ect is that we

reset �(s) to be bestf .

If the Laplace option is on, besides correcting all the probabilities we also add one

fake example in each class when computing UpperBoundMC(s; bestf). Basically,

we compute the normal con�dence interval for the misclassi�cation costs of n + K

training examples, where K is the number of classes, by adding one MC(bestf ; y) for

each class y.

Bradford et al. [8] present a simpler pruning method for decision trees, based

only on misclassi�cation costs. A decision tree is �rst grown for the 0/1 loss (using

a top-down induction method, based on information gain of attributes). All class

probabilities are then Laplace-corrected, and the best classi�cation action bestf is

the one with minimum expected misclassi�cation cost, CL(s; bestf ). Starting from

the leaves of the decision tree, they prune a node's action when its children's ex-

pected misclassi�cation costs are larger than the node's expected misclassi�cation

cost. Mathematically, de�ne UB(s) = min(CL(s; bestf ); UB(s; �(s))), where

UB(s; �(s))
def
=

8<
: CL(s; bestf ) if �(s) = bestfP

s0 Ptr(s
0js; a) � UB(s0) if �(s) = a 6= bestf :

In their paper, there is no Laplace correction for transition probabilitiesPtr(s
0js; a).

The action �(s) in an internal node is pruned when CL(s; bestf ) � UB(s; �(s)).

4.3.5 Early Stopping (ES)

Early stopping employs an internal validation set to decide when to halt AO�. The

training data is split in half. One half is used as the subtraining data, and the

other half as the holdout data. AO� is trained on the subtraining data, and after

every iteration, its policy is evaluated on the holdout data. The best realistic policy,

according to the holdout data, is returned at the end of AO� search.

Note that we are not reconstituting the full training set. That is, we do not rerun
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AO� on the entire training data until the iteration at which the best policy on the

holdout data was found.

If the Laplace option is on, the transition and class probabilities computed from

the subtraining data are Laplace-corrected, but those on the holdout data are not.

4.3.6 Dynamic Method

This method decides internally if it should apply Laplace correction to its proba-

bilities or not. It �rst splits the training data in half (50% subtraining and 50%

holdout). It runs AO� on the subtraining data, then it runs AO�+Laplace on the

subtraining data (until convergence or the memory limit is reached), and then it

evaluates their �nal policies �real on the holdout data. The dynamic method chooses

the best con�guration (to apply Laplace or not) according to the holdout data

(argminLaplace�option=on=off V
�real(Laplace�option)
holdout ). Then it runs AO� on the entire

training data with the chosen con�guration and returns the resulting policy.

The Dynamic method is not related to Early Stopping, though both make decisions

using an internal holdout data. Dynamic only uses the holdout data to evaluate the

last policy learned on the subtraining data, while Early Stopping evaluates the policy

learned at each iteration on the holdout data to �nd the best stopping point. Also,

Early Stopping does not rerun on the whole training set, while Dynamic does.

4.3.7 AND/OR Graph Initialized with a Known Policy

AO� does not need to start with an empty AND/OR graph. It can instead be ini-

tialized with an AND/OR graph corresponding to a known policy �0. For example,

we initialized the AO� search with one of the greedy policies MC+InfoGainCost de-

scribed in Section 3.3 (with modi�ed stopping conditions which use our optimistic

heuristic). If �0 is very good, this might allow AO� to run faster and obtain better

cuto�s from its admissible heuristic.

If AO� has enough resources to terminate, it will compute the same optimal policy



90

TABLE 4.9: Pseudocode for initializing the AO� algorithm with a policy �0.

function grow-initial-policy(state s, policy �0, OR node * parent, hash-table, int &

Memory) returns an OR node.

OR node * n = create-OR-node(s, parent, hash-table, Memory).

a0 = �0(s):

if (AND node (s; a0) is stored in n, i.e., Qopt(s; a0) < C(s; bestf ))

expand AND node (s; a0) by calling grow-initial-policy()

recursively in the resulting states s0.

mark AND node (s; a0) as expanded (expanded = 1).

update A0(s) with the newly expanded action a0.

do optimistic updates for node n.

do realistic updates for node n.

return n.

�� with or without the initial policy �0.

Table 4.9 has the pseudocode for initializing the AND/OR graph. In Table 4.1,

replace step (1) with

OR node * root = grow-initial-policy(s0, �0, (OR Node *) 0, hash-table, Memory).

The initial policy is grown top-down, creating OR nodes as in Table 4.2, until

classifying is cheaper, C(s; bestf ) � Qopt(s; a) for all attributes a not yet measured in

s. If that is not the case, we select attribute a0 = �0(s) and expand it if it is cheaper

than classifying, according to our heuristic function. If C(s; bestf ) � Qopt(s; a0),

there is no point in expanding a0 (in fact, the AND node (s; a0) is not even stored in

its parent OR node).

In this function, expanding AND node (s; a0) involves calling the function grow-

initial-policy() recursively in each of the resulting states s0 if Ptr(s0js; a0) > 0; note

that it is not necessary to check if these states s0 are in the hash table, because they
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were not generated before (the policy is a tree, so a state does not repeat).

As we return from the function's recursive calls, we update the optimistic values

and policy, and also the realistic values and policy. Recall that a0 is the only action

expanded in node n, so we only need to update its Qopt value and compute its Qreal

value (this computation is done for the �rst time, since a0 just became expanded):

Qopt(s; a0) := C(s; a0) +
P

s0 Ptr(s
0js; a0) � V opt(s0):

Qreal(s; a0) := C(s; a0) +
P

s0 Ptr(s
0js; a0) � V real(s0):

Next we update V opt(s) and �opt(s). Since only AND node (s; a0) is expanded in

n, all other actions are unexpanded and have not modi�ed their Qopt values. If a0 was

di�erent from the old �opt(s), we only need to compare the updated Qopt(s; a0) with

the old V opt(s); if they were equal, we need to check if after expansion, a0 remains

equal to �opt(s). After updating V opt(s), �opt(s),

if (�opt(s) = bestf)

mark OR node n as solved.

else

if (�opt(s) = a0)

mark connectors for n and its children OR nodes through a0 as part of �opt.

mark n as solved if all its children OR nodes through a0 are solved.

else

do nothing (�opt(s) is unexpanded, there is nothing to mark).

if (Qreal(s; a0) < C(s; bestf))

�real(s) := a0.

V real(s) := Qreal(s; a0).

4.3.8 Combining Regularizers

These regularizers can be combined in many ways. The memory limit Mem-limit is

always present, although it may be set too large to have any e�ect. We implemented

the following combinations of regularizers: AO�, AO�+L, AO�+SP, AO�+SP+L,

AO�+PPP, AO�+PPP+L, AO�+SP+PPP, AO�+SP+PPP+L, AO�+ES, AO�+ES+L,

Dynamic, AO�+(MC+InfoGainCost). The next chapter will discuss the best per-

forming regularizers.
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4.4 Review of AO� Literature

We need to mention from the very beginning that none of the uses of AO� in literature,

to our knowledge, was applied to learning from data; instead, a model of the problem

(either an MDP, or a POMDP) was assumed; therefore these algorithms fall into the

planning, not learning, category. The AO� algorithm has been studied extensively

both in the Arti�cial Intelligence and the Operations Research communities. This

AO� literature review is organized from the most general to the more speci�c.

4.4.1 AO� Relation with A�

AO� is similar to A�, except that it is for AND/OR graphs, while A� is for graphs

with only one type of nodes (OR nodes). AO�'s expanding leaf AND nodes in �opt is

the analog of A�'s expanding nodes with minimum f(n) = g(n) + h(n): An optimal

policy in AO� corresponds to an optimal path in A�. Given admissible heuristics,

both algorithms terminate with optimal solutions. When AO� terminates, it �nds an

optimal policy with value V �(s0); when A� terminates, it �nds an optimal path with

value f�. In AO�, if the heuristic hopt is admissible, then the optimistic values of

states s stored in the OR nodes, V opt(s), will increase during the search (until they

become the optimal values, V �(s)); in A�, if the heuristic h is admissible, then the

f(n) values of the sequence of nodes expanded by A� will increase.

4.4.2 AO� Notations, Implementations, and Relation with Branch-and-
Bound

Our de�nitions of AND and OR nodes are similar to those of Martelli and Mon-

tanari [45], Chakrabarti et al. [11], Pattipati and Alexandridis [53], Qi [61] and

Hansen [24]. An OR node speci�es the choice of an action. It is called an OR

node because its solution involves the selection of only one of its children. An AND

node speci�es the outcomes of an action. It is called an AND node because in order to

solve it, all its children must be solved. These de�nitions are the reverse of Nilsson's
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[50] in which the type of a node is determined by the relation to its parent.

There are several implementations of AO�: two by Martelli and Montanari [45, 46],

one by Nilsson [50], and one by Mahanti and Bagchi [42]. The �rst three implementa-

tions are practically identical. Martelli and Montanari are the �rst to recognize that

dynamic programming techniques that discover common subproblems can be applied

to search AND/OR graphs and to compute the optimal solution. Martelli and Mon-

tanari [45] show that the AO� algorithm with an admissible heuristic converges to

an optimal policy �� (if complete policies exist, reaching the terminal state from the

start state, which is always the case in our �nite CSL problem).

Our implementation follows the framework of Nilsson's, with speci�c additions for

the cost-sensitive learning problem. To implement AO� following his description, one

only needs an admissible heuristic that optimistically estimates (that is, it underes-

timates) the value of reaching the terminal state sf from any state s. Our analysis

is more complex than Nilsson's, because he does not explicitly di�erentiate between

AND nodes and OR nodes when describing the AO� algorithm for graphs, though

he makes the distinction between the two nodes when discussing AND/OR trees. He

calls AND/OR graphs hypergraphs, and their hyperarcs/hyperlinks connectors, so in-

stead of arcs/links connecting pairs of nodes in ordinary graphs, connectors connect

a parent node with a set of successor nodes. The complete solution (no longer a path,

but a hyperpath), is represented by an AND/OR subgraph, called a solution graph

(with our notation, this is a policy). These connectors require a new algorithm, AO�,

for the AND/OR graphs, instead of the A� algorithm for ordinary graphs.

Nilsson does not refer to the nodes of an AND/OR graph as being AND nodes or

OR nodes, because in general a node can be seen as both an OR node and an AND

node, plus his notation is the reverse of ours, calling the node type with respect to its

parent, not the node itself. Pearl [55] notes as well that an AND link and an OR link

can point to the same node. Nevertheless, in our CSL problem, with our de�nition

for AND nodes and OR nodes, we have a clear separation between the two types of

nodes (a node cannot belong to both types). Chakrabarti et al. [11] call them pure
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AND and OR nodes (unlike the nodes of mixed type allowed by Nilsson [50]).

AND/OR graph search algorithms have been studied by many authors. At �rst,

the algorithms worked on an implicit graph (the entire graph that can be generated),

which was assumed to be acyclic [46, 50, 42, 11]. An explicit graph is the part of the

graph generated during the search process. Graphs with cycles were usually solved

by unfolding the cycles. For a recent review of AO� algorithms for searching both

explicit and implicit AND/OR graphs with cycles see [31].

Branch-and-bound algorithms use lower and upper bounds to prune non-optimal

branches, without generating and evaluating the entire AND/OR graph. Kumar and

Kanal [36] explain the relationship between branch-and-bound algorithms from Oper-

ations Research and heuristic search algorithms from Arti�cial Intelligence (including

alpha-beta [33], AO�, B� [3], and SSS� [65]). Other relevant articles, which outline

AO� as a branch-and-bound procedure are [49, 37, 38]. They show that AO� is a

special case of a general branch-and-bound formulation.

4.4.3 Theoretical Results on AO�

Memory-bounded AO�

AO� may require memory exponential in the size of the optimal policy. Chakrabarti

et al. [10] propose running AO� in restricted memory by pruning unmarked nodes

(that are not part of some �opt in the graph) when the available memory is reached.

This method still computes the optimal value function, trading-o� space for time (if

the pruned nodes are needed again, they must be generated again).

Inadmissible Heuristics

If the heuristic h is inadmissible, but within � of the optimal value function V �,

then it is straightforward to compute a bound on the value of the suboptimal policy

learned with h. Indeed, if h(s)� V �(s) � �;8s, then the maximal error of the policy

� computed by AO� with heuristic h is �, V � � V � � � (see [11] and [61], page 31).

Chakrabarti et al. [11] showed that the optimal policy can be computed with an
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inadmissible heuristic if if its weight is shrunk. If the heuristic function can be de-

composed into f = g + h, where g is the cost incurred so far, and h is the heuristic

estimating the remaining cost, then AO� with the weighted heuristic (1�w) �g+w �h,
where 0 � w � 1, compute an optimal policy �� even for an overestimating (inadmissi-

ble) heuristic h. The weight w is such that w < 1
1+� ; where � is the maximum distance

between the inadmissible heuristic h and V �. Note that for node n, f(n) = g(n)+h(n)

is the estimated cost of the cheapest policy through the node n; since the policy is

a decision tree, node n occurs only once in it, therefore g(n) is the cost of the path

from the root to n.

Inuence of Heuristic on Nodes Expanded

Chakrabarti et al. [11] show that a more accurate admissible heuristic in AO� has

a smaller worst-case set of nodes expanded. That is, if hopt2 heuristic is closer to

the optimal value function than hopt1 , hopt1 � hopt2 � V �, then the largest set of

nodes expanded by AO� with the hopt2 heuristic is a subset of the largest set of nodes

expanded by AO� with the hopt1 heuristic.

4.4.4 POMDPs

Partially Observable MDPs (POMDPs) are MDPs in which the state of the world is

not known with certainty. Instead, observations reveal information about the state of

the world. The states of the POMDP are called belief or information states. Instead

of minimizing expected costs, usually POMDPs maximize expected values.

Heuristic search methods (either branch-and-bound or AO�) have been applied

to approximately solve in�nite-horizon POMDPs from a single initial belief state.

Satia and Lave [64] proposed a branch-and-bound algorithm for �nding optimal and

�-optimal POMDP policies; Larsen and Dyer [39] improve upon this work. Washing-

ton [73] used the value function of the underlying MDP to de�ne lower and upper

bounds in AO�. Hansen [24] developed a heuristic search algorithm that combines

AO� with policy iteration for approximately solving in�nite-horizon POMDPs (from
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a given start state) by searching in the policy space of �nite-state controllers. For

a recent review of approximation methods for solving POMDPs, which also includes

a systematic presentation of lower and upper bounds for POMDPs, see Hauskrecht

[26].

Hansen's LAO� algorithm [25] is a generalization of AO� that solves MDPs with

cycles by using a dynamic programming method (either value iteration or policy

iteration) for the bottom-up update of the optimistic value function (and policy).

This is necessary because in the general case of an MDP with cycles, we can not

perform a single sweep of value iteration through the state space from the fringe

node to the root node to update the value function. Bonet and Ge�ner [7, 6] follow

up with heuristic search algorithms for solving MDPs with cycles, which converge

faster than value iteration, RTDP or Hansen's LAO�. RTDP [1] is a Real Time

Dynamic Programming Algorithm that bypasses full dynamic programming updates

in MDPs by only updating the values of states reached from an initial state during

repeated trials of executing a greedy policy; a heuristic is used to initialize the value

function. If the heuristic is admissible, then RTDP converges in the limit to the

optimal policy. RTDP extends Korf's Learning Real Time A� (LRTA�) algorithm [34]

to asynchronous dynamic programming with stochastic actions. LRTA� can be seen

as a real-time version of A�, and RTDP is the real-time version of AO� and LAO�.

In terms of how they represent solutions, A� outputs a simple path (a sequence of

actions), AO� outputs a directed acyclic graph, and LAO� outputs a cyclic graph (a

�nite-state controller).

In [2] we describe AO� for the cost-sensitive learning problem with both attribute

costs and misclassi�cation costs, formulating it as an acyclic MDP. A related paper

is Bonet and Ge�ner's [5] which learns decision trees from data by formulating this

problem as a POMDP and using the RTDP version for POMDPs algorithm to solve it.

Even though POMDPs can accommodate both attribute costs and misclassi�cation

costs, Bonet and Ge�ner only evaluated the learned decision trees in terms of accuracy

and compared them to ID3 and C4.5.
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4.4.5 Decision-theoretic Analysis

Qi [61] showed how to represent �nite acyclic MDPs with a unique start state by

decision graphs (which are acyclic AND/OR graphs with an evaluation function).

His de�nitions for AND and OR nodes are similar to ours. An OR node represents

the choice of an action and is called a choice node in decision graphs. An AND node

represents a set of possible observations and is called a chance node.

Qi develops and extends decision graph search algorithms and applies them to

decision problems in various forms (decision trees, MDPs and inuence diagrams) by

�rst transforming the problems into the decision graph representation. He describes

three algorithms for decision graph search, all of which compute the optimal value

function when admissible heuristics are used: depth-�rst search (DFS) for decision

trees, AO�, and iterative deepening search. His depth-�rst search algorithm uses

an admissible heuristic and a branch-and-bound pruning technique (an upper bound

�-value, similar to the �-� method [33]). He also describes an anytime version of it

outputting decision trees whose values improve monotonically. The AO� implementa-

tion follows Nilsson's [50]. Qi implemented two iterative deepening search algorithms:

DFS with increasing depth bounds as cuto�s (which is probably a better algorithm

than Greiner et al.'s [22]), and DFS with a lower and an upper bound on costs.

Qi's work is mostly theoretical, and he assumes the probability model is given.

His main contribution is to transform decision problems given in the form of inu-

ence diagrams into decision graphs (this is an intermediate representation), and use

decision graph search algorithms to compute an optimal policy, therefore proposing

a new method for inuence diagram evaluation [62].

4.4.6 Test Sequencing Problem

Pattipati and Alexandridis [53] solved the test sequencing problem of detecting faults

in electronic systems by applying AO�. Though this problem only uses test costs, and

no misclassi�cation costs, we discuss it in detail below, hoping that it will encourage

the machine learning community to explore this work, though it does not involve
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learning from data. A recent review appears in [78].

The test sequencing problem is a simpler version of the cost-sensitive classi�cation

problem. The original test sequencing problem (also known as the test planning

problem) is de�ned by a set of system states (faulty states and a fault-free state),

their (a priori) probability distribution, a set of binary tests, the costs of these tests,

and a binary diagnostic matrix. The problem has three assumptions: (i) only one

of the system states occurs; (ii) the available tests can identify the system states

unambiguously (this is the reason for which misclassi�cation costs are not relevant

to this problem, since they assume a correct diagnosis is always possible, and this

incurs no cost); and (iii) tests do not a�ect the system states. The objective is

to deterministically identify the presence of any system state while minimizing the

expected test costs. Pattipati and Alexandridis [53] prove that the test sequencing

problem is NP-complete (by reducing the NP-complete exact cover by 3-sets problem

to it).

A solution to the test sequencing problem takes the form of a decision tree. The

root corresponds to the entire set of system states, and each leaf corresponds to a

single system state. Each test in a node separates the system states into two disjoint

subsets (such tests are called symmetrical). [78] extends the test sequencing problem

from binary to multiple-valued tests, and from symmetrical to asymmetrical tests

(after performing a test, the resulting sets can have system states in common). They

still assume perfect classi�cation is possible.

The expected test costs of such a decision tree has a simple computation, as the

sum of test costs in each branch of the decision tree, weighted by the probability of

the system state that appears in the leaf. The optimal solution to the test sequencing

problem is the decision tree with minimum expected test costs.

Pattipati and Alexandridis observe that the test sequencing problem is an MDP

whose solution is an optimal AND/OR binary decision tree. An MDP state is a set

of system states. They also note that dynamic programming methods can compute

the optimal solution, but since the implementation is O(3N ), where N is the number
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of tests, this is impractical for more than 12 tests.

Approximation (Greedy) Methods for the Test Sequencing Problem

Greedy heuristics have been employed on the test sequencing problem. One-step

lookahead algorithms were applied to select the test that maximizes the informa-

tion gain per unit cost of test or that maximizes a \separation" heuristic. In their

terminology, the information gain for a binary test t in an MDP state s is

IG(s; t) = �[P (t = 0js) � log2 P (t = 0js) + P (t = 1js) � log2 P (t = 1js)];

which, for symmetrical tests, can be shown to be equivalent to the information gain

formula commonly used in machine learning (see Section 3.2). The \separation"

heuristic saves time by replacing the above information gain computation with P (t =

0js) �P (t = 1js), which produces the same decision tree when the test costs are equal.
On realistic problems the cost of the diagnostic procedure generated by the one-step

lookahead algorithms is rarely twice the cost of the optimal solution.

Systematic Search Methods for the Test Sequencing Problem

To compute the optimal solution to the test sequencing problem, Pattipati and

Alexandridis employ AO� with two admissible heuristics, one derived from Hu�man

coding and the other being based on the entropy of system states. These two heuris-

tics require equal test costs in order to be admissible. For simplicity, unit test costs

are used, since their objective function is linear in test costs. For unit test costs, the

expected total test cost is exactly the expected number of tests required to reach pure

leaves. The admissible heuristic estimates this expected number of tests as the ex-

pected length of the Hu�man binary coding for the system states. The Hu�man code

is free to make up its own tests rather than use only the tests given in the diagnostic

matrix. Therefore, it may need fewer tests than will be needed when the tests in the

diagnostic matrix are used.

AO� with an admissible heuristic based on a modi�ed Hu�man code is also used

for a network troubleshooting problem [40]. The heuristic combines information about
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component failure rates and test costs. The AO� algorithm is then applied to generate

a network troubleshooting expert system which minimizes the expected troubleshoot-

ing cost.

4.4.7 Relation of CSL with Reinforcement Learning

The reinforcement learning (RL) framework studies methods for learning how to

solve MDPs. RL algorithms can be either model-based (they learn the MDP model)

or model-free (they learn a policy or value function by direct interaction with the

environment). In reinforcement learning the training data is collected interactively,

online, as tuples of the form hst; at; ct+1; st+1i, while in CSL the training data has

been collected in advance.

It is common in RL to collect the training data using a policy (known as the ex-

ploration policy) which is di�erent from the policy being learned. Popular exploration

policies include �-greedy and Boltzmann exploration. These policies have the prop-

erty that they execute every action in every state in�nitely often. This is su�cient to

prove convergence of many RL algorithms to the optimal policy.

In our CSL formulation, we can imagine that the training data was collected and

labeled by an \observe-everything" exploration policy (see Section 2.5.4). This policy

is used to collect and label the training data. Because the exploration policy has

measured all available attributes, we can evaluate any policy on the collected training

data. In general, it is di�cult to evaluate a policy by observing data gathered by

another policy. The optimal policy (on the training data) can still be learned if the

policy that gathered the data has non-zero probability of visiting every state and

trying every action. This problem is known as the problem of \o�-policy" learning in

reinforcement learning (see [66]).

We tried solving synthetic CSL problems using model-free RL algorithms, includ-

ing Q-learning and Sarsa. We discovered that we needed a very small learning rate

to obtain convergence. The reason is that the one-step cost for a classi�cation action

is highly stochastic. Hence, the results of many trials must be averaged to get stable
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results. This observation pointed us to the necessity of learning a model, and we

realized once we had the model that we could perform heuristic search using AO�

since our CSL problem has a unique start state and is acyclic. Our \model" consists

of the training data, and we use it to compute probabilities as needed.

AO� can be viewed as expanding the state space (through exploration) and then

updating the value function via local propagation. According to this view, it is an

e�cient implementation of prioritized sweeping [48, 57] for MDPs with a single start

state and no cycles.

Pednault et al. [56] and the work of Zadrozny [76] also discuss the relationship

between sequential cost-sensitive decision making processes and RL, though they only

consider misclassi�cation costs. Their application domain is targeted marketing.

4.5 Summary

This chapter showed how to solve the cost-sensitive problem using the AO� algorithm.

We introduced an admissible heuristic and a new policy (called the realistic policy)

whose quality improves with future iterations, therefore turning AO� into an anytime

algorithm. We presented several levels of abstraction of the algorithm, including

a detailed implementation. To reduce over�tting, we proposed several regularizers

for AO�. The next chapter describes experimental results of applying greedy and

systematic algorithms to the CSL problem.
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CHAPTER 5

EXPERIMENTAL STUDIES

This chapter describes an extensive experimental study of the various greedy and

systematic CSL algorithms presented in Chapters 3 and 4. The goal is to identify one

or more practical, fast algorithms that learn good cost-sensitive learning policies on

real problems.

Here are the main questions this chapter addresses:

� Which algorithm is the best among all the CSL algorithms proposed in Chap-

ters 3 and 4? If there is no overall winner, which is the most robust algorithm,

and where does it fail?

These questions are not trivial. It is hard to say which one of several algorithms

is the best; the di�culty is enhanced by the fact that we have multiple criteria:

� quality of the learned policies,

� computational e�ciency, and

� ease of implementation.

We want e�cient algorithms (in terms of time and memory), and we also want

algorithms that produce good policies. An easy-to-implement algorithm is also desir-

able. But the most important thing is the quality of the learned policy.

This chapter is organized as follows: �rst we introduce the UCI domains, de�ne

the test costs and misclassi�cation costs, and explain how we divide the data into

training and test sets. To answer the question of which is the best overall algorithm,

we compare the performance of the algorithms on the test sets; several evaluation
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methods are presented, with di�erent levels of abstraction. We illustrate over�tting in

anytime graphs, which con�rm the need for regularization in AO�. The Results section

compares the algorithms on several domains. The Discussion section answers the main

questions of the chapter. The chapter ends with insights on how the performance of

the algorithms is a�ected by di�erences in costs, regularizers, and the type of search.

5.1 Experimental Setup

5.1.1 UCI Domains

We performed experiments on �ve cost-sensitive learning problems based on real data

sets found at the University of California at Irvine (UCI) repository [4]. The �ve

problems are listed here along with a short name in parentheses that we will use to

refer to them: Pima Indians Diabetes (pima), Liver disorders (bupa), Cleveland Heart

Disease (heart), the original Wisconsin Breast Cancer (breast-cancer), and SPECT

(spect). The domains were chosen for two reasons. First, they are all real medical

diagnosis domains. Second, attribute costs have been provided for three of them

(pima, bupa, and heart) by Peter Turney [71].

Before describing the �ve domains in detail, we describe some pre-processing steps

that were applied to all of the domains. First, all training examples that contained

missing attribute values were removed from the data sets. Second, if a data set

contained more than two output classes, some of the classes were merged so that

only two classes (healthy and sick) remained. Third, any existing division of the

data into training and test sets was ignored, and the data were simply merged into a

single set. As we will describe later, we performed multiple random divisions of the

available data into training and testing sets instead. Each real-valued attribute xj

was discretized into 3 levels (as de�ned by two thresholds, �1 and �2) such that the

discretized variable takes on a value of 0 if xj � �1, a value of 1 if �1 < xj � �2 and a

value of 2 otherwise. The values of the thresholds are chosen to maximize the mutual

information (InfoGain) between the discretized variable and the class. The mutual

information was computed using the entire data set.
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TABLE 5.1: BUPA Liver Disorders (bupa).

attrib name partitions infogain cost(attribute)

x1 mcv 3 0.0428408 7.27

x2 alkphos 3 0.0203466 7.27

x3 sgpt 3 0.0369976 7.27

x4 sgot 3 0.0557107 7.27

x5 gammagt 3 0.0599615 9.86

We now describe the �ve domains in details.

5.1.1.1 BUPA Liver Disorders Domain (bupa)

In this domain, the goal is to diagnose whether a patient has a liver disorder that

might arise from excessive alcohol consumption. The diagnosis is made based on �ve

blood tests. This data set also contains a \selector" attribute which was included to

record how the data had been divided into training and test sets in an earlier study.

We deleted this attribute.

There are 345 examples with no missing values, 5 numerical attributes and 2

classes (0 = healthy liver, 1 =sick). 169 of the examples (48:98%) are healthy. The

attribute costs, donated by Peter Turney, are 7.27 and 9.86 (see Table 5.1). The

attributes were discretized into 3 partitions.

5.1.1.2 Pima Indians Diabetes Domain (pima)

In this domain, the goal is to diagnose whether a patient has diabetes. The patients

are females of at least 21 years of age and of Pima Indian heritage. There are 768

examples with no missing values, 8 numerical attributes, and two classes (0 = healthy,
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TABLE 5.2: Pima Indians Diabetes (pima).

attrib name partitions infogain cost(attribute)

x1 times pregnant 3 0.0460019 1

x2 glucose tol 3 0.173206 17.61

x3 diastolic bp 3 0.0204929 1

x4 triceps 3 0.0387898 1

x5 insulin 3 0.0613776 22.78

x6 mass index 3 0.0891406 1

x7 pedigree 3 0.0285451 1

x8 age 3 0.0818478 1

1 = tested positive for diabetes). 500 of the examples (65:10%) are healthy. The

attribute costs, donated by Peter Turney, are 1, 17.61 and 22.78 (see Table 5.2).

The attributes were discretized in 3 partitions (note that in [2] we used a binary

discretization).

5.1.1.3 Heart Disease Domain (heart)

In this domain, the goal is to diagnose whether a patient has a heart disease. From the

original data set called \processed.cleveland.data" we �rst eliminated the 6 examples

that had missing values. This left 297 examples. There are 4 di�erent types of heart

disease in the database. To create a 2-class problem, we grouped values 1, 2, 3, 4

together as class 1 (sick = presence of heart disease), and retained value 0 (absence

of heart disease). 160 of the examples (53:87%) are healthy. There are 13 numerical

attributes (3 are binary; we discretized the other 10 into 3 partitions). The attribute

costs, donated by Peter Turney, are 1, 5.20, 7.27, 15.50, 87.30, 100.90 and 102.90 (see

Table 5.3).
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TABLE 5.3: Heart Disease (heart).

attrib name partitions infogain cost(attribute)

x1 age 3 0.0752612 1

x2 sex 2 0.057874 1

x3 cp 3 0.196691 1

x4 trestbps 3 0.0289602 1

x5 chol 3 0.0398084 7.27

x6 fbs 2 7.2228e-06 5.2

x7 restecg 3 0.0234737 15.5

x8 thalach 3 0.149107 102.9

x9 exang 2 0.132295 87.3

x10 oldpeak 3 0.155641 87.3

x11 slope 3 0.108775 87.3

x12 ca 3 0.18437 100.9

x13 thal 3 0.210234 102.9
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TABLE 5.4: Breast Cancer (breast-cancer).

attrib name partitions infogain cost(attribute)

x1 clump thickness 3 0.434685 1

x2 uniformity of cell size 3 0.664429 1

x3 uniformity of cell shape 3 0.641162 1

x4 marginal adhesion 3 0.446273 1

x5 single epithelial cell size 3 0.524958 1

x6 bare nuclei 3 0.587182 1

x7 bland chromatin 3 0.537129 1

x8 normal nucleoli 3 0.479613 1

x9 mitoses 3 0.206436 1

5.1.1.4 Breast Cancer Domain (breast-cancer)

This is the original Wisconsin Breast Cancer Domain. The goal in this domain is to

diagnose a palpable breast mass as benign or malignant.

We �rst eliminated the 16 examples that had missing values, which left 683 ex-

amples. We also removed the �rst attribute (id number) because it is not useful for

diagnosis. The remaining 9 attributes (see Table 5.4) were discretized into 3 parti-

tions. There are two classes (healthy = benign tumor, sick = malignant tumor). 444

of the examples are healthy (65%).

Since there are no attribute costs, we set them all to be 1.0. Note that all the

n tests are actually the n observations of a single test (a �ne needle aspiration of a

palpable breast mass), but we treat them as n di�erent tests, in order to evaluate the

e�ectiveness of our cost-sensitive learning algorithms.
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5.1.1.5 SPECT Heart Domain(spect)

The goal in this domain is to diagnose cardiac problems based on Single Proton

Emission Computed Tomography (SPECT) images. The data set of 267 images was

�rst processed to extract 44 continuous attributes, then further processed to obtain

22 binary attributes. Since the data is already in binary form, we did not need to

discretize it.

There are 267 examples with no missing values, 22 binary attributes (see Table 5.5)

and two classes (0 = normal, 1 = abnormal). 55 of the examples (20:6%) are labeled

as healthy (class 0). Since there are no attribute costs, we set them all to be 1.0.

As with breast-cancer, we treat these attributes as 22 separate tests for purposes of

evaluating cost-sensitive learning. In the real application, all 22 attributes would be

computed simultaneously from a SPECT image.

5.1.2 Setting the Misclassi�cation Costs (MC)

While attribute costs can usually be found, misclassi�cation costs are harder to assign.

In medical diagnosis, if the cost of incorrect diagnoses is set to incorporate costs for

being sued, the MC will be so high compared to attribute costs that most or all of

the tests will be performed in order to get as much knowledge about the disease as

possible.

For the UCI domains, we wanted a reasonable range of MC to attribute costs,

preferably such that we do not encounter the trivial cases of policies testing no at-

tributes or testing all attributes. We believe the question of how to set MC for realistic

synthetic domains is an interesting open problem, and one that deserves deeper anal-

ysis. Even when MC are known for a domain, it helps to vary them in order to see

how exible the CSL methods are to changes in the relative costs of attributes and

misclassi�cations.

Let E[tc] be the expected test costs for a policy on a data set. This is the average

of the costs of attributes tested by the policy on each example in the data set. Our

idea for setting MC is the following:
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TABLE 5.5: Spect (spect).

attrib name partitions infogain cost(attribute)

x1 F1 2 0.028932 1

x2 F2 2 0.037068 1

x3 F3 2 0.038135 1

x4 F4 2 0.0326777 1

x5 F5 2 0.0231747 1

x6 F6 2 0.0334025 1

x7 F7 2 0.040793 1

x8 F8 2 0.0672918 1

x9 F9 2 0.0207391 1

x10 F10 2 0.0334099 1

x11 F11 2 0.0358317 1

x12 F12 2 0.0362212 1

x13 F13 2 0.111126 1

x14 F14 2 0.024555 1

x15 F15 2 0.0327299 1

x16 F16 2 0.060274 1

x17 F17 2 0.051615 1

x18 F18 2 0.0471958 1

x19 F19 2 0.0161291 1

x20 F20 2 0.0450407 1

x21 F21 2 0.0708648 1

x22 F22 2 0.0610843 1
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� grow a simple policy for some initial large MC and measure its expected test

costs, denoted maxE[tc]. Presumably this policy will test quite a few attributes,

so it will have a large E[tc].

� prune this policy for smaller MC values decreasing to zero. The pruned policies

test fewer and fewer attributes, therefore E[tc] decreases (all the way to zero

when the policy classi�es without measuring any attributes).

� several values of MC will be chosen such that the E[tc] of their policies are well

spaced. Our method dynamically samples MC in interesting regions where E[tc]

shows a rapid change (which presumably means di�erent policies).

Our algorithm applies to 2-class problems with zero-diagonal misclassi�cation

costs matrices. The misclassi�cation costs that will be produced depend on the

choice of the data set. In our experiments, we used each domain's entire data set

to set the misclassi�cation costs. This, of course, can be modi�ed to use any data

set (for example, the training data set). We used the entire data set because we

will have di�erent replicas of the data, with di�erent training and test sets, and we

wanted the same misclassi�cation costs for the entire domain (that implies the same

misclassi�cation costs for all replicas). We emphasize again that each domain has its

own misclassi�cation costs.

On each domain, we apply the following steps to set its misclassi�cation costs.

We assume that in the initial state s0, before any attributes were measured, both

classi�cation actions f0 (classify in class 0) and f1 (classify in class 1) have equal

expected cost C(s0; f0) = C(s0; f1). By de�nition (see 2.7), the expected cost of

classi�cation action fk in state s is C(s; fk) =
P

y P (yjs) �MC(fk; y). For a zero-

diagonal MC matrix there are no misclassi�cation costs for correct classi�cation, that

is, MC(fk; y) = 0 when fk = y, so the above equation becomes

P (y = 1js0) �MC(f0; y = 1) = P (y = 0js0) �MC(f1; y = 0);
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or

MC(f0; y = 1)

MC(f1; y = 0)
=

P (y = 0js0)
P (y = 1js0) = r;

where we denote this ratio by r. The class probabilities P (yjs0) are computed

on the entire data set, so we know r. With the notations introduced in Chap-

ter 2, MC(f0; y = 1) are the misclassi�cation costs of false negatives, MC(fn),

and MC(f1; y = 0) are the misclassi�cation costs of false positives, MC(fp). We can

rewrite MC(fn)
MC(fp) = r, orMC(fn) = r �MC(fp). DenoteMC(fp) = m. We will choose

values for m. Then we will set the misclassi�cation matrix to

MC =

0
@ 0 r �m

m 0

1
A :

This adjustment in misclassi�cation costs reects realistic behavior where the rare

cases are usually more expensive to misclassify. Indeed, when r = P (y = 0)=P (y =

1) < 1, as is the case in bupa and spect, there are fewer negative than positive exam-

ples (i.e., there are fewer healthy patients). In this case, misclassifying the negatives

is more expensive, MC(fn) < MC(fp): Similarly, when r > 1, there are fewer posi-

tives than negatives (there are fewer sick patients). In such cases, misclassifying the

positives is more expensive, MC(fn) > MC(fp):

We initially set

MC =

0
@ 0 r � lm

lm 0

1
A ;

where m was assigned a large value lm. Using this MC matrix, we grow a greedy

policy �G top-down based on our optimistic heuristic hopt (Section 4.2.2), so

�G(s) = argmin
k;i

�
C(s; fk); Q

opt(s;unexpanded xi)
�
:

Attributes are tested until classifying becomes cheaper. To set lm, we try several

large values of m to determine a value beyond which E[tc] does not increase further.

This value is selected as lm. Let �G be the policy corresponding to lm. If no matter

how high lm is set, maxE[tc] = 0, then our method for setting MC cannot be applied,
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and it also means that the optimal policy (on the entire data set of that domain) is

to classify directly.

After �G is grown, we decrease m from lm to zero, in unit steps. Each node s

in �G has a threshold value mt(s) such that m < mt(s) causes the policy under s

to be pruned from �G. In that case, we set �G(s) = bestf = argmink C(s; fk); note

that, because of the structure of the MC matrix, the best classi�cation action in a

state s, bestf , is the same for all values of m. Hence, as m decreases, �G will be

gradually pruned, bottom-up, as m becomes lower than the thresholds of some of the

nodes. Since �G has a �nite number of internal nodes, there will be a �nite number

of pruned policies. As m decreases and more nodes of �G are pruned, E[tc] and

the value of the pruned policies decrease monotonically with m. Nevertheless, the

expected misclassi�cation costs do not necessarily decrease as m decreases.

Once we have generated all of the possible pruned versions of �G, we choose (at

most) �ve values of m, as follows. The largest m is set to be the smallest value

with E[tc] = maxE[tc]. The smallest m is chosen to be the largest value that gave

E[tc] = 0. We then choose 3 values of m whose policies have their E[tc] closest in

Euclidian distance to 1/4, 1/2, and 3/4 of maxE[tc]. In case these desired E[tc] values

are close to a plateau of E[tc], we choose a value of m at the beginning of the plateau

(if the desired E[tc] is less than the plateau's E[tc]), a value of m in the middle of the

plateau (if the desired E[tc] is equal to the plateau's E[tc]), and a value of m at the

end of the plateau (if the desired E[tc] is greater than the plateau's E[tc]).

For example, in Figure 5.1 on spect, the selected m values are: m = 27 (largest

m whose pruned policy tests no attributes), m = 33 (m at the end of the second

plateau, closest to 1/4 �maxE[tc] = 2:02715), m = 34 (m at the beginning of the

third plateau, closest to 1/2 �maxE[tc] = 4:05431), m = 57 (m with closest E[tc]

to 3/4 �maxE[tc] = 6:08146) and m = 249 (m at the beginning of the plateau with

maxE[tc]). Note that the graph exhibits a staircase increase of E[tc] with m.

The 5 chosen values of m de�ne 5 di�erent MC matrices, though sometimes two of

the matrices may be very close in value. We denote them by MC1, MC2, MC3, MC4
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m = MC(fp), the misclassification costs of false positives
m = 27
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FIGURE 5.1: Spect domain, selecting �ve values for m = MC(fp), used to set the
misclassi�cation cost matrices. A greedy policy �G is grown �rst using a large value
of m. We decrease m from that large value to zero. Each m de�nes a misclassi�cation
costs matrix, which is used to post-prune the initial policy �G. As m decreases, more
nodes of �G are pruned, until the entire policy is pruned. The number of pruned
policies is �nite; for each of them we measure the expected test costs, E[tc]. The
selected values of m produce policies whose E[tc] are closest to �ve equally-spaced
target values for E[tc] in the interval from 0 to maxE[tc].
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and MC5. The matrices with larger indexes (like MC5) have larger misclassi�cation

costs. These large costs reduce the ratio of test costs to misclassi�cation costs, and

therefore testing attributes will become cheaper in comparison to classifying. This

makes the problems more di�cult (at least for the systematic search algorithms). We

sometimes refer to the misclassi�cation costs as small, medium, and large.

The Appendix B lists the values for the �ve misclassi�cation costs used for each

domain, in Tables B.1, B.2, B.3, B.4 and B.5.

5.1.3 Training Data, Test Data, Memory Limit

Experimental comparisons of learning algorithms must take into account two sources

of random variation: variation due to the choice of the training data and variation

due to the choice of the test data [13]. This is especially true for cost-sensitive

learning, because di�erent training examples can have di�erent costs, so the addition

or subtraction of a single example from the training or test set can produce a big

change in the measured performance of a learning algorithm.

To measure variation due to the choice of the training data, we repeated our exper-

iments 20 times by generating 20 random training/test splits. To measure variation

due to the choice of the test data, we applied the BDeltaCost statistical test, which

applies bootstrap sampling to simulate (and thereby measure) test set variability.

BDeltaCost is described in Section 5.1.5.3.

For each UCI domain, the transformed data (2 classes, discretized attributes with

no missing values) is used to generate 20 random splits into training sets (two thirds

of data) and test sets (one third of data), with sampling strati�ed by class. Such a

split (training data, test data) is called a replica. On each domain, the same replicas

are used with the �ve misclassi�cation cost matrices.

These replicas have overlapping test sets (and training sets), so they are not

independent. Section 5.1.5.5 discusses the e�ect of having non-independent replicas

on our analysis.



115

Memory Limit

Given enough resources, AO� converges to an optimal policy on the training data.

Similarly, AO� with various regularizers converges to an optimal policy on the MDP

de�ned by the training data and the regularizer. For large domains (with large number

of attributes), the AND/OR graph grows very large, especially in the following cases:

� the attributes are not very informative,

� the attributes are cheap relative to the misclassi�cation costs, so the AO�'s

admissible heuristic will not perform its cuto�,

� the optimal policy is very deep,

� there are many policies tied to the optimal one and the systematic search algo-

rithm needs to expand them to prove to itself that there is no better alternative.

To make systematic search feasible, we need to prevent the AND/OR graph from

growing too large. We do this by imposing a limit of 100 MB on the amount of memory

that the AND/OR graph can use. Each time an AND or OR node is created, we

update a count of the amount of space required to store the new node(s). We actually

count the amount of space required by a \theoretical" optimized implementation,

since our actual implementation is not optimized and stores extra debugging and

measurement information in each node. As a result, the 100 MB \theoretical" limit

was in practice a 500 MB limit. The greedy algorithms always converged within

the memory limit. The systematic algorithms, based on AO�, converge within this

memory limit most of the time (spect is the exception, for large misclassi�cation

costs). If this memory limit is reached before the systematic algorithm converged,

the best realistic policy found so far is returned.

It is interesting to note that even on a domain with many attributes, a small

training set may severely limit the number of reachable states (that is, the possi-

ble combinations of attribute values), and thereby limit the AND/OR graph to a

manageable size.
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5.1.4 Notations for the Cost-Sensitive Algorithms

The following algorithms will be compared in this chapter. In this chapter's text and

in the graphs, we chose an abbreviation of the full name of the algorithms introduced

before. A Laplace correction is indicated by an \L" su�x added to the name.

� Nor, Nor-L denote Norton with pessimistic post-pruning and Norton with pes-

simistic post-pruning and Laplace correction, from Section 3.2. The pessimistic

post-pruning is similar to C4.5; the Laplace correction is only done in the prun-

ing phase, not in computing InfoGain.

� MC-N, MC-N-L denote MC+Norton and its Laplace version from Section 3.3.

Both algorithms employ a pessimistic post-pruning based on test costs and

misclassi�cation costs. MC-N-L has Laplace correction for transition and class

probabilities. As the policy is grown, Laplace is applied for P (yjs) used in

computing C(s; f), but not for InfoGain; in the pruning phase, Laplace is also

used for P (xn = vjs), and it was used in C(s; f).

� VOI, VOI-L denote the one-step Value of Information and its Laplace version

from Section 3.4. In VOI-L, the Laplace correction is applied to transition and

class probabilities as the 1step VOI policy is grown; there is no need for pruning.

� AO�, AO�-L denote AO�, described in Section 4.2, and AO� with the Laplace

regularizer from Section 4.3.2.

� ES, ES-L denote AO� with our Early Stopping regularizer, and its Laplace ver-

sion from Section 4.3.5.

� SP, SP-L denote AO� with our Statistical Pruning regularizer, and its Laplace

version, from Section 4.3.3. In SP, we used a 95% con�dence interval.

� PPP, PPP-L denote AO� with our Pessimistic Post-Pruning regularizer, based

on misclassi�cation costs, and its Laplace version, from Section 4.3.4. In PPP,
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we also used a 95% con�dence interval.

Other Considerations

We chose Norton as the representative of the InfoGainCost methods because the

others, Tan and Nunez, have performance very similar to Norton. Norton also

has the simplest, most intuitive mathematical formula for including test costs

( InfoGain

attribute cost
). The InfoGain method does not use test costs, and overall, its

performance was quite poor, even with Laplace corrections.

On spect and breast-cancer, because all attributes have the same cost (= 1), all

InfoGainCost methods are identical, and we could choose any of them (we choose

Norton). The same holds for MC+InfoGainCost, where we choose MC+Norton.

We do not describe the performance of the Dynamic algorithm, from Section 4.3.6,

because it is not any better than AO�-L.

We do not describe the performance of AO� with both the statistical pruning SP

and pessimistic post-pruning PPP regularizers, nor its Laplace version, because they

were not any better than SP or PPP or their Laplace versions.

Nor do we describe the performance of AO� initialized with one of the MC+InfoGainCost

methods, described in Section 4.3.7. According to BDeltaCost, these methods were

tied with, or worse than, AO�. Indeed, if AO� has enough resources to terminate, the

initialization phase has no e�ect on the quality of the learned policy. If AO� reached

the memory limit before convergence, which happens for spect, BDeltaCost shows

that AO� still terminates with a better policy; in that case no initialization of AO�

with any of the MC+InfoGainCost policies has provided enough memory savings to

obtain convergence within this memory limit, nor has it produced a better policy

when reaching the memory limit.

We performed experiments on synthetic problems for the setting of the con�-

dence levels 1 � �SP and 1 � �PPP used in Statistical Pruning and Pessimistic

Post-Pruning. We tried values corresponding to ten di�erent con�dence intervals:

50%; 60%; 70%; 80%; 90%; 95%; 99%; 99:99%; 99:9999% and 99:999999%, but no single
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value was consistently good. Therefore we used a conventional value corresponding

to a 95% con�dence interval (so the con�dence coe�cients are zSP = zPPP = 1:96).

5.1.5 Evaluation Methods

The goal of this dissertation is to identify good CSL algorithms, taking into account

the variance in the data replicas, the inuence of relative sizes of test costs and

misclassi�cation costs, and the nature of the domain. We manipulate the relative costs

of testing and misclassi�cation by varying the misclassi�cation costs while holding the

test costs �xed.

To evaluate each algorithm, we train it on the training set and then compute its

average total cost (measurement cost and misclassi�cation cost) on the test set. We

will denote the average test set cost by Vtest. We seek algorithms with low Vtest,

because these algorithms are producing the minimum cost diagnostic policies.

While the quality of the policy as measured by Vtest is the most important quan-

tity to measure, we also measured two other statistics. One is the error rate (i.e.,

the fraction of test examples misclassi�ed). The other is the average number of at-

tributes tested (denoted eatp). These two quantities allow us to observe the tradeo�

between misclassi�cation and measurements. They also help us determine whether

an algorithm is over�tting (e.g. if eatp is very high or error rate is very low).

We describe below the computation of Vtest, the other measurements, and the

BDeltaCost statistical test. BDeltaCost is a statistical test for deciding whether one

policy is better than another. It compares the Vtest for two policies and decides if

there is a statistically signi�cant di�erence between their values.

5.1.5.1 Measurements of Interest; The Most Important One is the Quality of

the Policy on the Test Set Vtest

We describe how to evaluate any complete policy � on some sample data (which could

be the training data, validation or holdout data, or the test data).

There are several measurements we are interested in. We de�ne these measure-
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ments for a single example in the sample data. Then we average over all examples

to obtain the measurement value on the sample. For a given example and a given

policy, the measurements are: test costs, misclassi�cation cost, number of attributes

tested and error (if the example was misclassi�ed).

Let ex be any of the n examples in sample. Denote by m(ex; �; s0) the measure-

ment value of the example ex following policy � starting at the root with state s0.

The measurement value on the sample is m�
sample =

P
exm(ex;�;s0)

n .

The example travels down the decision tree of the policy to a leaf node, with

classi�cation action bestf . If �(s) measures attribute a, and v is the value of the

example for this attribute, ex[a] = v, then the example will travel to the next state

s0 = s [ fa = vg.

test-costs(ex; �; s)
def
=

8<
: 0; if �(s) = bestf

C(s; a) + test-costs(ex; �; s0); if �(s) = a 6= bestf :

attrib-tested(ex; �; s)
def
=

8<
: 0; if �(s) = bestf

1 + attrib-tested(ex; �; s0); if �(s) = a 6= bestf :

The misclassi�cation cost and the error are de�ned when the example ex reaches

its corresponding leaf node in the policy. Let bestf be the classi�cation action in

the leaf node reached by example ex, and let ex:y be the class of this example. The

misclassi�cation cost is

mc(ex; �; s0) =MC(bestf ; ex:y);

and the error is

error(ex; �; s0)
def
=

8<
: 0; if bestf = ex:y

1; otherwise:

The total cost of an example ex down � is

cost(ex; �) = test-costs(ex; �; s0) +mc(ex; �; s0):
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The value of the policy � on the sample data is

V �
sample =

P
ex test-costs(ex; �; s0) +mc(ex; �; s0)

n
:

The expected number of attributes tested by � on the sample data is

eatp�sample =

P
ex attrib-tested(ex; �; s0)

n

(this can be interpreted as the average depth of policy � on the sample), and the

error rate of � on the sample data is

error-rate�sample =

P
ex error(ex; �; s0)

n
:

We are interested in the algorithms' performance on the test data. To measure

this we replace sample by the test data in the above de�nitions. Thus we obtain Vtest,

eatptest and error-ratetest; test is an abbreviation for test data, and it is only used as

such in these measurement notations, in all other contexts \test" means measuring

the value of an attribute.

The policies produced by both greedy and systematic search algorithms are eval-

uated using these measurements. Note that in our CSL framework, a policy value is

always computed using both test costs and misclassi�cation costs, no matter how the

policy was learned (recall that some of the greedy methods only pay attention to test

costs).

5.1.5.2 Computational E�ciency

The policy quality is the main factor in deciding if an algorithm is good or not, but,

because we are interested in practical algorithms, we also compute the amount of

memory and CPU time used by each algorithm to learn its policy.

5.1.5.3 BDeltaCost { a Statistical Test Comparing the Expected Costs of Two

Diagnostic Policies

BDeltaCost analyzes the costs of individual test examples to try to decide if the Vtest

of one policy �1 is statistically di�erent from the Vtest of another policy �2. Given two
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policies, we want to test the null hypothesis H0 that the two policies are tied (have

the same value) on the test data against the hypothesis that one policy is better than

the other.

Let ex1; : : : ; exn be our n test data points. To apply BDeltaCost, we must �rst

compute an array � whose i-th element is the di�erence in the cost of processing exi

(adding up both test costs and misclassi�cation costs) using two di�erent policies �1

and �2:

�[i] = cost(exi; �1)� cost(exi; �2):

Note that the average value of the elements in � is equal to the di�erence in the

Vtest of the two policies: V �1
test � V �2

test. The goal of BDeltaCost is to decide if this

average di�erence is less than zero, equal to zero, or greater than zero, which will tell

us whether �1 is better than, tied with, or worse than �2.

BDeltaCost is based on the idea of using bootstrap replicates [16] to estimate a

con�dence interval for a parameter from a random data sample. A bootstrap replicate

is a new data sample, constructed from the original data sample by drawing data

points at random, with replacement. Replacement means that after a data point is

drawn, it is put back into the sample (replaced) so that it can be drawn again. The

bootstrap replicate has the same size as the original data sample. The basic idea of a

bootstrap con�dence interval is to construct a large number Nb of bootstrap replicate

samples, compute the parameter separately for each sample, and then look at the

amount of variation in the computed parameter values.

For BDeltaCost, the sample is the array �. BDeltaCost constructs B = 1000

bootstrap replicates of � and computes the average value �[b] for each replica (b =

1; : : : ; 1000). It then sorts the array � and forms a con�dence interval whose lower

bound is �[26] and whose upper bound is �[975]. This interval contains 950 of the

1000 computed averages, so it provides a 95% con�dence interval for the expected

cost di�erence E[cost(ex; �1) � cost(ex; �2)]. If this con�dence interval contains 0,

then we cannot reject the null hypothesis that the expected cost di�erence between

the two policies is zero (i.e., the policies are tied). If the entire con�dence interval
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lies below zero (i.e., �[975] < 0), then we reject the null hypothesis in favor of the

conclusion that �1 has lower expected cost. If the entire con�dence interval lies above

zero (i.e., �[26] > 0), then we reject the null hypothesis in favor of the conclusion

that �1 has higher expected cost. Table 5.6 gives the pseudo-code for the BDeltaCost

procedure.

Note that because we employ a 95% con�dence level, BDeltaCost has a 0.05

probability of making a Type I error (i.e., of rejecting the null hypothesis when in

fact it is true). This means that when we compare two algorithms on 20 data replicas

with BDeltaCost, one out of the 20 replica results showing a statistical di�erence may

be wrong.

BDeltaCost measures variability with respect to the random choice of the test

data. A small test set will result in wide bounds for the con�dence interval. A large

test set will give a much tighter con�dence interval. BDeltaCost does not measure

variability with respect to the random choice of the training data. It is for this reason

that we create 20 train/test replicas and apply BDeltaCost separately to policies

trained on each replica. The variation across the 20 replicas (even though they are

not truly independent data sets) gives some idea of the variability due to the random

choice of training set. If in the 20 replicas, one algorithm wins half the time and loses

half the time, this shows that there is a high degree of variability and no clear winner

can be identi�ed. But if one algorithm wins half the time and the other algorithm

never wins, this increases our con�dence that the �rst algorithm is superior to the

second.

Unfortunately, pairwise statistical tests only support pairwise conclusions|there

is no transitivity property. Hence, if policy �1 is tied with policy �2, and �2 is tied with

�3, according to BDeltaCost, we can not conclude anything about the relationship

between �1 and �3. For this reason, we apply BDeltaCost separately to each pair of

policies.

Finally, notice that BDeltaCost only tells us if one algorithm's policy is better

than another's. It does not give a measure of the magnitude of the di�erence. To
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TABLE 5.6: The BDeltaCost statistical test compares the expected costs of two di-
agnostic policies �1 and �2 on the test data. The array � has n cost di�erences,
cost(exi; �1)� cost(exi; �2); i = 1; : : : ; n, one for each test example exi. A con�dence
interval CI based on B bootstrap replicates of � is constructed for a speci�ed con�-
dence level 1� �. The position of zero relative to the con�dence interval determines
the win/tie/loss for the two policies.

function BDeltaCost(sample � of size n, number of bootstrap replicates B) returns

the result of the statistical test.

for b from 1 to B

�[b] = 0;

for j from 1 to n

draw r, a random number between 1; n.

�[b] = �[b] + �[r];

�[b] = �[b]=n; mean of bootstrap replicate b.

sort the B means � in increasing order.

lb = b�2 �Bc+ 1; �[lb] is the lower bound of the CI.

ub = B � lb; �[ub] is the upper bound of the CI.

if (0 < �[lb])

res = �1; �1 is worse than �2 (loss for �1).

else

if (�[ub] < 0)

res = 1; �1 is better than �2 (win for �1).

else

res = 0; �1 is tied to �2 (tie).

return res.
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understand this, we also need to look at the size of the di�erence in Vtest values.

5.1.5.4 Synthesis of Evaluation Methods

In our experiments, we run each algorithm on each combination of domain, misclas-

si�cation cost matrix MC, and train/test replica. We denote this by (domain, MC,

replica). For each pair of algorithms, we apply BDeltaCost, which reports a win, tie,

or loss for one of the algorithms over the other.

Once we obtain these results, we summarize them at several di�erent levels of

aggregation in order to gain an understanding of the general patterns of behavior of

the di�erent methods. There are three levels of aggregation: the replica level, the

MC level, and the domain level:

1. Replica level: for each (domain, MC), we present a graph showing the Vtest of

each pair of algorithms along with the results of the BDeltaCost test. This helps

visualize the variability across the di�erent train/test replicas.

2. MC level: for each (domain, MC), we present two summaries of performance

across the replicas:

� Graphs of average Vtest across all replicas (with normal con�dence inter-

vals) for each algorithm. Each graph displays these measurements for each

algorithm and allows us to compare them.

� Tables of cumulative BDeltaCost results for pairs of algorithms. These

tables sum the wins, ties, and losses for each pair of algorithms across the

replicas.

3. Domain level: for each (domain), we summarize the BDeltaCost results using a

chess metric that weighs the wins, ties, and losses of each algorithm against all

the others. This metric will be introduced in the Section 5.4.1.
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All of these di�erent ways of summarizing the results hide some details. For

example, the average Vtest can be a�ected by one particularly easy replica (with small

Vtest), or by one particularly di�cult replica (with large Vtest).

Note that it does not make sense to summarize the performance of algorithms

summing over domains (or over misclassi�cation cost matrices), because the di�-

culty of each CSL problem is di�erent in each domain and the MC matrices are not

comparable across domains.

5.1.5.5 E�ect of Non-independent Replicas on Interpretation of the Results

Our data replicas have overlapping test sets (and training sets), so they are not

independent. We discuss the impact this has on our interpretation, when combining

results from di�erent replicas.

Average and normal con�dence intervals of Vtest over replicas

Each algorithm is run on the 20 replicas. For each replica, it learns a policy which we

evaluate on the test data and thus obtain 20 Vtest estimates. For each algorithm, we

average these Vtest estimates over the 20 replicas, and compute a normal con�dence

interval for them. We know the replicas are not independent, so the resulting con�-

dence intervals underestimate the true variability of the learned policies and the Vtest

values. Hence, the con�dence intervals will be too narrow. But the normal con�dence

interval still gives some idea of the variability of Vtest for an algorithm and if the

intervals of two methods overlap, this is evidence that there is no di�erence in their

Vtest values.

Cumulative BDeltaCost results over replicas

For each domain and MC matrix, we obtain 20 BDeltaCost results. We will sum

these wins, ties, losses over all 20 replicas. However, an overall winning score for one

algorithm does not prove that it is superior, because the replicas are not independent.

Nonetheless, if the accumulated BDeltaCost results show that the two policies are
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FIGURE 5.2: Heart, MC3, Vtest of AO
� shows high variability across replicas.

mostly tied, then they are likely to be statistically indistinguishable. If we get mostly

wins for one policy, that is weak evidence in favor of the superiority of that policy. If

we get consistent weak evidence across multiple domains, then we can strengthen the

claim that one policy is better than another, since each domain is truly independent.

How variable are the replicas?

Figure 5.2 plots Vtest for AO
� on the heart problem, MC3. It shows that there is huge

variation (from 160 to 210) in the Vtest. Some replicas are harder and some are easier.

This high degree of variation reassures us that our replicas are doing a good job of
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FIGURE 5.3: Anytime graph of AO� on pima, MC3, one of the replicas. The best
realistic policy, according to the test data, was discovered after 350 iterations, after
which AO� over�ts.

simulating the variation due to the choice of training and test sets and reduces our

concern about the validity of combining results across replicas.

5.2 Over�tting

When an algorithm learns patterns speci�c to the training data and has low gen-

eralization power on new, unseen data, we say that it su�ers from over�tting. The

algorithm learned its training examples too well, including both the signal and the
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noise, and it is not able to generalize well on di�erent samples drawn from the true

distribution.

CSL algorithms are prone to over�tting as are any algorithms learning from data.

Since our goal is to determine which algorithms produce good policies (as evaluated

on an independent test set), it is important to study how over�tting a�ects the quality

of the learned policy. We will address the following questions: How much of a problem

is over�tting? How important is over�tting reduction? How good are the regularizers

at reducing over�tting?

To answer these questions, we will discuss so-called anytime graphs and the e�ect

of the regularizers on the learning process. An anytime graph plots Vtrain and Vtest

as a function of the number of AND nodes expanded in the AND/OR graph (the

number of expanded AND nodes is also the number of iterations). Figure 5.3 shows an

anytime graph for AO� on the pima problem (MC3). Notice that AO�'s best realistic

policy (the policy with minimum Vtest) was discovered after only 350 iterations. After

this point, Vtest increases, which is the classic sign of over�tting. The quality of the

policies learned afterwards continues to improve monotonically on the training data,

but their performance on the test data gets worse. Upon convergence, AO� has

learned the optimal policy on the training data, but this policy performs badly on

the test data. This anytime graph demonstrates that over�tting is a problem for AO�

and con�rms the need for regularizers.

One of the regularizers described in Chapter 4 is Early Stopping. It uses a hold-

out data set to choose a stopping point. In this particular case (pima, MC3), the

performance of realistic policies on the holdout data tracks their performance on the

test data, so ES is able to �nd a good stopping point.

Another regularizer introduced in Chapter 4 is Laplace correction. Figure 5.4

shows that AO� with the Laplace regularizer gives worse performance on the training

data but a better performance on the test data than AO�. Despite this improvement

Figure 5.4 shows that AO� with Laplace still over�ts: a better policy that was learned

early on is discarded later for a worse one.
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All of the regularizers we proposed, including Early Stopping, Laplace and Sta-

tistical Pruning, may expand di�erent parts of the search space, and this makes it

hard to analyze them. In general, ES and SP expand an AND/OR graph of roughly

the same size as AO�, while the Laplace regularizer (AO�-L, ES-L, SP-L) increases the

size of search space. Pessimistic Post-Pruning does not a�ect the search space since

it is a post-pruning method.

Figure 5.5 shows that the VOI policy is suboptimal on the training data, but out-

performs AO�'s last policy on the test data. Nevertheless, AO� has discovered several

policies that are better on the test set than the VOI policy. Over�tting hurts AO� to

the point where greedy simpler methods perform better on the test set. Regularizing

AO� will give it an edge over the greedy methods on several domains.

Notice that while we proposed regularizers primarily for systematic search, regu-

larization may also be helpful for greedy search. Therefore we will also measure the

e�ectiveness of the Laplace correction regularizer on the greedy algorithms. Never-

theless, over�tting is more of a problem for systematic algorithms, because they do

more thorough search in the policy space. In particular, if AO� has enough resources

to terminate, it will compute the optimal policy on the training data, but this policy

may be very bad when evaluated on the test set.

In conclusion, over�tting con�rms the need for regularizers. Over�tting can also

be indirectly hypothesized by noticing that policies have large values and large average

depths.

5.3 Results

In order to answer the main questions of this chapter: \Which algorithm is the best

one? If there is no overall winner, which is the most robust algorithm and where does it

fail?", we �rst describe the results on each domain. The main questions break down

in several others: Which algorithm is the best on each domain? Which algorithm

is the worst? How do the greedy algorithms compare with the systematic search

ones? How does Laplace correction inuence Vtest? How does AO� perform, and
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FIGURE 5.5: In its anytime graph, AO� learns a better policy than VOI, measured
on the test data, but then forgets it. The optimal policy learned by AO� on the
training data (its last policy) has worst performance on the test data than VOI. Upon
convergence (at iteration 3990), AO� has found a better policy on the training data
than VOI, which con�rms that the VOI policy is suboptimal on the training data.
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TABLE 5.7: Abbreviations.

CSL cost-sensitive learning

MC misclassi�cation cost level (MC1, MC2, MC3, MC4, MC5)

CI con�dence interval

Nor, Nor-L Norton, and Norton with Laplace

MC-N, MC-N-L MC+Norton, and MC+Norton with Laplace

VOI, VOI-L Value of Information, and with Laplace

AO�, AO�-L AO�, and AO� with Laplace

ES, ES-L AO� with Early Stopping, and with Laplace

SP, SP-L AO� with Statistical Pruning, and with Laplace

PPP, PPP-L AO� with Pessimistic Post-Pruning, and with Laplace

which regularizers help it the most? How do di�erent misclassi�cation cost matrices

inuence the best and the worst algorithm in a domain?

Table 5.7 lists the abbreviations used in this chapter; for more information on

each algorithm, see Section 5.1.4.

5.3.1 Laplace Correction Improves All Algorithms

Before describing the experimental results in each of the domains, we �rst discuss the

most important overall pattern. Laplace regularization generally improves or leaves

una�ected every one of the seven search methods (VOI, MC-N, Nor, AO�, ES, SP, and

PPP).

Table 5.8 shows the total (wins, ties, losses) for each greedy search method with

Laplace correction compared against itself without Laplace correction. Notice that

for MC1, the Laplace-corrected method always either wins or ties the method without

Laplace. With a few exceptions, this is true for the other MC levels, except for MC5
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where Laplace correction appears to hurt the performance of Nor on the spect data

set.

Table 5.9 shows the same information for the systematic search algorithms. Here

again, the Laplace regularizer almost always beats or ties against the unregularized

algorithm. There is no case where it clearly gives poor results.

For systematic algorithms, AO� bene�ts by far the most from the Laplace correc-

tion. This is to be expected, since ES, SP and PPP have already brought their own

regularization to AO�.

For greedy algorithms, Laplace helped Nor the most. Note that we extend the

term \Laplace-corrected algorithms" to all algorithms, even though Nor-L is not a

Laplace-corrected version of Nor, since Laplace is only used to correct the error rate

in the pessimistic post-pruning. This study shows that it is useful the apply a Laplace

correction during the post-pruning phase of Norton, and it answers the question raised

in Section 3.2.

Because Laplace regularization is clearly good, we decided to simplify the remain-

der of this chapter by using BDeltaCost to compare only the seven search algorithms

with Laplace correction. Hence, we will consider only the 21 pairs of Laplace-corrected

algorithms rather than the 91 pairs of all algorithms (with and without Laplace cor-

rection).

5.3.2 Results on the bupa Domain

Figure 5.6 and Tables 5.10, 5.11, 5.12, 5.13, 5.14, 5.15 and 5.16 present the test set

results for the bupa domain. Figure 5.6 shows the Vtest for each algorithm averaged

over the 20 replicas. The error bars show a 95% normal con�dence interval for the

mean. The tables report the (wins, ties, and losses) according to the BDeltaCost test

for each pair of algorithms, summed over the 20 replicas. From these results, we note

the following:

� The best algorithm is ES-L, although its con�dence interval overlaps the con�-

dence intervals for all the other systematic algorithms and the con�dence inter-
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TABLE 5.8: The e�ect of Laplace correction on each greedy search algorithm, across
all domains. Each table entry has (wins, ties, losses) of algorithm 1 (alg1) over
algorithm 2 (alg2), summed over all replicas.

alg1 alg2 domain MC1 MC2 MC3 MC4 MC5

VOI-L VOI bupa 1, 19, 0 1, 19, 0 2, 18, 0 1, 19, 0 2, 18, 0

VOI-L VOI pima 0, 20, 0 1, 18, 1 2, 17, 1 1, 18, 1 3, 16, 1

VOI-L VOI heart 0, 20, 0 2, 18, 0 3, 17, 0 2, 18, 0 2, 18, 0

VOI-L VOI b-can 0, 20, 0 0, 20, 0 6, 14, 0 1, 19, 0 2, 17, 1

VOI-L VOI spect 1, 19, 0 3, 17, 0 3, 17, 0 0, 19, 1 0, 19, 1

MC-N-L MC-N bupa 1, 19, 0 1, 19, 0 2, 18, 0 2, 18, 0 0, 20, 0

MC-N-L MC-N pima 1, 19, 0 8, 12, 0 16, 4, 0 8, 12, 0 2, 18, 0

MC-N-L MC-N heart 0, 20, 0 8, 12, 0 7, 13, 0 1, 19, 0 1, 19, 0

MC-N-L MC-N b-can 0, 20, 0 0, 20, 0 2, 18, 0 3, 17, 0 12, 8, 0

MC-N-L MC-N spect 1, 19, 0 5, 15, 0 6, 14, 0 11, 8, 1 4, 16, 0

Nor-L Nor bupa 6, 14, 0 6, 14, 0 4, 16, 0 4, 16, 0 2, 18, 0

Nor-L Nor pima 20, 0, 0 19, 1, 0 15, 5, 0 10, 10, 0 2, 16, 2

Nor-L Nor heart 20, 0, 0 6, 14, 0 3, 17, 0 0, 20, 0 0, 20, 0

Nor-L Nor b-can 18, 2, 0 17, 3, 0 15, 5, 0 15, 5, 0 7, 13, 0

Nor-L Nor spect 6, 14, 0 2, 18, 0 1, 19, 0 0, 20, 0 0, 13, 7
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TABLE 5.9: The e�ect of Laplace correction on each systematic search algorithm,
across all domains. Each table entry has (wins, ties, losses) of algorithm 1 (alg1) over
algorithm 2 (alg2), summed over all replicas.

alg1 alg2 domain MC1 MC2 MC3 MC4 MC5

AO�-L AO� bupa 4, 16, 0 4, 16, 0 4, 16, 0 4, 16, 0 5, 15, 0

AO�-L AO� pima 3, 17, 0 9, 11, 0 15, 5, 0 11, 9, 0 8, 12, 0

AO�-L AO� heart 0, 20, 0 11, 9, 0 13, 7, 0 2, 18, 0 2, 18, 0

AO�-L AO� b-can 0, 20, 0 0, 20, 0 3, 16, 1 2, 18, 0 12, 8, 0

AO�-L AO� spect 6, 14, 0 10, 10, 0 10, 10, 0 5, 15, 0 0, 19, 1

ES-L ES bupa 3, 17, 0 3, 17, 0 1, 19, 0 1, 19, 0 2, 18, 0

ES-L ES pima 0, 20, 0 0, 19, 1 3, 17, 0 1, 19, 0 10, 10, 0

ES-L ES heart 1, 19, 0 5, 15, 0 3, 17, 0 1, 19, 0 1, 19, 0

ES-L ES b-can 0, 20, 0 0, 20, 0 2, 17, 1 4, 12, 4 3, 15, 2

ES-L ES spect 0, 20, 0 0, 20, 0 0, 20, 0 0, 20, 0 1, 19, 0

SP-L SP bupa 0, 20, 0 0, 20, 0 3, 17, 0 3, 17, 0 3, 17, 0

SP-L SP pima 0, 20, 0 4, 16, 0 13, 7, 0 6, 14, 0 8, 12, 0

SP-L SP heart 0, 20, 0 7, 13, 0 5, 15, 0 2, 17, 1 2, 17, 1

SP-L SP b-can 0, 20, 0 0, 20, 0 0, 19, 1 0, 19, 1 4, 16, 0

SP-L SP spect 2, 18, 0 6, 14, 0 5, 15, 0 7, 13, 0 2, 18, 0

PPP-L PPP bupa 3, 17, 0 3, 17, 0 4, 16, 0 4, 16, 0 1, 19, 0

PPP-L PPP pima 0, 20, 0 1, 18, 1 1, 18, 1 1, 18, 1 7, 13, 0

PPP-L PPP heart 0, 19, 1 1, 19, 0 0, 20, 0 1, 18, 1 1, 18, 1

PPP-L PPP b-can 0, 20, 0 0, 20, 0 1, 18, 1 1, 19, 0 9, 11, 0

PPP-L PPP spect 7, 13, 0 9, 11, 0 7, 13, 0 7, 13, 0 0, 19, 1
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vals for VOI and VOI-L. The BDeltaCost Table 5.14 con�rms the superiority of

ES-L. This is the only domain in the thesis where one algorithm never loses to

any other algorithm.

� The worst algorithm is Nor. In general, the con�dence intervals of the systematic

algorithms were below the con�dence intervals of greedy algorithms, with the

exception of VOI and VOI-L. Even with the Laplace correction, Nor-L and MC-

N-L fared badly (see Tables 5.12 and 5.11).

� The misclassi�cation costs do not change the best and the worst algorithm on

bupa.

� All other algorithms have similar performance. SP-L and PPP-L are slightly bet-

ter than the other algorithms according to BDeltaCost (Tables 5.15 and 5.16),

followed by VOI-L and AO�-L (Tables 5.10 and 5.13).

� The Laplace correction slightly improved average Vtest for most algorithms,

although the con�dence intervals for an algorithm and its Laplace correction

overlap.

5.3.3 Results on the pima Domain

Figure 5.7 and Tables 5.17, 5.18, 5.19, 5.20, 5.21, 5.22 and 5.23 present the test set

results for the pima domain. From these results, we note the following:

� The best algorithm changes depending on the misclassi�cation costs. VOI and

VOI-L are consistently good, and on the misclassi�cation cost level MC5 they

are by far the best algorithms. Several other algorithms are good. For example,

on MC2 Nor-L and MC-N-L are slightly better than VOI-L (see Table 5.17).

� The worst algorithm depends on misclassi�cation costs. On MC1 and MC2, it

is Nor; on medium and large MC, it is AO�.
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FIGURE 5.6: Bupa domain. Graphs of average Vtest over replicas, and its 95% normal
con�dence interval (CI). Note that MC1 ' MC2, MC3 ' MC4.
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TABLE 5.10: Bupa, BDeltaCost of VOI-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

VOI-L MC-N-L 2, 18, 0 2, 18, 0 3, 17, 0 3, 17, 0 5, 15, 0

VOI-L Nor-L 8, 12, 0 8, 12, 0 6, 14, 0 6, 14, 0 3, 17, 0

VOI-L AO�-L 0, 20, 0 0, 20, 0 0, 20, 0 0, 20, 0 2, 18, 0

VOI-L ES-L 0, 15, 5 0, 15, 5 0, 16, 4 0, 16, 4 0, 17, 3

VOI-L SP-L 0, 16, 4 0, 16, 4 0, 18, 2 0, 20, 0 1, 19, 0

VOI-L PPP-L 0, 17, 3 0, 17, 3 0, 17, 3 0, 17, 3 0, 19, 1

TABLE 5.11: Bupa, BDeltaCost of MC-N-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

MC-N-L VOI-L 0, 18, 2 0, 18, 2 0, 17, 3 0, 17, 3 0, 15, 5

MC-N-L Nor-L 2, 16, 2 2, 16, 2 1, 17, 2 1, 17, 2 0, 18, 2

MC-N-L AO�-L 0, 18, 2 0, 18, 2 0, 17, 3 0, 17, 3 0, 15, 5

MC-N-L ES-L 0, 16, 4 0, 16, 4 0, 14, 6 0, 14, 6 0, 15, 5

MC-N-L SP-L 0, 17, 3 0, 17, 3 0, 15, 5 0, 17, 3 0, 14, 6

MC-N-L PPP-L 0, 18, 2 0, 18, 2 0, 15, 5 0, 15, 5 0, 17, 3
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TABLE 5.12: Bupa, BDeltaCost of Nor-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

Nor-L VOI-L 0, 12, 8 0, 12, 8 0, 14, 6 0, 14, 6 0, 17, 3

Nor-L MC-N-L 2, 16, 2 2, 16, 2 2, 17, 1 2, 17, 1 2, 18, 0

Nor-L AO�-L 0, 12, 8 0, 12, 8 0, 15, 5 0, 15, 5 0, 19, 1

Nor-L ES-L 0, 10, 10 0, 10, 10 0, 16, 4 0, 16, 4 0, 17, 3

Nor-L SP-L 0, 10, 10 0, 10, 10 0, 14, 6 0, 15, 5 0, 18, 2

Nor-L PPP-L 0, 14, 6 0, 14, 6 0, 14, 6 0, 14, 6 0, 16, 4

TABLE 5.13: Bupa, BDeltaCost of AO�-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

AO�-L VOI-L 0, 20, 0 0, 20, 0 0, 20, 0 0, 20, 0 0, 18, 2

AO�-L MC-N-L 2, 18, 0 2, 18, 0 3, 17, 0 3, 17, 0 5, 15, 0

AO�-L Nor-L 8, 12, 0 8, 12, 0 5, 15, 0 5, 15, 0 1, 19, 0

AO�-L ES-L 0, 15, 5 0, 15, 5 0, 16, 4 0, 16, 4 0, 18, 2

AO�-L SP-L 0, 16, 4 0, 16, 4 0, 18, 2 0, 20, 0 0, 19, 1

AO�-L PPP-L 0, 17, 3 0, 17, 3 0, 17, 3 0, 17, 3 0, 17, 3
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TABLE 5.14: Bupa, BDeltaCost of ES-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

ES-L VOI-L 5, 15, 0 5, 15, 0 4, 16, 0 4, 16, 0 3, 17, 0

ES-L MC-N-L 4, 16, 0 4, 16, 0 6, 14, 0 6, 14, 0 5, 15, 0

ES-L Nor-L 10, 10, 0 10, 10, 0 4, 16, 0 4, 16, 0 3, 17, 0

ES-L AO�-L 5, 15, 0 5, 15, 0 4, 16, 0 4, 16, 0 2, 18, 0

ES-L SP-L 1, 19, 0 1, 19, 0 0, 20, 0 3, 17, 0 2, 18, 0

ES-L PPP-L 1, 19, 0 1, 19, 0 0, 20, 0 0, 20, 0 0, 20, 0

TABLE 5.15: Bupa, BDeltaCost of SP-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

SP-L VOI-L 4, 16, 0 4, 16, 0 2, 18, 0 0, 20, 0 0, 19, 1

SP-L MC-N-L 3, 17, 0 3, 17, 0 5, 15, 0 3, 17, 0 6, 14, 0

SP-L Nor-L 10, 10, 0 10, 10, 0 6, 14, 0 5, 15, 0 2, 18, 0

SP-L AO�-L 4, 16, 0 4, 16, 0 2, 18, 0 0, 20, 0 1, 19, 0

SP-L ES-L 0, 19, 1 0, 19, 1 0, 20, 0 0, 17, 3 0, 18, 2

SP-L PPP-L 0, 20, 0 0, 20, 0 0, 20, 0 0, 18, 2 0, 18, 2
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TABLE 5.16: Bupa, BDeltaCost of PPP-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

PPP-L VOI-L 3, 17, 0 3, 17, 0 3, 17, 0 3, 17, 0 1, 19, 0

PPP-L MC-N-L 2, 18, 0 2, 18, 0 5, 15, 0 5, 15, 0 3, 17, 0

PPP-L Nor-L 6, 14, 0 6, 14, 0 6, 14, 0 6, 14, 0 4, 16, 0

PPP-L AO�-L 3, 17, 0 3, 17, 0 3, 17, 0 3, 17, 0 3, 17, 0

PPP-L ES-L 0, 19, 1 0, 19, 1 0, 20, 0 0, 20, 0 0, 20, 0

PPP-L SP-L 0, 20, 0 0, 20, 0 0, 20, 0 2, 18, 0 2, 18, 0

� AO� performed badly on pima. All the regularizers helped it, except on MC5,

where ES did not. These �ndings, according to the normal con�dence intervals,

are con�rmed by BDeltaCost results (Appendix Table B.7).

� Among the regularized AO� methods, SP-L and ES-L are the best (see Tables

5.22 and 5.21). SP-L has several wins over AO�-L, ES-L and PPP-L.

In [2] we presented experiments on a version of the pima problem, with a binary

discretization of the attributes and slightly di�erent misclassi�cation costs (100 for

false negatives and 80 for false positives), and we concluded that SP was slightly better

than AO�. On the current version of pima, we con�rm these results: BDeltaCost

produces 3, 6, 5, 3, and 4 wins of SP over AO�, with no losses, for each of the 5 MCs.

However, SP is no longer the best algorithm: BDeltaCost shows that VOI-L has 0, 2,

10, 8, and 11 wins over SP, with no losses, and the Laplace version SP-L wins over SP

on 0, 4, 13, 6, and 8 replicas with no losses. Table 5.17 comparing VOI-L and SP-L

shows VOI-L losing on 2 replicas on MC2 and winning on more replicas on large MCs.

In general, there is no single best algorithm across all MCs, but VOI-L is probably
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FIGURE 5.7: Pima domain. Graphs of average Vtest over replicas, and its 95% normal
con�dence interval (CI).



143

TABLE 5.17: Pima, BDeltaCost of VOI-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

VOI-L MC-N-L 0, 20, 0 0, 17, 3 0, 19, 1 2, 18, 0 5, 15, 0

VOI-L Nor-L 4, 16, 0 0, 18, 2 1, 18, 1 1, 19, 0 6, 14, 0

VOI-L AO�-L 0, 20, 0 1, 17, 2 1, 19, 0 3, 17, 0 8, 12, 0

VOI-L ES-L 1, 19, 0 1, 17, 2 2, 18, 0 3, 17, 0 5, 15, 0

VOI-L SP-L 0, 20, 0 0, 18, 2 0, 20, 0 3, 17, 0 4, 16, 0

VOI-L PPP-L 0, 20, 0 0, 20, 0 1, 19, 0 7, 13, 0 3, 16, 1

TABLE 5.18: Pima, BDeltaCost of MC-N-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

MC-N-L VOI-L 0, 20, 0 3, 17, 0 1, 19, 0 0, 18, 2 0, 15, 5

MC-N-L Nor-L 4, 16, 0 1, 19, 0 2, 16, 2 0, 18, 2 3, 16, 1

MC-N-L AO�-L 0, 20, 0 3, 16, 1 3, 17, 0 2, 18, 0 0, 19, 1

MC-N-L ES-L 1, 17, 2 1, 18, 1 2, 16, 2 1, 18, 1 1, 19, 0

MC-N-L SP-L 0, 20, 0 0, 19, 1 2, 17, 1 1, 19, 0 0, 19, 1

MC-N-L PPP-L 0, 20, 0 2, 18, 0 1, 19, 0 4, 16, 0 0, 19, 1
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TABLE 5.19: Pima, BDeltaCost of Nor-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

Nor-L VOI-L 0, 16, 4 2, 18, 0 1, 18, 1 0, 19, 1 0, 14, 6

Nor-L MC-N-L 0, 16, 4 0, 19, 1 2, 16, 2 2, 18, 0 1, 16, 3

Nor-L AO�-L 0, 16, 4 1, 19, 0 4, 15, 1 3, 17, 0 1, 16, 3

Nor-L ES-L 0, 14, 6 4, 16, 0 1, 17, 2 1, 18, 1 0, 18, 2

Nor-L SP-L 0, 16, 4 0, 19, 1 0, 19, 1 2, 18, 0 0, 17, 3

Nor-L PPP-L 0, 19, 1 2, 18, 0 2, 18, 0 5, 15, 0 0, 15, 5

TABLE 5.20: Pima, BDeltaCost of AO�-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

AO�-L VOI-L 0, 20, 0 2, 17, 1 0, 19, 1 0, 17, 3 0, 12, 8

AO�-L MC-N-L 0, 20, 0 1, 16, 3 0, 17, 3 0, 18, 2 1, 19, 0

AO�-L Nor-L 4, 16, 0 0, 19, 1 1, 15, 4 0, 17, 3 3, 16, 1

AO�-L ES-L 1, 19, 0 2, 17, 1 1, 18, 1 0, 18, 2 1, 17, 2

AO�-L SP-L 0, 20, 0 1, 15, 4 0, 15, 5 1, 17, 2 1, 15, 4

AO�-L PPP-L 0, 20, 0 1, 19, 0 0, 20, 0 4, 16, 0 0, 18, 2
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TABLE 5.21: Pima, BDeltaCost of ES-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

ES-L VOI-L 0, 19, 1 2, 17, 1 0, 18, 2 0, 17, 3 0, 15, 5

ES-L MC-N-L 2, 17, 1 1, 18, 1 2, 16, 2 1, 18, 1 0, 19, 1

ES-L Nor-L 6, 14, 0 0, 16, 4 2, 17, 1 1, 18, 1 2, 18, 0

ES-L AO�-L 0, 19, 1 1, 17, 2 1, 18, 1 2, 18, 0 2, 17, 1

ES-L SP-L 0, 19, 1 1, 18, 1 0, 18, 2 1, 19, 0 1, 18, 1

ES-L PPP-L 3, 16, 1 0, 20, 0 3, 16, 1 2, 17, 1 1, 17, 2

TABLE 5.22: Pima, BDeltaCost of SP-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

SP-L VOI-L 0, 20, 0 2, 18, 0 0, 20, 0 0, 17, 3 0, 16, 4

SP-L MC-N-L 0, 20, 0 1, 19, 0 1, 17, 2 0, 19, 1 1, 19, 0

SP-L Nor-L 4, 16, 0 1, 19, 0 1, 19, 0 0, 18, 2 3, 17, 0

SP-L AO�-L 0, 20, 0 4, 15, 1 5, 15, 0 2, 17, 1 4, 15, 1

SP-L ES-L 1, 19, 0 1, 18, 1 2, 18, 0 0, 19, 1 1, 18, 1

SP-L PPP-L 0, 20, 0 2, 18, 0 3, 17, 0 3, 17, 0 0, 19, 1
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TABLE 5.23: Pima, BDeltaCost of PPP-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

PPP-L VOI-L 0, 20, 0 0, 20, 0 0, 19, 1 0, 13, 7 1, 16, 3

PPP-L MC-N-L 0, 20, 0 0, 18, 2 0, 19, 1 0, 16, 4 1, 19, 0

PPP-L Nor-L 1, 19, 0 0, 18, 2 0, 18, 2 0, 15, 5 5, 15, 0

PPP-L AO�-L 0, 20, 0 0, 19, 1 0, 20, 0 0, 16, 4 2, 18, 0

PPP-L ES-L 1, 16, 3 0, 20, 0 1, 16, 3 1, 17, 2 2, 17, 1

PPP-L SP-L 0, 20, 0 0, 18, 2 0, 17, 3 0, 17, 3 1, 19, 0

the most robust on this problem.

5.3.4 Results on the heart Domain

Figure 5.8 and Tables 5.24, 5.25, 5.26, 5.27, 5.28, 5.29 and 5.30 present the test set

results for the heart domain. From these results, we note the following:

� The best algorithm is SP-L (see Table 5.29). From the greedy algorithms, MC-

N-L comes next (see Table 5.25).

� The worst algorithm is Nor on small misclassi�cation costs, and VOI and VOI-

L on large misclassi�cation costs. AO� performed badly for every MC. All

the regularizers signi�cantly helped AO�, although AO�-L was not particularly

good on heart (Table 5.27). VOI-L also fared badly on heart, according to

Figure 5.8, although the BDeltaCost in Table 5.24 �nds it mostly tied with the

best algorithms on heart (SP-L and MC-N-L).



147

2.2

2.3

2.4

2.5

2.6

2.7

2.8

2.9

3

Nor Nor-L MC-N MC-N-L VOI VOI-L AO* AO*-L ES ES-L SP SP-L PPP PPP-L

av
er

ag
e_

re
pl

ic
a 

V
_t

es
t a

nd
 9

5%
 n

or
m

al
 C

I

Nor=22.3

(a) MC1

70

75

80

85

90

95

100

105

110

Nor Nor-L MC-N MC-N-L VOI VOI-L AO* AO*-L ES ES-L SP SP-L PPP PPP-L

av
er

ag
e_

re
pl

ic
a 

V
_t

es
t a

nd
 9

5%
 n

or
m

al
 C

I

(b) MC2

110

120

130

140

150

160

170

180

190

200

Nor Nor-L MC-N MC-N-L VOI VOI-L AO* AO*-L ES ES-L SP SP-L PPP PPP-L

av
er

ag
e_

re
pl

ic
a 

V
_t

es
t a

nd
 9

5%
 n

or
m

al
 C

I

(c) MC3

380

400

420

440

460

480

500

520

Nor Nor-L MC-N MC-N-L VOI VOI-L AO* AO*-L ES ES-L SP SP-L PPP PPP-L

av
er

ag
e_

re
pl

ic
a 

V
_t

es
t a

nd
 9

5%
 n

or
m

al
 C

I

(d) MC4

380

400

420

440

460

480

500

520

Nor Nor-L MC-N MC-N-L VOI VOI-L AO* AO*-L ES ES-L SP SP-L PPP PPP-L

av
er

ag
e_

re
pl

ic
a 

V
_t

es
t a

nd
 9

5%
 n

or
m

al
 C

I

(e) MC5

FIGURE 5.8: Heart domain. Graphs of average Vtest over replicas, and its 95%
normal con�dence interval (CI). Note that MC4 ' MC5.
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TABLE 5.24: Heart, BDeltaCost of VOI-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

VOI-L MC-N-L 0, 20, 0 0, 20, 0 0, 20, 0 0, 19, 1 0, 19, 1

VOI-L Nor-L 6, 14, 0 0, 17, 3 0, 15, 5 0, 17, 3 0, 17, 3

VOI-L AO�-L 0, 20, 0 0, 19, 1 0, 20, 0 0, 19, 1 0, 19, 1

VOI-L ES-L 2, 18, 0 0, 19, 1 1, 18, 1 0, 20, 0 0, 20, 0

VOI-L SP-L 0, 20, 0 0, 18, 2 0, 19, 1 0, 20, 0 0, 20, 0

VOI-L PPP-L 1, 19, 0 0, 17, 3 0, 17, 3 0, 17, 3 0, 17, 3

TABLE 5.25: Heart, BDeltaCost of MC-N-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

MC-N-L VOI-L 0, 20, 0 0, 20, 0 0, 20, 0 1, 19, 0 1, 19, 0

MC-N-L Nor-L 6, 14, 0 0, 20, 0 0, 20, 0 0, 20, 0 0, 20, 0

MC-N-L AO�-L 0, 20, 0 3, 16, 1 2, 18, 0 2, 17, 1 2, 17, 1

MC-N-L ES-L 2, 18, 0 2, 17, 1 2, 16, 2 0, 20, 0 0, 20, 0

MC-N-L SP-L 0, 20, 0 1, 17, 2 1, 17, 2 1, 19, 0 1, 19, 0

MC-N-L PPP-L 1, 19, 0 1, 19, 0 1, 19, 0 0, 20, 0 0, 20, 0
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TABLE 5.26: Heart, BDeltaCost of Nor-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

Nor-L VOI-L 0, 14, 6 3, 17, 0 5, 15, 0 3, 17, 0 3, 17, 0

Nor-L MC-N-L 0, 14, 6 0, 20, 0 0, 20, 0 0, 20, 0 0, 20, 0

Nor-L AO�-L 0, 14, 6 0, 19, 1 0, 20, 0 0, 19, 1 0, 19, 1

Nor-L ES-L 1, 14, 5 0, 20, 0 1, 19, 0 0, 20, 0 0, 20, 0

Nor-L SP-L 0, 14, 6 0, 18, 2 0, 19, 1 0, 20, 0 0, 20, 0

Nor-L PPP-L 0, 15, 5 1, 19, 0 0, 20, 0 1, 19, 0 1, 19, 0

TABLE 5.27: Heart, BDeltaCost of AO�-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

AO�-L VOI-L 0, 20, 0 1, 19, 0 0, 20, 0 1, 19, 0 1, 19, 0

AO�-L MC-N-L 0, 20, 0 1, 16, 3 0, 18, 2 1, 17, 2 1, 17, 2

AO�-L Nor-L 6, 14, 0 1, 19, 0 0, 20, 0 1, 19, 0 1, 19, 0

AO�-L ES-L 2, 18, 0 2, 17, 1 2, 17, 1 1, 19, 0 1, 19, 0

AO�-L SP-L 0, 20, 0 1, 16, 3 1, 15, 4 1, 13, 6 1, 13, 6

AO�-L PPP-L 1, 19, 0 2, 18, 0 1, 19, 0 2, 18, 0 2, 18, 0
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TABLE 5.28: Heart, BDeltaCost of ES-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

ES-L VOI-L 0, 18, 2 1, 19, 0 1, 18, 1 0, 20, 0 0, 20, 0

ES-L MC-N-L 0, 18, 2 1, 17, 2 2, 16, 2 0, 20, 0 0, 20, 0

ES-L Nor-L 5, 14, 1 0, 20, 0 0, 19, 1 0, 20, 0 0, 20, 0

ES-L AO�-L 0, 18, 2 1, 17, 2 1, 17, 2 0, 19, 1 0, 19, 1

ES-L SP-L 0, 18, 2 0, 16, 4 0, 16, 4 0, 18, 2 0, 18, 2

ES-L PPP-L 1, 17, 2 2, 18, 0 1, 19, 0 2, 17, 1 2, 17, 1

TABLE 5.29: Heart, BDeltaCost of SP-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

SP-L VOI-L 0, 20, 0 2, 18, 0 1, 19, 0 0, 20, 0 0, 20, 0

SP-L MC-N-L 0, 20, 0 2, 17, 1 2, 17, 1 0, 19, 1 0, 19, 1

SP-L Nor-L 6, 14, 0 2, 18, 0 1, 19, 0 0, 20, 0 0, 20, 0

SP-L AO�-L 0, 20, 0 3, 16, 1 4, 15, 1 6, 13, 1 6, 13, 1

SP-L ES-L 2, 18, 0 4, 16, 0 4, 16, 0 2, 18, 0 2, 18, 0

SP-L PPP-L 1, 19, 0 4, 16, 0 4, 16, 0 1, 18, 1 1, 18, 1
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TABLE 5.30: Heart, BDeltaCost of PPP-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

PPP-L VOI-L 0, 19, 1 3, 17, 0 3, 17, 0 3, 17, 0 3, 17, 0

PPP-L MC-N-L 0, 19, 1 0, 19, 1 0, 19, 1 0, 20, 0 0, 20, 0

PPP-L Nor-L 5, 15, 0 0, 19, 1 0, 20, 0 0, 19, 1 0, 19, 1

PPP-L AO�-L 0, 19, 1 0, 18, 2 0, 19, 1 0, 18, 2 0, 18, 2

PPP-L ES-L 2, 17, 1 0, 18, 2 0, 19, 1 1, 17, 2 1, 17, 2

PPP-L SP-L 0, 19, 1 0, 16, 4 0, 16, 4 1, 18, 1 1, 18, 1

5.3.5 Results on the breast-cancer Domain

There are some discrepancies between the results of Figure 5.9 and the BDeltaCost

Tables 5.31, 5.32, 5.33, 5.34, 5.35, 5.36 and 5.37, therefore we need to look at both of

them to draw conclusions.

� The best algorithm changes depending on misclassi�cation costs. MC-N-L and

SP-L are consistently good according to the BDeltaCost Tables 5.32 and 5.36.

VOI-L is good for small misclassi�cation costs.

� The worst algorithm changes depending on misclassi�cation costs. On all mis-

classi�cation costs except MC5, Nor's con�dence interval is above the others.

AO� was signi�cantly bad on MC5. VOI-L and ES-L performed badly on larger

misclassi�cation costs (see Tables 5.31 and 5.35 ).
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FIGURE 5.9: Breast-cancer domain. Graphs of average Vtest over replicas, and its
95% normal con�dence interval (CI). Note that MC1 ' MC2.
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TABLE 5.31: Breast-cancer, BDeltaCost of VOI-L paired with each of the Laplace
corrected algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

VOI-L MC-N-L 1, 19, 0 1, 19, 0 0, 17, 3 0, 14, 6 0, 14, 6

VOI-L Nor-L 7, 13, 0 0, 20, 0 0, 18, 2 0, 16, 4 0, 14, 6

VOI-L AO�-L 0, 20, 0 0, 20, 0 0, 18, 2 0, 14, 6 0, 16, 4

VOI-L ES-L 0, 19, 1 0, 20, 0 1, 18, 1 0, 17, 3 0, 19, 1

VOI-L SP-L 1, 19, 0 1, 19, 0 0, 20, 0 0, 14, 6 0, 15, 5

VOI-L PPP-L 0, 20, 0 0, 20, 0 0, 20, 0 0, 17, 3 0, 17, 3

TABLE 5.32: Breast-cancer, BDeltaCost of MC-N-L paired with each of the Laplace
corrected algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

MC-N-L VOI-L 0, 19, 1 0, 19, 1 3, 17, 0 6, 14, 0 6, 14, 0

MC-N-L Nor-L 0, 20, 0 0, 20, 0 2, 18, 0 2, 17, 1 3, 15, 2

MC-N-L AO�-L 0, 19, 1 0, 19, 1 1, 19, 0 1, 19, 0 6, 14, 0

MC-N-L ES-L 0, 19, 1 1, 18, 1 2, 18, 0 4, 16, 0 4, 16, 0

MC-N-L SP-L 0, 20, 0 0, 20, 0 2, 18, 0 2, 17, 1 1, 18, 1

MC-N-L PPP-L 0, 19, 1 0, 19, 1 1, 19, 0 2, 18, 0 2, 16, 2
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TABLE 5.33: Breast-cancer, BDeltaCost of Nor-L paired with each of the Laplace
corrected algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

Nor-L VOI-L 0, 13, 7 0, 20, 0 2, 18, 0 4, 16, 0 6, 14, 0

Nor-L MC-N-L 0, 20, 0 0, 20, 0 0, 18, 2 1, 17, 2 2, 15, 3

Nor-L AO�-L 0, 13, 7 0, 20, 0 0, 18, 2 2, 17, 1 4, 13, 3

Nor-L ES-L 0, 14, 6 1, 19, 0 2, 17, 1 3, 16, 1 3, 15, 2

Nor-L SP-L 0, 19, 1 1, 19, 0 0, 19, 1 1, 19, 0 2, 15, 3

Nor-L PPP-L 0, 13, 7 0, 20, 0 0, 19, 1 2, 17, 1 3, 13, 4

TABLE 5.34: Breast-cancer, BDeltaCost of AO�-L paired with each of the Laplace
corrected algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

AO�-L VOI-L 0, 20, 0 0, 20, 0 2, 18, 0 6, 14, 0 4, 16, 0

AO�-L MC-N-L 1, 19, 0 1, 19, 0 0, 19, 1 0, 19, 1 0, 14, 6

AO�-L Nor-L 7, 13, 0 0, 20, 0 2, 18, 0 1, 17, 2 3, 13, 4

AO�-L ES-L 0, 19, 1 0, 20, 0 1, 19, 0 4, 16, 0 4, 14, 2

AO�-L SP-L 1, 19, 0 1, 19, 0 1, 19, 0 1, 18, 1 0, 14, 6

AO�-L PPP-L 0, 20, 0 0, 20, 0 0, 20, 0 1, 19, 0 2, 13, 5
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TABLE 5.35: Breast-cancer, BDeltaCost of ES-L paired with each of the Laplace
corrected algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

ES-L VOI-L 1, 19, 0 0, 20, 0 1, 18, 1 3, 17, 0 1, 19, 0

ES-L MC-N-L 1, 19, 0 1, 18, 1 0, 18, 2 0, 16, 4 0, 16, 4

ES-L Nor-L 6, 14, 0 0, 19, 1 1, 17, 2 1, 16, 3 2, 15, 3

ES-L AO�-L 1, 19, 0 0, 20, 0 0, 19, 1 0, 16, 4 2, 14, 4

ES-L SP-L 2, 18, 0 1, 19, 0 1, 18, 1 1, 15, 4 0, 14, 6

ES-L PPP-L 1, 19, 0 0, 20, 0 0, 19, 1 0, 17, 3 0, 17, 3

TABLE 5.36: Breast-cancer, BDeltaCost of SP-L paired with each of the Laplace
corrected algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

SP-L VOI-L 0, 19, 1 0, 19, 1 0, 20, 0 6, 14, 0 5, 15, 0

SP-L MC-N-L 0, 20, 0 0, 20, 0 0, 18, 2 1, 17, 2 1, 18, 1

SP-L Nor-L 1, 19, 0 0, 19, 1 1, 19, 0 0, 19, 1 3, 15, 2

SP-L AO�-L 0, 19, 1 0, 19, 1 0, 19, 1 1, 18, 1 6, 14, 0

SP-L ES-L 0, 18, 2 0, 19, 1 1, 18, 1 4, 15, 1 6, 14, 0

SP-L PPP-L 0, 19, 1 0, 19, 1 0, 19, 1 1, 18, 1 3, 16, 1
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TABLE 5.37: Breast-cancer, BDeltaCost of PPP-L paired with each of the Laplace
corrected algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

PPP-L VOI-L 0, 20, 0 0, 20, 0 0, 20, 0 3, 17, 0 3, 17, 0

PPP-L MC-N-L 1, 19, 0 1, 19, 0 0, 19, 1 0, 18, 2 2, 16, 2

PPP-L Nor-L 7, 13, 0 0, 20, 0 1, 19, 0 1, 17, 2 4, 13, 3

PPP-L AO�-L 0, 20, 0 0, 20, 0 0, 20, 0 0, 19, 1 5, 13, 2

PPP-L ES-L 0, 19, 1 0, 20, 0 1, 19, 0 3, 17, 0 3, 17, 0

PPP-L SP-L 1, 19, 0 1, 19, 0 1, 19, 0 1, 18, 1 1, 16, 3

TABLE 5.38: Spect, BDeltaCost of VOI-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

VOI-L MC-N-L 2, 18, 0 2, 18, 0 2, 18, 0 3, 17, 0 5, 12, 3

VOI-L Nor-L 9, 11, 0 5, 15, 0 5, 15, 0 5, 15, 0 10, 10, 0

VOI-L AO�-L 0, 20, 0 1, 19, 0 1, 19, 0 3, 16, 1 4, 15, 1

VOI-L ES-L 2, 18, 0 2, 18, 0 1, 19, 0 3, 16, 1 1, 19, 0

VOI-L SP-L 0, 20, 0 1, 19, 0 1, 19, 0 3, 15, 2 4, 15, 1

VOI-L PPP-L 0, 19, 1 1, 18, 1 0, 19, 1 2, 16, 2 4, 16, 0
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FIGURE 5.10: Spect domain. Graphs of average Vtest over replicas, and its 95%
normal con�dence interval (CI). Note that MC2 ' MC3.
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TABLE 5.39: Spect, BDeltaCost ofMC-N-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

MC-N-L VOI-L 0, 18, 2 0, 18, 2 0, 18, 2 0, 17, 3 3, 12, 5

MC-N-L Nor-L 9, 11, 0 5, 15, 0 5, 15, 0 3, 17, 0 8, 12, 0

MC-N-L AO�-L 0, 18, 2 0, 19, 1 0, 19, 1 1, 16, 3 2, 17, 1

MC-N-L ES-L 1, 18, 1 0, 20, 0 1, 19, 0 0, 18, 2 2, 17, 1

MC-N-L SP-L 0, 18, 2 0, 19, 1 0, 19, 1 1, 16, 3 1, 18, 1

MC-N-L PPP-L 0, 18, 2 0, 18, 2 0, 18, 2 1, 15, 4 0, 20, 0

TABLE 5.40: Spect, BDeltaCost of Nor-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

Nor-L VOI-L 0, 11, 9 0, 15, 5 0, 15, 5 0, 15, 5 0, 10, 10

Nor-L MC-N-L 0, 11, 9 0, 15, 5 0, 15, 5 0, 17, 3 0, 12, 8

Nor-L AO�-L 0, 11, 9 0, 15, 5 0, 15, 5 0, 17, 3 0, 15, 5

Nor-L ES-L 0, 13, 7 0, 13, 7 0, 13, 7 0, 17, 3 0, 13, 7

Nor-L SP-L 0, 11, 9 0, 15, 5 0, 15, 5 0, 17, 3 0, 14, 6

Nor-L PPP-L 0, 11, 9 0, 11, 9 0, 11, 9 0, 16, 4 0, 16, 4
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TABLE 5.41: Spect, BDeltaCost of AO�-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

AO�-L VOI-L 0, 20, 0 0, 19, 1 0, 19, 1 1, 16, 3 1, 15, 4

AO�-L MC-N-L 2, 18, 0 1, 19, 0 1, 19, 0 3, 16, 1 1, 17, 2

AO�-L Nor-L 9, 11, 0 5, 15, 0 5, 15, 0 3, 17, 0 5, 15, 0

AO�-L ES-L 2, 18, 0 1, 19, 0 1, 19, 0 1, 17, 2 1, 18, 1

AO�-L SP-L 0, 20, 0 0, 20, 0 0, 19, 1 0, 18, 2 0, 19, 1

AO�-L PPP-L 0, 19, 1 0, 19, 1 0, 19, 1 1, 17, 2 3, 15, 2

TABLE 5.42: Spect, BDeltaCost of ES-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

ES-L VOI-L 0, 18, 2 0, 18, 2 0, 19, 1 1, 16, 3 0, 19, 1

ES-L MC-N-L 1, 18, 1 0, 20, 0 0, 19, 1 2, 18, 0 1, 17, 2

ES-L Nor-L 7, 13, 0 7, 13, 0 7, 13, 0 3, 17, 0 7, 13, 0

ES-L AO�-L 0, 18, 2 0, 19, 1 0, 19, 1 2, 17, 1 1, 18, 1

ES-L SP-L 0, 18, 2 0, 19, 1 0, 19, 1 2, 17, 1 1, 18, 1

ES-L PPP-L 0, 17, 3 0, 18, 2 0, 18, 2 2, 17, 1 3, 16, 1
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TABLE 5.43: Spect, BDeltaCost of SP-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

SP-L VOI-L 0, 20, 0 0, 19, 1 0, 19, 1 2, 15, 3 1, 15, 4

SP-L MC-N-L 2, 18, 0 1, 19, 0 1, 19, 0 3, 16, 1 1, 18, 1

SP-L Nor-L 9, 11, 0 5, 15, 0 5, 15, 0 3, 17, 0 6, 14, 0

SP-L AO�-L 0, 20, 0 0, 20, 0 1, 19, 0 2, 18, 0 1, 19, 0

SP-L ES-L 2, 18, 0 1, 19, 0 1, 19, 0 1, 17, 2 1, 18, 1

SP-L PPP-L 0, 19, 1 0, 19, 1 0, 19, 1 1, 18, 1 2, 16, 2

TABLE 5.44: Spect, BDeltaCost of PPP-L paired with each of the Laplace corrected
algorithms. Each table entry has (wins, ties, losses) of alg1 over alg2.

alg1 alg2 MC1 MC2 MC3 MC4 MC5

PPP-L VOI-L 1, 19, 0 1, 18, 1 1, 19, 0 2, 16, 2 0, 16, 4

PPP-L MC-N-L 2, 18, 0 2, 18, 0 2, 18, 0 4, 15, 1 0, 20, 0

PPP-L Nor-L 9, 11, 0 9, 11, 0 9, 11, 0 4, 16, 0 4, 16, 0

PPP-L AO�-L 1, 19, 0 1, 19, 0 1, 19, 0 2, 17, 1 2, 15, 3

PPP-L ES-L 3, 17, 0 2, 18, 0 2, 18, 0 1, 17, 2 1, 16, 3

PPP-L SP-L 1, 19, 0 1, 19, 0 1, 19, 0 1, 18, 1 2, 16, 2
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5.3.6 Results on the spect Domain

Figure 5.10 and Tables 5.38, 5.39, 5.40, 5.41, 5.42, 5.43 and 5.44 present the test set

results for the spect domain. From these results, we note the following:

� The best algorithm is VOI-L (see Table 5.38).

� The worst algorithms are Nor and Nor-L. Pruning (with Laplace correction) hurt

Nor on MC5 (that is, Nor-L was signi�cantly worse).

� All the Laplace-corrected systematic algorithms have similar performance and

are all very good (see Tables 5.41, 5.42, 5.43 and 5.44). PPP-L is slightly better,

and ES-L is slightly worse. ES also performed well.

� AO� performs badly on spect. Of its regularizers, the Laplace-corrected ones

and ES helped the most.

5.3.7 Summary of Algorithms' Performance

After analyzing the average Vtest and normal con�dence intervals across replicas and

the cumulative BDeltaCost results, we formulated the following hypotheses in answer

to the questions at the beginning of this Results section:

1. Question: Which algorithm is the best on each domain? Which algorithm is

the worst?

Answer: Of the 14 algorithms we compared, there is no single overall best

algorithm. Nevertheless, systematic search algorithms are best or close to the

best algorithms. In particular, SP-L is robust across all domains. Table 5.45

summarizes our observations for the �ve domains.

Nor is consistently the worst algorithm, and sometimes AO� performs badly. Nor

is the \black sheep" in the greedy search family, and AO� is the \black sheep"

in the systematic search family.
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TABLE 5.45: Best and worst algorithms on each domain, according to the normal
con�dence intervals and BDeltaCost results. All 14 algorithms are compared.

domain best algorithms worst algorithms

bupa ES-L Nor

pima VOI-L Nor, AO�

heart SP-L AO�, Nor, VOI

b-can MC-N-L, SP-L Nor

spect VOI-L Nor

2. Question: How do greedy algorithms compare with systematic search ones?

Answer: Depending on the problem, the greedy algorithms can be very com-

petitive, sometimes even the best (e.g., VOI-L on pima and spect; MC-N-L on

breast-cancer), but they can also be very bad (e.g., VOI-L, for large misclassi�-

cation costs, on heart and breast-cancer, and MC-N-L on bupa).

(a) Question: Is there a single best algorithm among the greedy ones?

Answer: Most of the time, VOI-L is the best greedy algorithm. The next

best choice is MC-N-L. Nor-L is inferior to both.

(b) Question: Is there a single best algorithm among the systematic ones?

Answer: There is no single best systematic algorithm. SP-L is the most

robust across domains, but it is inferior to ES-L on bupa, and for smaller

misclassi�cation costs it is slightly worse than PPP-L on breast-cancer and

spect. Most of the time, AO�-L, ES-L and PPP-L have similar performance,

and they are slightly worse than SP-L (according to BDeltaCost). Of the

systematic search algorithms, SP-L was never the worst.
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3. Question: How does Laplace correction inuence Vtest?

Answer: Laplace improves Vtest of all algorithms, both greedy and systematic.

4. Question: How does AO� perform, and which regularizers help it the most?

Answer: AO� by itself performs poorly, especially on pima, heart and spect.

AO� is still signi�cantly better than Nor (the worst algorithm, overall) on all

domains and misclassi�cation costs, except for pima and heart with medium

misclassi�cation costs.

The regularizers signi�cantly improve AO� performance. SP-L improves it the

most. In general, combining Laplace with statistical pruning or early stopping

helps AO� the most. Tables B.6 and B.7 in Appendix B list BDeltaCost results

of AO� with each algorithm.

5. Question: Are there trends in performance as misclassi�cation costs increase

relative to test costs?

Answer: The misclassi�cation costs do inuence the best and the worst algo-

rithm on a domain, as seen on pima, heart and breast-cancer.

Nor is particularly bad for small misclassi�cation costs. This is probably due to

the fact that Nor grows the same policy for all misclassi�cation costs and this

policy tests too many attributes. Nor-L, which grows the same policy as Nor,

but then pessimistically prunes the policy using a Laplace correction, also grows

the same policy irrespective of misclassi�cation costs, but its pruned policy was

better than Nor (see Table 5.8). On pima, heart and breast-cancer, for small

misclassi�cation costs, Nor-L is signi�cantly better than Nor. Both algorithms

performed well on large misclassi�cation costs on heart and breast-cancer, but

were bad on bupa, pima and spect.

In the Appendix B we organize the BDeltaCost results by comparing each

Laplace-corrected algorithm with all the others, for each domain and misclassi�-
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cation cost level. For details on how each algorithm fares, see Tables B.8, B.9, B.10,

B.11, B.12, B.13 and B.14 in the Appendix B. For example, Table B.13 shows that

SP-L has many wins over AO�-L and at most one loss.

5.4 Discussion

This section answers the main question posed at the beginning of the chapter by rec-

ommending a robust CSL algorithm. It also discusses the e�ect of di�erent parameters

on the measurements introduced in Section 5.1.5.1.

5.4.1 An Overall Score for Algorithms (Chess Metric)

To get an overall idea of where each algorithm wins or fails and to see how robust each

algorithm is across domains and misclassi�cation costs, we have developed a measure

we call the chess metric. This metric summarizes the BDeltaCost results in a single

score for each algorithm.

For a given pair of algorithms, alg1 and alg2, and a domain D and misclassi�cation

cost MC, let (wins; ties; losses) be the cumulative BDeltaCost results of alg1 over

alg2, across all replicas. The score of alg1 on (D, MC) is computed by counting each

win as one point, each tie as half a point, and each loss as zero points. Summing

these points over all the other algorithms gives the chess score:

Score(alg1;D;MC)
def
=

X
alg2 6=alg1

wins+ 0:5 � ties:

The score of alg1 on each domain D is obtained by summing across all MC levels:

Score(alg1;D)
def
=
X
MC

Score(alg1;D;MC):

5.4.2 The Most Robust Algorithms

Table 5.46 displays scores for each algorithm and domain, for each MC level and also

accumulated over all MCs. The �rst observation is that almost all algorithms are
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TABLE 5.46: Chess score = wins+0:5�ties. The score of each algorithm accumulates
the wins and ties against all the other algorithms, for each domain, across all replicas.
A win is counted as one point, a tie is counted as half a point. Scores for each separate
MC in part are presented, as well as scores accumulated over all MCs.

alg1 bupa pima heart b-can spect

VOI-L 59 62:5 64:5 64 66

MC-N-L 53:5 61:5 64:5 58 60:5

Nor-L 39 48:5 43:5 46 34

AO�-L 59 62:5 64:5 64 66

ES-L 73 63 57:5 66 59

SP-L 70 62:5 64:5 58 66

PPP-L 66:5 59:5 61 64 68:5

(a) MC1

alg1 bupa pima heart b-can spect

VOI-L 59 55:5 55 61 65:5

MC-N-L 53:5 63:5 61:5 58:5 59:5

Nor-L 39 63:5 60:5 61 42

AO�-L 59 58:5 60:5 61 62:5

ES-L 73 58 58:5 60 60:5

SP-L 70 64:5 67:5 57:5 62:5

PPP-L 66:5 56:5 56:5 61 67:5

(b) MC2

alg1 bupa pima heart b-can spect

VOI-L 60 61:5 55:5 56:5 64:5

MC-N-L 48:5 63 61 65:5 60

Nor-L 47 61:5 62:5 58:5 42

AO�-L 59:5 54 58:5 62:5 62

ES-L 69 59:5 57:5 57:5 60:5

SP-L 67:5 65 67 58:5 63

PPP-L 68:5 55:5 58 61 68

(c) MC3

alg1 bupa pima heart b-can spect

VOI-L 61 69:5 56 46 66:5

MC-N-L 49:5 61:5 61:5 67:5 55:5

Nor-L 47:5 65:5 61:5 64 49:5

AO�-L 60:5 56:5 59:5 64:5 59:5

ES-L 70:5 60:5 59 53:5 63

SP-L 61:5 58:5 63 63:5 62:5

PPP-L 69:5 48 59:5 61 63:5

(d) MC4

alg1 bupa pima heart b-can spect

VOI-L 63:5 75 56 47:5 71:5

MC-N-L 47 57:5 61:5 68:5 64

Nor-L 54:5 50 61:5 62:5 40

AO�-L 59 54:5 59:5 55 60:5

ES-L 67:5 58 59 52:5 63:5

SP-L 62 61 63 70 62

PPP-L 66:5 64 59:5 64 58:5

(e) MC5

alg1 bupa pima heart b-can spect

VOI-L 302:5 324 287 275 334

MC-N-L 252 307 310 318 299:5

Nor-L 227 289 289:5 292 207:5

AO�-L 297 286 302:5 307 310:5

ES-L 353 299 291:5 289:5 306:5

SP-L 331 311:5 325 307:5 316

PPP-L 337:5 283:5 294:5 311 326

(f) Summed over all MCs.
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TABLE 5.47: BDeltaCost wins, ties and losses of each algorithm on each domain,
summed over all other algorithms, MCs and replicas.

alg1 bupa pima heart b-can spect

VOI-L 49, 507, 44 62, 524, 14 10, 554, 36 12, 526, 62 82, 504, 14

MC-N-L 6, 492, 102 38, 538, 24 30, 560, 10 51, 534, 15 43, 513, 44

Nor-L 10, 434, 156 34, 510, 56 19, 541, 40 39, 506, 55 0, 415, 185

AO�-L 42, 510, 48 25, 522, 53 35, 535, 30 43, 528, 29 47, 527, 26

ES-L 106, 494, 0 37, 524, 39 20, 543, 37 27, 525, 48 47, 519, 34

SP-L 74, 514, 12 42, 539, 19 60, 530, 10 40, 535, 25 52, 528, 20

PPP-L 77, 521, 2 16, 535, 49 23, 543, 34 40, 542, 18 72, 508, 20

performing well, with the exception of Nor-L. We can de�ne a \relative zero" as the

score that each algorithm would get if it was tied (according to BDeltaCost) with

all the other algorithms on all replicas. If an algorithm's score is greater than the

\relative zero", then the algorithm has more wins than losses. For each MC, the value

of this \relative zero" is 60 (there are 6 other algorithms, and 20 replicas, for a total

of 120 ties, which gives a score of 60 points). Summed over all 5 MCs, the value of

\relative zero" is 300.

In Table 5.46 (f), the score of SP-L is the only one above 300 in all �ve domains.

All other algorithms fall under 300 for at least one domain. In the tables for each

MC, SP-L is under the relative zero value of 60 only on breast-cancer, MC � 3, and

pima, MC4. Table 5.46 (f) shows that the score of SP-L is greater than the score of

AO�-L and Nor-L on every domain. It also dominates ES-L (except on bupa), MC-N-L

(except on breast-cancer), and VOI-L (except on pima and spect; in fact, Table 5.46,

(a), (b) and (c) show SP-L to be the best on pima, MC � 3); SP-L lags behind PPP-L

on bupa, breast-cancer and spect, but not by much. On pima, AO�-L, PPP-L, and
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Nor-L perform badly. Nor-L is the only algorithm whose score is always less than the

relative zero.

This suggests that there is no best overall algorithm but that SP-L performs well

on every domain and is never the worst algorithm. This proves that systematic search,

with proper regularizers, learns good policies on realistic CSL problems. VOI-L may

do even better in some domains and misclassi�cation costs, but it also does much

worse in other domains and misclassi�cation costs; in fact, VOI-L is best on pima and

spect, and worst on heart and breast-cancer.

According to the chess metric, SP-L is best on heart, second best on pima (after

VOI-L) and third best on bupa, breast-cancer and spect (on these domains, PPP-

L is the second best algorithm). These �ndings are consistent with the graphs of

average Vtest across replicas and the 95% con�dence intervals in the Results section

(Figures 5.6, 5.7, 5.8, 5.9 and 5.10). In the Appendix B we discuss how SP-L compares

with every other Laplace-corrected algorithm according to BDeltaCost (see discussion

of Table B.13).

Another way of analyzing the data is to look at cumulative BDeltaCost results

in Table 5.47. This displays the wins, ties and losses of each Laplace-corrected algo-

rithm on each domain, summed over all the other variables (all the other algorithms,

misclassi�cation costs and replicas). Table 5.47 is the detailed view of each algorithm

performance. Indeed, each entry in Table 5.46 (f) can be derived from the corre-

sponding entry in Table 5.47 using the chess score (summing all the wins and half of

the ties). For example, on heart SP-L has 60 wins and 530 ties overall, which produce

a chess score of 60 + 0:5 � 530 = 325:

If each algorithm was always tied with all the others, each cell in Table 5.47 will

record 600 ties (6 other algorithms, 5 MC, 20 replicas). Because BDeltaCost has a 5%

error in missing a tie (that is, it wrongly declares a tie as either a win or a loss), that

makes a cumulative error of 5% � 600 = 30 in each table entry. Therefore wins over 30

will be considered signi�cant, and also losses over 30. Wins (or losses) that are less

than 30 could have been ties. All SP-L losses, being less than 30, could be ties, but
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SP-L has more than 30 wins on each domain; in fact, SP-L is the only algorithm with

more than 30 wins and less than 30 losses on each domain. This con�rms again that

that SP-L is the most robust algorithm.

One cannot help to notice though that Table 5.47 is dominated by ties. Nor-L

is still the worst, but recall that it does not use misclassi�cation costs at all dur-

ing learning. The systematic search algorithms appear quite similar according to

these cumulative BDeltaCost results. Inside the systematic search family, maybe it

is not surprising that algorithms performance appears to be similar, since all of them

share parts of the AND/OR search graph, despite the di�erences in regularizers. It

is nevertheless surprising that the best greedy algorithms are competitive with the

systematic search ones; one possible explanation is that the number of test examples

is very small so BDeltaCost does not have enough data points to detect di�erences.

The sizes of the test sets are as follows: 115 on bupa, 256 on pima, 100 on heart, 277

on breast-cancer and 89 on spect.

5.4.3 Comparing The Most Robust Algorithms Against the Best Algo-
rithm on Each Domain

Table 5.48 lists the best and worst algorithms on each domain, according to the chess

metric. Table 5.49 was built independently from the chess metric, by analyzing the

normal con�dence intervals and BDeltaCost tables in the Results section. Both tables

compare only the Laplace-corrected algorithms, and they mostly agree on the best

and worst algorithms.

We recommend SP-L as the safest choice of an algorithm. But if there are not

enough resources (memory or CPU time) to run the systematic search algorithms,

VOI-L becomes the second best choice. At the end of Appendix B, we included

several detailed paired-graphs, at replica level, comparing the best algorithm on each

domain with our top choices, SP-L and VOI-L.

We now summarize how SP-L and VOI-L compare with the best algorithm on each

domain (see Tables 5.48 and 5.49). In general, BDeltaCost results of the pair (best
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TABLE 5.48: Best and worst Laplace-corrected algorithms on each domain, according
to the chess metric.

domain best algorithm worst algorithms

bupa ES-L Nor-L, MC-N-L

pima VOI-L PPP-L, AO�-L, Nor-L

heart SP-L VOI-L, Nor-L, ES-L

b-can MC-N-L VOI-L, ES-L, Nor-L

spect VOI-L Nor-L

TABLE 5.49: Best and worst Laplace-corrected algorithms on each domain, according
to the normal con�dence intervals and BDeltaCost results (Section 5.3).

domain best algorithms worst algorithms

bupa ES-L Nor-L, MC-N-L

pima VOI-L none (all others are similar, and good, except on MC5)

heart SP-L VOI-L, AO�-L

b-can MC-N-L, SP-L VOI-L, ES-L on larger MC

spect VOI-L Nor-L

algorithm on a domain, SP-L) agree with their paired-graphs of Vtest for each replica.

The same holds for the pair (best algorithm on a domain, VOI-L). These BDeltaCost

and paired-graphs results are also consistent with the graphs of average Vtest across

replicas and the 95% con�dence intervals (Figures 5.6, 5.7, 5.8, 5.9 and 5.10).
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� On bupa, SP-L and VOI-L are quite bad, but so were all the other algorithms;

ES-L is the de�nite winner here. In Table 5.47, ES-L has zero losses over all

MC, replicas. This is consistent with Figure 5.6.

� On pima, SP-L is good on small misclassi�cation costs, and it is worse on larger

misclassi�cation costs than VOI-L. VOI-L is best. This is consistent with Fig-

ure 5.7.

� On heart, SP-L is the best algorithm; VOI-L is consistently worse according to

the Vtest of the paired-graphs, but BDeltaCost �nds them mostly tied. This is

consistent with Figure 5.8.

� On breast-cancer, SP-L is worse on small misclassi�cation costs than MC-N-L

according to the Vtest of the paired-graphs, but BDeltaCost �nds them tied.

VOI-L is better on small misclassi�cation costs than MC-N-L, but BDeltaCost

�nds them tied except for one win of VOI-L. Both SP-L and VOI-L (and espe-

cially VOI-L) are worse than MC-N-L for larger misclassi�cation costs. This is

consistent with Figure 5.9.

� On spect, SP-L is worse on large misclassi�cation costs than VOI-L (best on

spect). This is consistent with Figure 5.10.

5.4.4 Summary of Discussion

This completes the main part of Chapter 5. Our experimental results showed that

there is no overall best algorithm, but SP-L is robust across all domains, and is never

the worst. Hence, we recommend SP-L as the method to apply in cost-sensitive

learning problems. VOI-L could also be employed, though our experiments show that

it has more variance, being the best algorithm on two domains and the worst on two

domains. In terms of memory and CPU time used, VOI-L is very e�cient, as shown

next.
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5.4.5 Insights Into the Algorithms' Performance

We discuss the e�ects of misclassi�cation costs, algorithm family (greedy versus sys-

tematic) and Laplace correction over our measurements: Vtest, Memory and CPU

time, expected number of attributes and error rates. These measurements were in-

troduced in Section 5.1.5.1. For each algorithm, the measurements are averaged over

all replicas, on the test set.

5.4.5.1 Vtest

E�ect of misclassi�cation costs

As misclassi�cation costs increase while the test costs are kept constant, the system-

atic algorithms, which are based on AO�, may become worse, because tests appear

cheaper compared with misclassi�cation costs. With increasing misclassi�cation costs,

the AO� heuristic prunes less, and the systematic algorithms' search space increases

in size. This in turn leads to increases in memory, CPU time, and potential for over�t-

ting. Consequently, for systematic algorithms, larger misclassi�cation costs compared

to test costs can make the CSL problem harder (the algorithms performance is bad,

they learn policies with larger Vtest).

On the other hand, as misclassi�cation costs increase and tests appear cheaper,

policies may test more attributes. Hence, for the greedy algorithms the CSL problem

can appear easier. We saw that on the largest misclassi�cation costs, MC5, VOI-L and

MC-N-L are the best algorithms or among the best. But on bupa, pima and spect,

Nor, Nor-L and MC-N performed badly on MC5. So not all greedy algorithms are

competitive on problems where test costs are cheap compared with misclassi�cation

costs.

Interestingly, VOI-L also performs well on smaller misclassi�cation costs, and this

can be because its built-in pruning mechanism prevents over�tting by pruning at-

tributes whose value of information is negative.
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E�ect of algorithm family

In most cases, the Vtest of the systematic algorithms was better than of the greedy

algorithms. On three out of �ve domains, the best algorithm employed systematic

search. But VOI-L, the most robust greedy algorithm, was the best algorithm in the

other two domains. Another greedy algorithm, Nor, was consistently the worst.

E�ect of Laplace regularization

Laplace correction improves Vtest. For problems with large misclassi�cation costs, like

pima and heart, Laplace brings huge improvements in Vtest.

5.4.5.2 Memory and CPU Time

E�ect of misclassi�cation costs

As misclassi�cation costs increase, all the algorithms that use misclassi�cation costs

during learning (i.e., all but Nor and Nor-L) will use more Memory and CPU time,

because tests become relatively cheaper and therefore the policies will test more at-

tributes.

In the greedy algorithm family, Nor and Nor-L construct the same policy for all

MC, since they do not use misclassi�cation costs during learning. Therefore their

memory is constant as MC increases. The same is true for the CPU time (with small

variations due to the load on the machines at run time). The Memory used by MC-N

and MC-N-L is also constant as MC increases, because their policies' storage does

not depend on misclassi�cation costs. The misclassi�cation costs are only used in

computing the best classi�cation actions and in the post-pruning phase. Therefore

they do not inuence the choice of the attributes in the internal nodes of the policies,

which are the same for all MCs.

E�ect of algorithm family

Systematic algorithms use more memory and CPU time than the greedy ones, as

expected (see Figures 5.11 and 5.12). Of the greedy algorithms, VOI and VOI-L use
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the least memory (Figure 5.11).

E�ect of Laplace regularization

In general, Laplace correction increases memory used by all algorithms, but there are

exceptions. For example VOI-L uses less memory than VOI on heart and breast-cancer.

Laplace regularization also increases the amount of CPU time required, although there

are some exceptions for VOI and AO� on spect and pima.

5.4.5.3 Expected Number of Attributes Tested (eatp)

E�ect of misclassi�cation costs

As the misclassi�cation costs increase, the policies usually have greater expected

depth measured on the test set. That is, the expected number of attributes tested

(eatp) increases with MC (Figure 5.13). In theory, eatp can still decrease as MC

increases, if there is a very informative, but expensive, test. If such a test exists, it

will only be tested for large misclassi�cation costs, but then will be the only attribute

tested, so eatp is equal to 1. We have not observed such a case, where eatp decreases as

misclassi�cation costs increase. On the domains we have analyzed, most of the policies

test, on average, fewer than half the total number of attributes. Many policies are

quite shallow.

E�ect of algorithm family

There is no clear pattern for how greedy versus systematic search inuences eatp.

In the greedy search family, Nor and Nor-L policies do not depend on misclassi�ca-

tion costs, so their eatp is constant. Nor's poor performance (its Vtest is consistently

the worst) is partly explained by the fact that its policy is inexible to changes in

misclassi�cation costs. VOI-L's good performance on some domains may be explained

by its small eatp. But VOI-L is the worst algorithm on heart. A rough comparison of

its eatp with the eatp of the best algorithm there (SP-L) suggests that VOI-L stops

testing attributes too early.
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FIGURE 5.11: Graphs of Memory (measured in Bytes, and averaged over replicas),
for all algorithms, as the misclassi�cation costs increase. A memory limit of 100 MB
was imposed for all algorithms. All algorithms were able to terminate before reaching
this memory limit, except on spect, where the systematic algorithms reached the limit
for larger misclassi�cation costs.
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FIGURE 5.12: Graphs of CPU time (measured in seconds, and averaged over repli-
cas), for all algorithms, as the misclassi�cation costs increase.
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In the systematic search family, AO� has the largest eatp. Since its Vtest was bad,

this large eatp is a sign of over�tting.

Pruning reduces eatp, as expected, and we see this in the eatp for Nor-L versus

Nor, PPP versus AO�, and PPP-L versus AO�-L.

E�ect of Laplace regularization

Laplace correction reduces eatp for all algorithms, all domains, and all MC levels.

This may be one of the reasons why Laplace improves Vtest.

5.4.5.4 Error Rate

E�ect of misclassi�cation costs

As the misclassi�cation costs increase, we saw above that eatp increases. With more

attributes tested, the learned policies could be more accurate in diagnosis, though

that is not our objective. For all our algorithms that use misclassi�cation costs dur-

ing learning (i.e., all but Nor, Nor-L), we usually saw a decrease in the error rate as

misclassi�cation costs increase (Figure 5.14). There are some exceptions where error

rate increased as misclassi�cation costs increased: ES-L on bupa, larger misclassi�ca-

tion costs; MC-N-L on heart, larger misclassi�cation costs; and VOI-L on heart for all

misclassi�cation costs.

E�ect of algorithm family

There is no clear pattern of how greedy versus systematic search inuences the error

rate.

Nor has a small error rate on all domains (after all, it uses InfoGain when growing

its policy), but not the smallest one on any domain. The smallest (average) error

rates found on each domain are the following:

� on bupa, 39:65% achieved by SP-L for MC5,

� on pima, 24:88% achieved by VOI-L for MC5,
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FIGURE 5.13: Graphs of expected number of attributes, abbreviated as eatp, aver-
aged over replicas, for all algorithms, as the misclassi�cation costs increase. eatp is
measured on the test set. For each domain, we specify N , the number of attributes.
Usually eatp increases as misclassi�cation costs increase.
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� on heart, 21:11% achieved by SP-L for MC3,

� on breast-cancer, 3:46%, achieved byMC-N for MC3, followed closely byMC-N-L

and AO�, and

� on spect, 22:64% achieved by Nor-L for all misclassi�cation costs.

These error rates are within the range of error rates reported for 0/1 loss al-

gorithms on these domains. This may suggest using CSL algorithms with di�erent

misclassi�cation costs as a way to obtain good, small error rates.

E�ect of Laplace regularization

The e�ect of Laplace correction on the error rate is almost negligible; it can either

increase it or decrease it. The largest e�ect is for spect.

5.5 Summary

This chapter has evaluated the performance of the greedy and systematic search

algorithms on several realistic problems involving medical diagnosis. It introduced a

new method for de�ning realistic misclassi�cation costs. The algorithms performance

on test sets is evaluated at several di�erent levels of abstraction, including: graphs of

average Vtest, and normal con�dence intervals, across all replicas, for each algorithm;

pairwise comparison of algorithms using the statistical test BDeltaCost; a BDeltaCost

summary of each algorithm performance against all the others, using the chess metric.

An interesting pattern is that Laplace correction improved the performance of all

algorithms.

Di�erent ways of interpreting the results support the main �nding that, while

there is no best overall algorithm across all domains and costs ranges, the systematic

search algorithm AO� with Laplace corrections and Statistical Pruning was very ro-

bust across domains and never had the worst performance. The experimental results
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FIGURE 5.14: Graphs of error rate (averaged over replicas), for all algorithms, as the
misclassi�cation costs increase. The error rate is measured on the test set. Usually
error rates decrease as misclassi�cation costs increase.
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also show that AO� without regularization performs badly due to over�tting, and

that regularizers are needed to improve the quality of its policy on the test data.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

6.1 Contributions of This Dissertation

The problem addressed in this dissertation is the learning of cost-sensitive diagnostic

policies from a data set of labeled examples, paying attention to both test costs and

misclassi�cation costs. The tradeo� between these two types of costs is an important

issue that machine learning has omitted so far, with the exception of Turney [71] and

Greiner et al. [22].

1. We formulated this cost-sensitive learning problem as a Markov Decision Prob-

lem (MDP). The MDP notations enabled us to make concise and elegant proofs.

2. We showed how to apply the AO� algorithm to solve this MDP to �nd an

optimal policy (on the training data). We also turned the AO� algorithm into

an anytime algorithm by introducing the notion of a realistic policy, the best

complete policy in the graph expanded so far.

3. In order to address the statistical question of how to reduce over�tting, we

introduced several regularizers for the AO� algorithm: Laplace correction of

probabilities, statistical pruning, pessimistic post-pruning, and early stopping.

� Laplace correction improves the quality of the learned policy in almost all

cases.

� The statistical pruning heuristic prunes subtrees from the search space

when the estimated cost of their solutions is statistically indistinguishable

from the current realistic policy. When combined with Laplace correction
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for probabilities, this regularizer turns systematic search based on AO�

into a robust method.

� Pessimistic post-pruning is a technique for pruning the �nal diagnostic

policy based on exaggerating the misclassi�cation costs using the upper

bound of a normal con�dence interval.

� The early stopping regularizer sets aside part of the training data as a

holdout set on which it evaluates the anytime realistic policy in order to

�nd the best stopping point.

Experimental evidence in Chapter 5 shows that regularizers added to AO� re-

duce the risk of over�tting and produce policies that are statistically better.

The statistical pruning combined with Laplace helps AO� the most. The AO�

algorithm and its regularizers form the family of systematic search algorithms.

4. We also implemented greedy search algorithms.

� A simple algorithm (InfoGainCost), similar to C4.5 but using test costs

in the selection of attributes, has poor performance (when evaluated with

both types of costs).

� A better algorithm (MC+InfoGainCost) is obtained by using test costs in

the selection of attributes, considering misclassi�cation costs when choos-

ing the classi�cation actions (instead of classifying into the majority class),

and post-pruning its policy based on both types of costs.

� The best algorithm in the family of greedy search algorithms grows a policy

using the one-step VOI (Value of Information) heuristic, which iteratively

selects a test assuming it is the last one to perform before classifying. This

heuristic incorporates both test costs and misclassi�cation costs. The VOI

policy also has a built-in pre-pruning step that works well in preventing

over�tting by limiting the depth of the policy.
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The Laplace regularizer added to MC+InfoGainCost and VOI further improves

their performance.

5. We designed a method of computing interesting values for misclassi�cation costs

relative to test costs.

6. We compared algorithms from the systematic and greedy search families on

realistic UCI problems, and we recommend AO� with both the Laplace and the

statistical pruning regularizers (SP-L) as the cost-sensitive learning algorithm

most likely to produce a good policy. However, if computational resources are an

issue, the e�cient and easy-to-implement one-step VOI policy with the Laplace

regularizer often works well.

6.2 Future Work

This section is organized by chapter, as these questions are inspired by, or extend the

work in each of the thesis chapters.

Chapter 2

� What CSL problems are polynomial-time approximable?

� A central methodological question in CSL is how to allocate the available data

into training and test sets in order to get a good estimate of the quality of the

learned policy [23].

� Extensions of our cost-sensitive learning framework:

1. Complex actions: Our CSL framework assumes pure observational, non-

interfering tests, that do not a�ect other tests nor do they change the

examples' classes. In general, the actions can be complex. There could

be treatment actions which may have side e�ects (on the disease, on other
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measurements and treatments). Tests may also be repeated, and they may

have delayed results. An important question is how to obtain training data

for these complex tests.

2. Missing attribute values: When watching a doctor's policy, learning

good policies is possible only if additional questions can be asked. This is

related to the issue of o�-policy learning in reinforcement learning [66].

3. Continuous attributes: In our studies, we discretized all continuous at-

tribute values prior to learning. An important direction for future research

would be to develop CSL methods that do not require pre-discretizing the

attributes. It is straightforward to extend all of the greedy methods to dis-

cretize each attribute by dynamically choosing a threshold for each node of

the decision tree. However, for the systematic search methods, this leads

to a combinatorial explosion in the size of the AND/OR graph. Is there

some way to integrate dynamic discretization with systematic search?

4. Other extensions are discussed in Section 2.5.

Chapter 3

� From the greedy algorithms proposed, one-step VOI is the easiest to analyze

theoretically, and it also has the best performance. It would be interesting to

theoretically characterize the CSL problems on which one-step VOI is close to

the optimal policy �� (either on the training data or on the true model, when

known) and to compute theoretical bounds on the di�erence between them. This

thesis shows that one-step VOI often learns good policies, compared to other

algorithms. However, this comparative approach does not provide bounds on

how far the VOI policies are from optimal.

� More work could be done in the design space of MC+InfoGainCost methods.
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Chapter 4

� When trading-o� between policy quality and limited memory, is it better to do

depth-�rst, breadth-�rst or best-�rst (AO�) search?

� For what class of cost-sensitive problems is exhaustive search (or depth-�rst

search) over the space of all trees feasible? Some branch-and-bound methods

could be used to prune parts of the search space. A small training data set may

be enough to guarantee termination of exhaustive search, though the over�tting

issue remains.

� In our CSL framework, classi�cation decisions are based on minimizing the ex-

pected misclassi�cation costs, that is, bestf = argminfk
P

y P (yjs) �MC(fk; y).

We can learn a diagnostic policy by AO�, or by any of the CSL algorithms

introduced in this thesis, then replace the classi�cations in the leaves with an

ensemble of classi�ers using the undiscretized attributes of the examples in the

leaves, in order to compute the class probabilities P (yjs) more accurately. Those
ensembles should be sensitive to the misclassi�cation costs (for example, bagged

PETs [15], or cost-sensitive adaptations of Ada Boost [69]).

Chapter 5

� The CSL algorithms have obtained quite small error rates (Section 5.4.5.4),

though this was a by-product. This suggests a new approach to learning and

regularizing decision trees by applying AO� and the other CSL algorithms to

supervised learning with 0/1 loss, setting all attribute costs to be equal to a

parameter �, to be tuned.

� Are there inadmissible heuristics that give better overall performance than the

admissible heuristic that we employ? Are there ways of exploiting branch-and-

bound methods to attain additional pruning?
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� Another interesting direction for future work would be to �rst learn a probabilis-

tic model from the data, then run the systematic search algorithms to construct

diagnostic policies. Incorporating causal knowledge into the model may reduce

the amount of training data needed.

6.3 Thesis Summary

There are many important problems where both test costs and misclassi�cation costs

matter. When learning cost-sensitive diagnostic policies, it is important to understand

all costs involved and choose appropriate methods. Otherwise, ignoring costs that

matter leads to policies that perform poorly when all costs are considered. This dis-

sertation has shown that AO�-based systematic search learns good diagnostic policies

from labeled examples when additional safeguards against over�tting are provided.
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CHAPTER A

DETAILS ON OUR AO� IMPLEMENTATION

The following are detailed explanations related to our AO� implementation in

Section 4.2.

1. The notion of a parent OR node s for OR node s0 is with respect to an action

a (AND node (s; a)), not to a policy (�opt or �real).

2. Any OR node has a single action marked as �opt, �real, but since the graph is

a DAG, it may have more than one parent reaching it through their �opt, �real.

3. When we perform optimistic updates of the marked ancestors of a fringe OR

node, it is useful to think of a tree (not a DAG!) rooted at the fringe OR node,

whose links are reversed �opt connectors (computed in previous iterations of the

algorithm) in the entire graph expanded so far. So an OR node appears only

once on the optimistic queue. In other words, an OR node has a single successor

OR node through �opt, so there can not be more than one path following �opt

reaching it backwards from the fringe node.

4. An OR node will appear at most once on the optimistic queue, per AO� itera-

tion, but can appear more than once on the realistic queue (because we update

the V real of all ancestors of a fringe OR node, the reversed graph for the update

of V real is a DAG rooted at the fringe OR node).
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5. From the fringe OR node, all its ancestors up to the root, along the branch

of �opt from the root to itself, may potentially be pushed onto the optimistic

queue, along with other ancestors in the graph which reach the fringe node

through their �opt. It is possible that the optimistic updates will not reach the

root node, if the last ancestors pushed onto the optimistic queue do not have

their V opt changed nor do they become solved OR nodes. In that case, these

OR nodes will not push their marked parents onto the optimistic queue and the

updates stop before reaching the root.

6. The root node may not appear on the optimistic queue, nor on the realistic

queue. This happens when V opt, respectively V real, of the last ancestors on

the queue did not change, so nothing else gets pushed onto the queue. For the

optimistic values, it is easy to imagine such a situation when all attributes have

the same costs and the generative model of the problem is symmetric. Example:

a problem with three attributes, in state s = fx1 = 0g we have two unexpanded

AND nodes (s; x2) and (s; x3) with equal Q values, which are cheaper than

classifying: Qopt
i (s; x2) = Qopt

i (s; x3) < C(s; bestf ). We break ties in favor of

the attribute with the smallest index, so �opt(s) = x2 and we expand AND

node (s; x2). Assume that its children OR nodes s0 are not classi�ed, that is

in all of them �opt(s0) = x3. Therefore the Q value of (s; x2) increases after

expansion, Qopt
i (s; x2) < Qopt

i+1(s; x2), and because Qopt
i+1(s; x3) = Qopt

i (s; x3) =

Qopt
i (s; x2) < C(s; bestf ), we have V

opt
i (s) = V opt

i+1(s), unchanged, and �opt(s) =

x3, with (s; x3) unexpanded. Since V
opt(s) stays the same, and s did not become

solved, nothing will be pushed onto the optimistic queue. For the realistic values,

after expanding the fringe node's (s; a) and calculating Qreal(s; a), this may be

strictly greater than the old value V real(s). Therefore V real(s) will not change,
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and no ancestors of the fringe node will be pushed onto the realistic queue.

7. V opt(s) may stay the same, but the node can become solved. Imagine this

situation: in �opt, there is an OR node s measuring attribute xi, that only

has two values. For one of the values, the resulting state is already classi�ed.

For the other value, the resulting state s0 has only one unexpanded AND node

(s0; xj), measuring the last of all attributes. Therefore V opt(s0) = Qopt(s0; xj) =

Q�(s0; xj), because xj is the last attribute to be measured. Say we chose to

expand AND node (s0; xj); then after expansion, its Q value stays the same,

and since nothing changed, V opt(s0) does not change either, but the OR node

s0 has become solved, and this needs to be propagated to its marked parents.

8. A solved OR node will not be pushed onto the optimistic queue, because a

solved OR node's �opt is a complete policy, and therefore it can not reach a

fringe node with an unexpanded �opt. Still, the fringe node that is �rst pushed

onto the optimistic queue may become solved once it is popped o� the queue.

9. We keep the \solved" notion as marking an OR node whose �opt reaches \solved"

OR nodes, instead of marking an OR node \solved" when �opt(s) = �real(s),

because we need this \solved" notion for our e�cient optimistic updates. Note

that if s is solved, its optimistic policy is a complete policy; after updating its

realistic policy, it follows that �opt(s) = �real(s).

10. A solved OR node may be pushed onto the realistic queue, since we push all

the ancestors of the fringe node onto the queue (as long as there are changes in

V real).
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11. We need to clarify more about the \solved" notion. An OR node will be

marked as solved when its �opt becomes a complete policy, therefore we will have

V opt(s) = V �(s) (the proof is similar to Theorem 4.2.7). We still need to up-

date its V real before having V opt(s) = V real(s) = V �(s) and �opt(s) = �real(s).

So it is possible that we pop an OR node from the realistic queue, and it is

marked as solved, but its V real was not yet updated. For example, say we

expand AND node (s; a) of fringe node s, and all its children s0 are classi�ed.

Assume that after expansion, this action still has the smallest Q value, there-

fore V opt(s) = Qopt(s; a) = Q�(s; a) = V �(s). Because �opt is a complete policy

(in fact, it became ��), the fringe node becomes solved. But we still need to

compute Qreal(s; a) and update its V real. After expanding (s; a), Qreal(s; a) =

Qopt(s; a) = V �(s). Since V real(s) = mina2A0(s)Q
real(s; a) � V �(s), it follows

that V real(s) = V �(s).

12. For any OR node s popped from the optimistic queue, all the Qopt values of

its expanded AND nodes (s; a), Qopt(s; a), need to be updated, because it is

possible that V opt(s0) of some of their children s0 may have changed (increased);

Qopt(s; �opti (s)) may increase, and we need to have the up-to-date siblings' Qopt

in order to compute �opti+1. Here is an example to illustrate this point: consider

a problem with four attributes, where the graph expanded so far has �opt(s0) =

x2; �
opt(fx1 = 0g) = x2; �

opt(fx2 = 0g) = x1, and �opt(fx1 = 0; x2 = 0g) = x3,

and this last action is expanded. Assume V opt(fx1 = 0; x2 = 0g) increases, so

we will push its marked parents fx1 = 0g and fx2 = 0g onto the optimistic

queue, and say their V opt increases too; nevertheless, the root will be pushed

only once onto the optimistic queue, as the marked parent of fx2 = 0g, but it

still needs to update its Qopt(s0; x1) because V
opt(fx1 = 0g) increased and x1
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may become �opt(s0) if the new Q values in s0 satisfy Q
opt(s0; x1) < Qopt(s0; x2).

13. Suggested improvement for the realistic updates: for any OR node s0 we can

push onto the realistic queue pairs containing a parent OR node s and the action

a that relates the two OR nodes (note that action a is not necessarily �reali (s),

because a parent OR node s for OR node s0 is de�ned with respect to an action

a, not to a policy). Then we only recompute Qreal
i+1 (s; a) for V

real
i+1 (s), instead of

updating all Qreal values of expanded AND nodes in state s. This improvement

is correct because all ancestors of the fringe node get pushed onto the realistic

queue (if there are changes in V real).

14. During the bottom-up optimistic updates, for unexpanded AND nodes (s; a),

we simply use the Qopt(s; a) stored in the AND nodes (these were computed at

the creation of the AND nodes, based on hopt). Unexpanded AND nodes are

ignored during the realistic updates.
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CHAPTER B

MORE INFORMATION ON THE EXPERIMENTAL STUDIES

This appendix contains additional information on Chapter 5. We refer the reader

to Table 5.7 for a list of abbreviations.

B.1 Misclassi�cation Costs Matrices for the UCI Domains

Tables B.1, B.2, B.3, B.4 and B.5 list the values for the �ve misclassi�cation costs

used in each domain. The method for de�ning the misclassi�cation costs values was

introduced in Section 5.1.2.

B.2 Comparing the Worst Algorithms in the Systematic and Greedy
Search Families

In the systematic search family, AO� was the worst. In the greedy search family, Nor

was the worst. We compared AO� with Nor. Based on our analysis of the average

Vtest over replicas (and the normal con�dence intervals), and the BDeltaCost results,

we found that:

� for smaller misclassi�cation costs, AO� beats Norton.

� for larger misclassi�cation costs, they become more alike.

If we Laplace-correct the probabilities during the pessimistic post-pruning of Nor,

that helps a lot, sometimes Nor-L beating AO�, for example on pima; and also on
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MC1 =

 
0 120:989

126 0

!
MC2 =

 
0 121:949

127 0

!

MC3 =

 
0 154:597

161 0

!
MC4 =

 
0 155:557

162 0

!

MC5 =

 
0 239:097

249 0

!

TABLE B.1: BUPA Liver Disorders (bupa), misclassi�cation costs matrices. We

constrain the ratio of misclassi�cation costs of false negatives and false positives, r =

MC(fn)=MC(fp), to be equal to the ratio of class probabilities, P (y = 0)=P (y = 1),

computed on the entire data set. On bupa, r = 0:96.

MC1 =

 
0 13:0597

7 0

!
MC2 =

 
0 52:2388

28 0

!

MC3 =

 
0 117:537

63 0

!
MC4 =

 
0 259:328

139 0

!

MC5 =

 
0 10126:9

5428 0

!

TABLE B.2: Pima Indians Diabetes (pima), misclassi�cation costs matrices. r =

MC(fn)=MC(fp) = 1:86:

breast-cancer, MC5. These are cases where BDeltaCost results agree very nicely with

the average Vtest graphs. Still, for small misclassi�cation costs, AO� beats Nor-L.
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MC1 =

 
0 5:8394

5 0

!
MC2 =

 
0 348:028

298 0

!

MC3 =

 
0 617:809

529 0

!
MC4 =

 
0 1869:78

1601 0

!

MC5 =

 
0 1870:94

1602 0

!

TABLE B.3: Heart Disease (heart), misclassi�cation costs matrices.

r = MC(fn)/MC(fp) = 1.16.

MC1 =

 
0 3:71548

2 0

!
MC2 =

 
0 5:57322

3 0

!

MC3 =

 
0 16:7197

9 0

!
MC4 =

 
0 27:8661

15 0

!

MC5 =

 
0 122:611

66 0

!

TABLE B.4: Breast Cancer (breast-cancer), misclassi�cation costs matrices. r =

MC(fn)=MC(fp) = 1:85:

B.3 Comparing AO� with All the Other Algorithms using BDeltaCost

Tables B.6 and B.7 compare AO� with all the other algorithms (except with AO�-

L, because this comparison appears in Table 5.9). The regularizers added to AO�
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MC1 =

 
0 7:00472

27 0

!
MC2 =

 
0 8:56132

33 0

!

MC3 =

 
0 8:82076

34 0

!
MC4 =

 
0 14:7877

57 0

!

MC5 =

 
0 64:5991

249 0

!

TABLE B.5: SPECT (spect), misclassi�cation costs matrices.

r = MC(fn)/MC(fp) = 0.26.

improved its performance (Table B.7). As discussed above, AO� is mostly better

than Norton. From the greedy algorithms, VOI and VOI-L have the most wins over

AO�.

B.4 Results of Comparing Each Laplace-Corrected Algorithm with All
the Other Laplace-corrected Algorithms, on Each Domain and Mis-
classi�cation Cost Level (MC)

Tables B.8, B.9, B.10, B.11, B.12, B.13 and B.14 organize the BDeltaCost results by

algorithm. Each Laplace-corrected algorithm is pairwise compared with all the other

Laplace-corrected algorithms, for each domain and misclassi�cation cost level.

Table B.13 for SP-L and every algorithm con�rms that SP-L is a robust method.

According to it, SP-L has a good number of wins over all methods, and it loses on

at most 4 replicas on large misclassi�cation costs, as follows: SP-L loses to VOI-L on

pima and spect, MC4 and MC5 (on 3 and 4 replicas), to MC-N-L on breast-cancer on

MC3 and MC4 (on 2 replicas), and to Nor-L on pima, MC4 and breast-cancer, MC5



203

alg1 alg2 domain MC1 MC2 MC3 MC4 MC5

AO
�

VOI bupa 0, 17, 3 0, 17, 3 0, 16, 4 0, 16, 4 0, 15, 5

AO� VOI pima 0, 17, 3 0, 12, 8 0, 3, 17 0, 6, 14 0, 9, 11

AO� VOI heart 0, 20, 0 0, 18, 2 0, 16, 4 0, 20, 0 0, 20, 0

AO� VOI b-can 0, 20, 0 0, 20, 0 6, 14, 0 6, 13, 1 0, 15, 5

AO� VOI spect 0, 15, 5 0, 11, 9 0, 11, 9 0, 16, 4 0, 18, 2

AO� VOI-L bupa 0, 16, 4 0, 16, 4 0, 16, 4 0, 16, 4 0, 15, 5

AO� VOI-L pima 0, 17, 3 0, 15, 5 0, 3, 17 0, 5, 15 0, 5, 15

AO� VOI-L heart 0, 20, 0 0, 18, 2 0, 15, 5 0, 20, 0 0, 20, 0

AO� VOI-L b-can 0, 20, 0 0, 20, 0 2, 18, 0 2, 18, 0 0, 17, 3

AO� VOI-L spect 0, 14, 6 0, 10, 10 0, 9, 11 0, 15, 5 0, 16, 4

AO� MC-N bupa 4, 16, 0 4, 16, 0 3, 17, 0 4, 16, 0 5, 14, 1

AO� MC-N pima 0, 18, 2 0, 15, 5 0, 15, 5 0, 18, 2 0, 19, 1

AO� MC-N heart 0, 20, 0 0, 16, 4 0, 13, 7 0, 20, 0 0, 20, 0

AO� MC-N b-can 1, 19, 0 0, 20, 0 0, 17, 3 0, 17, 3 0, 14, 6

AO� MC-N spect 1, 15, 4 3, 13, 4 1, 14, 5 0, 20, 0 2, 17, 1

AO� MC-N-L bupa 2, 18, 0 2, 18, 0 1, 19, 0 1, 19, 0 4, 16, 0

AO� MC-N-L pima 0, 17, 3 0, 8, 12 0, 2, 18 0, 8, 12 0, 17, 3

AO� MC-N-L heart 0, 20, 0 0, 13, 7 0, 6, 14 0, 18, 2 0, 18, 2

AO� MC-N-L b-can 1, 19, 0 0, 20, 0 0, 15, 5 0, 15, 5 0, 8, 12

AO� MC-N-L spect 0, 14, 6 0, 11, 9 1, 9, 10 1, 15, 4 1, 17, 2

AO� Nor bupa 9, 11, 0 8, 12, 0 8, 12, 0 8, 12, 0 4, 15, 1

AO
�

Nor pima 19, 1, 0 14, 4, 2 0, 17, 3 0, 16, 4 0, 17, 3

AO� Nor heart 20, 0, 0 3, 15, 2 0, 14, 6 0, 20, 0 0, 20, 0

AO� Nor b-can 19, 1, 0 16, 4, 0 15, 4, 1 14, 5, 1 0, 14, 6

AO� Nor spect 16, 4, 0 11, 9, 0 10, 10, 0 1, 19, 0 2, 17, 1

AO� Nor-L bupa 7, 13, 0 7, 13, 0 3, 17, 0 3, 17, 0 1, 19, 0

AO� Nor-L pima 4, 16, 0 0, 10, 10 0, 2, 18 0, 7, 13 1, 16, 3

AO� Nor-L heart 6, 14, 0 0, 17, 3 0, 15, 5 0, 20, 0 0, 20, 0

AO� Nor-L b-can 7, 13, 0 0, 20, 0 2, 14, 4 2, 14, 4 0, 11, 9

AO� Nor-L spect 4, 16, 0 3, 17, 0 1, 19, 0 0, 20, 0 6, 13, 1

TABLE B.6: BDeltaCost of AO� paired with each greedy search algorithm, across all

domains. Each table entry has (wins, ties, losses) of alg1 over alg2.

(on 2 replicas). SP-L loses to ES-L on bupa, MC4 and MC5 (on 3 and 2 replicas).

SP-L has 2 losses to PPP-L (bupa and spect, large misclassi�cation costs), and has

only one loss to AO�-L (pima, heart and breast-cancer).



204

alg1 alg2 domain MC1 MC2 MC3 MC4 MC5

AO
�

ES bupa 1, 14, 5 1, 14, 5 0, 16, 4 0, 16, 4 1, 19, 0

AO� ES pima 1, 17, 2 0, 12, 8 0, 9, 11 0, 13, 7 3, 16, 1

AO� ES heart 3, 17, 0 0, 15, 5 0, 11, 9 0, 20, 0 0, 20, 0

AO� ES b-can 0, 19, 1 0, 20, 0 4, 14, 2 4, 12, 4 0, 15, 5

AO� ES spect 0, 14, 6 0, 11, 9 0, 10, 10 0, 13, 7 2, 16, 2

AO� ES-L bupa 0, 13, 7 0, 13, 7 0, 15, 5 0, 16, 4 0, 19, 1

AO� ES-L pima 1, 17, 2 0, 12, 8 0, 6, 14 0, 11, 9 0, 15, 5

AO� ES-L heart 2, 18, 0 0, 15, 5 0, 8, 12 0, 19, 1 0, 19, 1

AO� ES-L b-can 0, 19, 1 0, 20, 0 3, 15, 2 2, 16, 2 0, 17, 3

AO� ES-L spect 0, 14, 6 0, 13, 7 0, 12, 8 0, 16, 4 0, 18, 2

AO� SP bupa 0, 15, 5 0, 15, 5 0, 18, 2 0, 18, 2 2, 13, 5

AO� SP pima 0, 17, 3 0, 14, 6 0, 15, 5 0, 17, 3 0, 16, 4

AO� SP heart 0, 20, 0 0, 13, 7 0, 11, 9 0, 16, 4 0, 16, 4

AO� SP b-can 1, 19, 0 0, 20, 0 1, 11, 8 1, 13, 6 0, 18, 2

AO� SP spect 0, 13, 7 1, 14, 5 1, 12, 7 0, 17, 3 0, 19, 1

AO� SP-L bupa 0, 15, 5 0, 15, 5 0, 17, 3 0, 17, 3 0, 14, 6

AO� SP-L pima 0, 17, 3 0, 8, 12 0, 2, 18 0, 10, 10 0, 12, 8

AO� SP-L heart 0, 20, 0 0, 9, 11 0, 5, 15 0, 18, 2 0, 18, 2

AO� SP-L b-can 1, 19, 0 0, 20, 0 2, 15, 3 1, 16, 3 0, 9, 11

AO� SP-L spect 0, 14, 6 0, 10, 10 0, 9, 11 0, 14, 6 1, 19, 0

AO� PPP bupa 0, 17, 3 0, 17, 3 0, 17, 3 0, 17, 3 0, 18, 2

AO
�

PPP pima 0, 16, 4 0, 16, 4 0, 11, 9 0, 16, 4 1, 15, 4

AO� PPP heart 0, 20, 0 0, 15, 5 0, 13, 7 0, 18, 2 0, 18, 2

AO� PPP b-can 0, 20, 0 0, 20, 0 1, 14, 5 1, 14, 5 0, 18, 2

AO� PPP spect 0, 18, 2 1, 17, 2 1, 13, 6 1, 18, 1 0, 18, 2

AO� PPP-L bupa 0, 16, 4 0, 16, 4 0, 16, 4 0, 16, 4 0, 19, 1

AO� PPP-L pima 0, 18, 2 0, 17, 3 0, 15, 5 0, 19, 1 0, 13, 7

AO� PPP-L heart 1, 19, 0 0, 17, 3 0, 15, 5 0, 20, 0 0, 20, 0

AO� PPP-L b-can 0, 20, 0 0, 20, 0 1, 19, 0 0, 19, 1 0, 12, 8

AO� PPP-L spect 0, 12, 8 0, 9, 11 0, 8, 12 0, 14, 6 1, 19, 0

TABLE B.7: BDeltaCost of AO� paired with each systematic search algorithm (except

AO�-L), across all domains. Each table entry has (wins, ties, losses) of alg1 over alg2.

B.5 Paired-Graphs Comparing the Best Algorithm on Each Domain with
Our Recommended Algorithms

We present several detailed graphs comparing the best algorithm on each domain

with our top choices, SP-L and VOI-L (Figures B.1, B.2, B.3, B.4, B.5, B.6 and B.7).
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alg1 alg2 domain MC1 MC2 MC3 MC4 MC5

VOI-L MC-N-L bupa 2, 18, 0 2, 18, 0 3, 17, 0 3, 17, 0 5, 15, 0

VOI-L MC-N-L pima 0, 20, 0 0, 17, 3 0, 19, 1 2, 18, 0 5, 15, 0

VOI-L MC-N-L heart 0, 20, 0 0, 20, 0 0, 20, 0 0, 19, 1 0, 19, 1

VOI-L MC-N-L b-can 1, 19, 0 1, 19, 0 0, 17, 3 0, 14, 6 0, 14, 6

VOI-L MC-N-L spect 2, 18, 0 2, 18, 0 2, 18, 0 3, 17, 0 5, 12, 3

VOI-L Nor-L bupa 8, 12, 0 8, 12, 0 6, 14, 0 6, 14, 0 3, 17, 0

VOI-L Nor-L pima 4, 16, 0 0, 18, 2 1, 18, 1 1, 19, 0 6, 14, 0

VOI-L Nor-L heart 6, 14, 0 0, 17, 3 0, 15, 5 0, 17, 3 0, 17, 3

VOI-L Nor-L b-can 7, 13, 0 0, 20, 0 0, 18, 2 0, 16, 4 0, 14, 6

VOI-L Nor-L spect 9, 11, 0 5, 15, 0 5, 15, 0 5, 15, 0 10, 10, 0

VOI-L AO�-L bupa 0, 20, 0 0, 20, 0 0, 20, 0 0, 20, 0 2, 18, 0

VOI-L AO�-L pima 0, 20, 0 1, 17, 2 1, 19, 0 3, 17, 0 8, 12, 0

VOI-L AO�-L heart 0, 20, 0 0, 19, 1 0, 20, 0 0, 19, 1 0, 19, 1

VOI-L AO�-L b-can 0, 20, 0 0, 20, 0 0, 18, 2 0, 14, 6 0, 16, 4

VOI-L AO�-L spect 0, 20, 0 1, 19, 0 1, 19, 0 3, 16, 1 4, 15, 1

VOI-L ES-L bupa 0, 15, 5 0, 15, 5 0, 16, 4 0, 16, 4 0, 17, 3

VOI-L ES-L pima 1, 19, 0 1, 17, 2 2, 18, 0 3, 17, 0 5, 15, 0

VOI-L ES-L heart 2, 18, 0 0, 19, 1 1, 18, 1 0, 20, 0 0, 20, 0

VOI-L ES-L b-can 0, 19, 1 0, 20, 0 1, 18, 1 0, 17, 3 0, 19, 1

VOI-L ES-L spect 2, 18, 0 2, 18, 0 1, 19, 0 3, 16, 1 1, 19, 0

VOI-L SP-L bupa 0, 16, 4 0, 16, 4 0, 18, 2 0, 20, 0 1, 19, 0

VOI-L SP-L pima 0, 20, 0 0, 18, 2 0, 20, 0 3, 17, 0 4, 16, 0

VOI-L SP-L heart 0, 20, 0 0, 18, 2 0, 19, 1 0, 20, 0 0, 20, 0

VOI-L SP-L b-can 1, 19, 0 1, 19, 0 0, 20, 0 0, 14, 6 0, 15, 5

VOI-L SP-L spect 0, 20, 0 1, 19, 0 1, 19, 0 3, 15, 2 4, 15, 1

VOI-L PPP-L bupa 0, 17, 3 0, 17, 3 0, 17, 3 0, 17, 3 0, 19, 1

VOI-L PPP-L pima 0, 20, 0 0, 20, 0 1, 19, 0 7, 13, 0 3, 16, 1

VOI-L PPP-L heart 1, 19, 0 0, 17, 3 0, 17, 3 0, 17, 3 0, 17, 3

VOI-L PPP-L b-can 0, 20, 0 0, 20, 0 0, 20, 0 0, 17, 3 0, 17, 3

VOI-L PPP-L spect 0, 19, 1 1, 18, 1 0, 19, 1 2, 16, 2 4, 16, 0

TABLE B.8: BDeltaCost of VOI-L paired with each Laplace corrected algorithm,

across all domains. Each table entry has (wins, ties, losses) of alg1 over alg2.

These paired-graphs of Vtest �rst sort the Vtest values for each replica in increasing

order of Vtest of alg1, and then display the Vtest of alg2 for the corresponding replica.

For alg1, we have selected the best algorithm on each domain according to the chess

metric (see Table 5.48). The alg2 is either SP-L, or VOI-L. The two Vtest values are
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alg1 alg2 domain MC1 MC2 MC3 MC4 MC5

MC-N-L VOI-L bupa 0, 18, 2 0, 18, 2 0, 17, 3 0, 17, 3 0, 15, 5

MC-N-L VOI-L pima 0, 20, 0 3, 17, 0 1, 19, 0 0, 18, 2 0, 15, 5

MC-N-L VOI-L heart 0, 20, 0 0, 20, 0 0, 20, 0 1, 19, 0 1, 19, 0

MC-N-L VOI-L b-can 0, 19, 1 0, 19, 1 3, 17, 0 6, 14, 0 6, 14, 0

MC-N-L VOI-L spect 0, 18, 2 0, 18, 2 0, 18, 2 0, 17, 3 3, 12, 5

MC-N-L Nor-L bupa 2, 16, 2 2, 16, 2 1, 17, 2 1, 17, 2 0, 18, 2

MC-N-L Nor-L pima 4, 16, 0 1, 19, 0 2, 16, 2 0, 18, 2 3, 16, 1

MC-N-L Nor-L heart 6, 14, 0 0, 20, 0 0, 20, 0 0, 20, 0 0, 20, 0

MC-N-L Nor-L b-can 0, 20, 0 0, 20, 0 2, 18, 0 2, 17, 1 3, 15, 2

MC-N-L Nor-L spect 9, 11, 0 5, 15, 0 5, 15, 0 3, 17, 0 8, 12, 0

MC-N-L AO�-L bupa 0, 18, 2 0, 18, 2 0, 17, 3 0, 17, 3 0, 15, 5

MC-N-L AO�-L pima 0, 20, 0 3, 16, 1 3, 17, 0 2, 18, 0 0, 19, 1

MC-N-L AO�-L heart 0, 20, 0 3, 16, 1 2, 18, 0 2, 17, 1 2, 17, 1

MC-N-L AO�-L b-can 0, 19, 1 0, 19, 1 1, 19, 0 1, 19, 0 6, 14, 0

MC-N-L AO�-L spect 0, 18, 2 0, 19, 1 0, 19, 1 1, 16, 3 2, 17, 1

MC-N-L ES-L bupa 0, 16, 4 0, 16, 4 0, 14, 6 0, 14, 6 0, 15, 5

MC-N-L ES-L pima 1, 17, 2 1, 18, 1 2, 16, 2 1, 18, 1 1, 19, 0

MC-N-L ES-L heart 2, 18, 0 2, 17, 1 2, 16, 2 0, 20, 0 0, 20, 0

MC-N-L ES-L b-can 0, 19, 1 1, 18, 1 2, 18, 0 4, 16, 0 4, 16, 0

MC-N-L ES-L spect 1, 18, 1 0, 20, 0 1, 19, 0 0, 18, 2 2, 17, 1

MC-N-L SP-L bupa 0, 17, 3 0, 17, 3 0, 15, 5 0, 17, 3 0, 14, 6

MC-N-L SP-L pima 0, 20, 0 0, 19, 1 2, 17, 1 1, 19, 0 0, 19, 1

MC-N-L SP-L heart 0, 20, 0 1, 17, 2 1, 17, 2 1, 19, 0 1, 19, 0

MC-N-L SP-L b-can 0, 20, 0 0, 20, 0 2, 18, 0 2, 17, 1 1, 18, 1

MC-N-L SP-L spect 0, 18, 2 0, 19, 1 0, 19, 1 1, 16, 3 1, 18, 1

MC-N-L PPP-L bupa 0, 18, 2 0, 18, 2 0, 15, 5 0, 15, 5 0, 17, 3

MC-N-L PPP-L pima 0, 20, 0 2, 18, 0 1, 19, 0 4, 16, 0 0, 19, 1

MC-N-L PPP-L heart 1, 19, 0 1, 19, 0 1, 19, 0 0, 20, 0 0, 20, 0

MC-N-L PPP-L b-can 0, 19, 1 0, 19, 1 1, 19, 0 2, 18, 0 2, 16, 2

MC-N-L PPP-L spect 0, 18, 2 0, 18, 2 0, 18, 2 1, 15, 4 0, 20, 0

TABLE B.9: BDeltaCost of MC-N-L paired with each Laplace corrected algorithm,

across all domains. Each table entry has (wins, ties, losses) of alg1 over alg2.

connected by a vertical line in each replica where BDeltaCost could not reject the null

hypothesis that they are tied. On each domain, as misclassi�cation costs increase,

the replicas on the x axis are not in the same order, because on each misclassi�cation

cost level MC the order of the replicas depends on the Vtest of alg1.



207

alg1 alg2 domain MC1 MC2 MC3 MC4 MC5

Nor-L VOI-L bupa 0, 12, 8 0, 12, 8 0, 14, 6 0, 14, 6 0, 17, 3

Nor-L VOI-L pima 0, 16, 4 2, 18, 0 1, 18, 1 0, 19, 1 0, 14, 6

Nor-L VOI-L heart 0, 14, 6 3, 17, 0 5, 15, 0 3, 17, 0 3, 17, 0

Nor-L VOI-L b-can 0, 13, 7 0, 20, 0 2, 18, 0 4, 16, 0 6, 14, 0

Nor-L VOI-L spect 0, 11, 9 0, 15, 5 0, 15, 5 0, 15, 5 0, 10, 10

Nor-L MC-N-L bupa 2, 16, 2 2, 16, 2 2, 17, 1 2, 17, 1 2, 18, 0

Nor-L MC-N-L pima 0, 16, 4 0, 19, 1 2, 16, 2 2, 18, 0 1, 16, 3

Nor-L MC-N-L heart 0, 14, 6 0, 20, 0 0, 20, 0 0, 20, 0 0, 20, 0

Nor-L MC-N-L b-can 0, 20, 0 0, 20, 0 0, 18, 2 1, 17, 2 2, 15, 3

Nor-L MC-N-L spect 0, 11, 9 0, 15, 5 0, 15, 5 0, 17, 3 0, 12, 8

Nor-L AO�-L bupa 0, 12, 8 0, 12, 8 0, 15, 5 0, 15, 5 0, 19, 1

Nor-L AO�-L pima 0, 16, 4 1, 19, 0 4, 15, 1 3, 17, 0 1, 16, 3

Nor-L AO�-L heart 0, 14, 6 0, 19, 1 0, 20, 0 0, 19, 1 0, 19, 1

Nor-L AO
�
-L b-can 0, 13, 7 0, 20, 0 0, 18, 2 2, 17, 1 4, 13, 3

Nor-L AO�-L spect 0, 11, 9 0, 15, 5 0, 15, 5 0, 17, 3 0, 15, 5

Nor-L ES-L bupa 0, 10, 10 0, 10, 10 0, 16, 4 0, 16, 4 0, 17, 3

Nor-L ES-L pima 0, 14, 6 4, 16, 0 1, 17, 2 1, 18, 1 0, 18, 2

Nor-L ES-L heart 1, 14, 5 0, 20, 0 1, 19, 0 0, 20, 0 0, 20, 0

Nor-L ES-L b-can 0, 14, 6 1, 19, 0 2, 17, 1 3, 16, 1 3, 15, 2

Nor-L ES-L spect 0, 13, 7 0, 13, 7 0, 13, 7 0, 17, 3 0, 13, 7

Nor-L SP-L bupa 0, 10, 10 0, 10, 10 0, 14, 6 0, 15, 5 0, 18, 2

Nor-L SP-L pima 0, 16, 4 0, 19, 1 0, 19, 1 2, 18, 0 0, 17, 3

Nor-L SP-L heart 0, 14, 6 0, 18, 2 0, 19, 1 0, 20, 0 0, 20, 0

Nor-L SP-L b-can 0, 19, 1 1, 19, 0 0, 19, 1 1, 19, 0 2, 15, 3

Nor-L SP-L spect 0, 11, 9 0, 15, 5 0, 15, 5 0, 17, 3 0, 14, 6

Nor-L PPP-L bupa 0, 14, 6 0, 14, 6 0, 14, 6 0, 14, 6 0, 16, 4

Nor-L PPP-L pima 0, 19, 1 2, 18, 0 2, 18, 0 5, 15, 0 0, 15, 5

Nor-L PPP-L heart 0, 15, 5 1, 19, 0 0, 20, 0 1, 19, 0 1, 19, 0

Nor-L PPP-L b-can 0, 13, 7 0, 20, 0 0, 19, 1 2, 17, 1 3, 13, 4

Nor-L PPP-L spect 0, 11, 9 0, 11, 9 0, 11, 9 0, 16, 4 0, 16, 4

TABLE B.10: BDeltaCost of Nor-L paired with each Laplace corrected algorithm,

across all domains. Each table entry has (wins, ties, losses) of alg1 over alg2.
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alg1 alg2 domain MC1 MC2 MC3 MC4 MC5

AO�-L VOI-L bupa 0, 20, 0 0, 20, 0 0, 20, 0 0, 20, 0 0, 18, 2

AO�-L VOI-L pima 0, 20, 0 2, 17, 1 0, 19, 1 0, 17, 3 0, 12, 8

AO�-L VOI-L heart 0, 20, 0 1, 19, 0 0, 20, 0 1, 19, 0 1, 19, 0

AO�-L VOI-L b-can 0, 20, 0 0, 20, 0 2, 18, 0 6, 14, 0 4, 16, 0

AO�-L VOI-L spect 0, 20, 0 0, 19, 1 0, 19, 1 1, 16, 3 1, 15, 4

AO�-L MC-N-L bupa 2, 18, 0 2, 18, 0 3, 17, 0 3, 17, 0 5, 15, 0

AO�-L MC-N-L pima 0, 20, 0 1, 16, 3 0, 17, 3 0, 18, 2 1, 19, 0

AO�-L MC-N-L heart 0, 20, 0 1, 16, 3 0, 18, 2 1, 17, 2 1, 17, 2

AO�-L MC-N-L b-can 1, 19, 0 1, 19, 0 0, 19, 1 0, 19, 1 0, 14, 6

AO�-L MC-N-L spect 2, 18, 0 1, 19, 0 1, 19, 0 3, 16, 1 1, 17, 2

AO
�
-L Nor-L bupa 8, 12, 0 8, 12, 0 5, 15, 0 5, 15, 0 1, 19, 0

AO�-L Nor-L pima 4, 16, 0 0, 19, 1 1, 15, 4 0, 17, 3 3, 16, 1

AO�-L Nor-L heart 6, 14, 0 1, 19, 0 0, 20, 0 1, 19, 0 1, 19, 0

AO�-L Nor-L b-can 7, 13, 0 0, 20, 0 2, 18, 0 1, 17, 2 3, 13, 4

AO�-L Nor-L spect 9, 11, 0 5, 15, 0 5, 15, 0 3, 17, 0 5, 15, 0

AO�-L ES-L bupa 0, 15, 5 0, 15, 5 0, 16, 4 0, 16, 4 0, 18, 2

AO�-L ES-L pima 1, 19, 0 2, 17, 1 1, 18, 1 0, 18, 2 1, 17, 2

AO�-L ES-L heart 2, 18, 0 2, 17, 1 2, 17, 1 1, 19, 0 1, 19, 0

AO�-L ES-L b-can 0, 19, 1 0, 20, 0 1, 19, 0 4, 16, 0 4, 14, 2

AO�-L ES-L spect 2, 18, 0 1, 19, 0 1, 19, 0 1, 17, 2 1, 18, 1

AO�-L SP-L bupa 0, 16, 4 0, 16, 4 0, 18, 2 0, 20, 0 0, 19, 1

AO�-L SP-L pima 0, 20, 0 1, 15, 4 0, 15, 5 1, 17, 2 1, 15, 4

AO�-L SP-L heart 0, 20, 0 1, 16, 3 1, 15, 4 1, 13, 6 1, 13, 6

AO�-L SP-L b-can 1, 19, 0 1, 19, 0 1, 19, 0 1, 18, 1 0, 14, 6

AO�-L SP-L spect 0, 20, 0 0, 20, 0 0, 19, 1 0, 18, 2 0, 19, 1

AO�-L PPP-L bupa 0, 17, 3 0, 17, 3 0, 17, 3 0, 17, 3 0, 17, 3

AO�-L PPP-L pima 0, 20, 0 1, 19, 0 0, 20, 0 4, 16, 0 0, 18, 2

AO�-L PPP-L heart 1, 19, 0 2, 18, 0 1, 19, 0 2, 18, 0 2, 18, 0

AO�-L PPP-L b-can 0, 20, 0 0, 20, 0 0, 20, 0 1, 19, 0 2, 13, 5

AO�-L PPP-L spect 0, 19, 1 0, 19, 1 0, 19, 1 1, 17, 2 3, 15, 2

TABLE B.11: BDeltaCost of AO�-L paired with each Laplace corrected algorithm,

across all domains. Each table entry has (wins, ties, losses) of alg1 over alg2.
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alg1 alg2 domain MC1 MC2 MC3 MC4 MC5

ES-L VOI-L bupa 5, 15, 0 5, 15, 0 4, 16, 0 4, 16, 0 3, 17, 0

ES-L VOI-L pima 0, 19, 1 2, 17, 1 0, 18, 2 0, 17, 3 0, 15, 5

ES-L VOI-L heart 0, 18, 2 1, 19, 0 1, 18, 1 0, 20, 0 0, 20, 0

ES-L VOI-L b-can 1, 19, 0 0, 20, 0 1, 18, 1 3, 17, 0 1, 19, 0

ES-L VOI-L spect 0, 18, 2 0, 18, 2 0, 19, 1 1, 16, 3 0, 19, 1

ES-L MC-N-L bupa 4, 16, 0 4, 16, 0 6, 14, 0 6, 14, 0 5, 15, 0

ES-L MC-N-L pima 2, 17, 1 1, 18, 1 2, 16, 2 1, 18, 1 0, 19, 1

ES-L MC-N-L heart 0, 18, 2 1, 17, 2 2, 16, 2 0, 20, 0 0, 20, 0

ES-L MC-N-L b-can 1, 19, 0 1, 18, 1 0, 18, 2 0, 16, 4 0, 16, 4

ES-L MC-N-L spect 1, 18, 1 0, 20, 0 0, 19, 1 2, 18, 0 1, 17, 2

ES-L Nor-L bupa 10, 10, 0 10, 10, 0 4, 16, 0 4, 16, 0 3, 17, 0

ES-L Nor-L pima 6, 14, 0 0, 16, 4 2, 17, 1 1, 18, 1 2, 18, 0

ES-L Nor-L heart 5, 14, 1 0, 20, 0 0, 19, 1 0, 20, 0 0, 20, 0

ES-L Nor-L b-can 6, 14, 0 0, 19, 1 1, 17, 2 1, 16, 3 2, 15, 3

ES-L Nor-L spect 7, 13, 0 7, 13, 0 7, 13, 0 3, 17, 0 7, 13, 0

ES-L AO�-L bupa 5, 15, 0 5, 15, 0 4, 16, 0 4, 16, 0 2, 18, 0

ES-L AO�-L pima 0, 19, 1 1, 17, 2 1, 18, 1 2, 18, 0 2, 17, 1

ES-L AO�-L heart 0, 18, 2 1, 17, 2 1, 17, 2 0, 19, 1 0, 19, 1

ES-L AO�-L b-can 1, 19, 0 0, 20, 0 0, 19, 1 0, 16, 4 2, 14, 4

ES-L AO�-L spect 0, 18, 2 0, 19, 1 0, 19, 1 2, 17, 1 1, 18, 1

ES-L SP-L bupa 1, 19, 0 1, 19, 0 0, 20, 0 3, 17, 0 2, 18, 0

ES-L SP-L pima 0, 19, 1 1, 18, 1 0, 18, 2 1, 19, 0 1, 18, 1

ES-L SP-L heart 0, 18, 2 0, 16, 4 0, 16, 4 0, 18, 2 0, 18, 2

ES-L SP-L b-can 2, 18, 0 1, 19, 0 1, 18, 1 1, 15, 4 0, 14, 6

ES-L SP-L spect 0, 18, 2 0, 19, 1 0, 19, 1 2, 17, 1 1, 18, 1

ES-L PPP-L bupa 1, 19, 0 1, 19, 0 0, 20, 0 0, 20, 0 0, 20, 0

ES-L PPP-L pima 3, 16, 1 0, 20, 0 3, 16, 1 2, 17, 1 1, 17, 2

ES-L PPP-L heart 1, 17, 2 2, 18, 0 1, 19, 0 2, 17, 1 2, 17, 1

ES-L PPP-L b-can 1, 19, 0 0, 20, 0 0, 19, 1 0, 17, 3 0, 17, 3

ES-L PPP-L spect 0, 17, 3 0, 18, 2 0, 18, 2 2, 17, 1 3, 16, 1

TABLE B.12: BDeltaCost of ES-L paired with each Laplace corrected algorithm,

across all domains. Each table entry has (wins, ties, losses) of alg1 over alg2.
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alg1 alg2 domain MC1 MC2 MC3 MC4 MC5

SP-L VOI-L bupa 4, 16, 0 4, 16, 0 2, 18, 0 0, 20, 0 0, 19, 1

SP-L VOI-L pima 0, 20, 0 2, 18, 0 0, 20, 0 0, 17, 3 0, 16, 4

SP-L VOI-L heart 0, 20, 0 2, 18, 0 1, 19, 0 0, 20, 0 0, 20, 0

SP-L VOI-L b-can 0, 19, 1 0, 19, 1 0, 20, 0 6, 14, 0 5, 15, 0

SP-L VOI-L spect 0, 20, 0 0, 19, 1 0, 19, 1 2, 15, 3 1, 15, 4

SP-L MC-N-L bupa 3, 17, 0 3, 17, 0 5, 15, 0 3, 17, 0 6, 14, 0

SP-L MC-N-L pima 0, 20, 0 1, 19, 0 1, 17, 2 0, 19, 1 1, 19, 0

SP-L MC-N-L heart 0, 20, 0 2, 17, 1 2, 17, 1 0, 19, 1 0, 19, 1

SP-L MC-N-L b-can 0, 20, 0 0, 20, 0 0, 18, 2 1, 17, 2 1, 18, 1

SP-L MC-N-L spect 2, 18, 0 1, 19, 0 1, 19, 0 3, 16, 1 1, 18, 1

SP-L Nor-L bupa 10, 10, 0 10, 10, 0 6, 14, 0 5, 15, 0 2, 18, 0

SP-L Nor-L pima 4, 16, 0 1, 19, 0 1, 19, 0 0, 18, 2 3, 17, 0

SP-L Nor-L heart 6, 14, 0 2, 18, 0 1, 19, 0 0, 20, 0 0, 20, 0

SP-L Nor-L b-can 1, 19, 0 0, 19, 1 1, 19, 0 0, 19, 1 3, 15, 2

SP-L Nor-L spect 9, 11, 0 5, 15, 0 5, 15, 0 3, 17, 0 6, 14, 0

SP-L AO�-L bupa 4, 16, 0 4, 16, 0 2, 18, 0 0, 20, 0 1, 19, 0

SP-L AO�-L pima 0, 20, 0 4, 15, 1 5, 15, 0 2, 17, 1 4, 15, 1

SP-L AO�-L heart 0, 20, 0 3, 16, 1 4, 15, 1 6, 13, 1 6, 13, 1

SP-L AO�-L b-can 0, 19, 1 0, 19, 1 0, 19, 1 1, 18, 1 6, 14, 0

SP-L AO�-L spect 0, 20, 0 0, 20, 0 1, 19, 0 2, 18, 0 1, 19, 0

SP-L ES-L bupa 0, 19, 1 0, 19, 1 0, 20, 0 0, 17, 3 0, 18, 2

SP-L ES-L pima 1, 19, 0 1, 18, 1 2, 18, 0 0, 19, 1 1, 18, 1

SP-L ES-L heart 2, 18, 0 4, 16, 0 4, 16, 0 2, 18, 0 2, 18, 0

SP-L ES-L b-can 0, 18, 2 0, 19, 1 1, 18, 1 4, 15, 1 6, 14, 0

SP-L ES-L spect 2, 18, 0 1, 19, 0 1, 19, 0 1, 17, 2 1, 18, 1

SP-L PPP-L bupa 0, 20, 0 0, 20, 0 0, 20, 0 0, 18, 2 0, 18, 2

SP-L PPP-L pima 0, 20, 0 2, 18, 0 3, 17, 0 3, 17, 0 0, 19, 1

SP-L PPP-L heart 1, 19, 0 4, 16, 0 4, 16, 0 1, 18, 1 1, 18, 1

SP-L PPP-L b-can 0, 19, 1 0, 19, 1 0, 19, 1 1, 18, 1 3, 16, 1

SP-L PPP-L spect 0, 19, 1 0, 19, 1 0, 19, 1 1, 18, 1 2, 16, 2

TABLE B.13: BDeltaCost of SP-L paired with each Laplace corrected algorithm,

across all domains. Each table entry has (wins, ties, losses) of alg1 over alg2.
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alg1 alg2 domain MC1 MC2 MC3 MC4 MC5

PPP-L VOI-L bupa 3, 17, 0 3, 17, 0 3, 17, 0 3, 17, 0 1, 19, 0

PPP-L VOI-L pima 0, 20, 0 0, 20, 0 0, 19, 1 0, 13, 7 1, 16, 3

PPP-L VOI-L heart 0, 19, 1 3, 17, 0 3, 17, 0 3, 17, 0 3, 17, 0

PPP-L VOI-L b-can 0, 20, 0 0, 20, 0 0, 20, 0 3, 17, 0 3, 17, 0

PPP-L VOI-L spect 1, 19, 0 1, 18, 1 1, 19, 0 2, 16, 2 0, 16, 4

PPP-L MC-N-L bupa 2, 18, 0 2, 18, 0 5, 15, 0 5, 15, 0 3, 17, 0

PPP-L MC-N-L pima 0, 20, 0 0, 18, 2 0, 19, 1 0, 16, 4 1, 19, 0

PPP-L MC-N-L heart 0, 19, 1 0, 19, 1 0, 19, 1 0, 20, 0 0, 20, 0

PPP-L MC-N-L b-can 1, 19, 0 1, 19, 0 0, 19, 1 0, 18, 2 2, 16, 2

PPP-L MC-N-L spect 2, 18, 0 2, 18, 0 2, 18, 0 4, 15, 1 0, 20, 0

PPP-L Nor-L bupa 6, 14, 0 6, 14, 0 6, 14, 0 6, 14, 0 4, 16, 0

PPP-L Nor-L pima 1, 19, 0 0, 18, 2 0, 18, 2 0, 15, 5 5, 15, 0

PPP-L Nor-L heart 5, 15, 0 0, 19, 1 0, 20, 0 0, 19, 1 0, 19, 1

PPP-L Nor-L b-can 7, 13, 0 0, 20, 0 1, 19, 0 1, 17, 2 4, 13, 3

PPP-L Nor-L spect 9, 11, 0 9, 11, 0 9, 11, 0 4, 16, 0 4, 16, 0

PPP-L AO
�
-L bupa 3, 17, 0 3, 17, 0 3, 17, 0 3, 17, 0 3, 17, 0

PPP-L AO�-L pima 0, 20, 0 0, 19, 1 0, 20, 0 0, 16, 4 2, 18, 0

PPP-L AO�-L heart 0, 19, 1 0, 18, 2 0, 19, 1 0, 18, 2 0, 18, 2

PPP-L AO�-L b-can 0, 20, 0 0, 20, 0 0, 20, 0 0, 19, 1 5, 13, 2

PPP-L AO�-L spect 1, 19, 0 1, 19, 0 1, 19, 0 2, 17, 1 2, 15, 3

PPP-L ES-L bupa 0, 19, 1 0, 19, 1 0, 20, 0 0, 20, 0 0, 20, 0

PPP-L ES-L pima 1, 16, 3 0, 20, 0 1, 16, 3 1, 17, 2 2, 17, 1

PPP-L ES-L heart 2, 17, 1 0, 18, 2 0, 19, 1 1, 17, 2 1, 17, 2

PPP-L ES-L b-can 0, 19, 1 0, 20, 0 1, 19, 0 3, 17, 0 3, 17, 0

PPP-L ES-L spect 3, 17, 0 2, 18, 0 2, 18, 0 1, 17, 2 1, 16, 3

PPP-L SP-L bupa 0, 20, 0 0, 20, 0 0, 20, 0 2, 18, 0 2, 18, 0

PPP-L SP-L pima 0, 20, 0 0, 18, 2 0, 17, 3 0, 17, 3 1, 19, 0

PPP-L SP-L heart 0, 19, 1 0, 16, 4 0, 16, 4 1, 18, 1 1, 18, 1

PPP-L SP-L b-can 1, 19, 0 1, 19, 0 1, 19, 0 1, 18, 1 1, 16, 3

PPP-L SP-L spect 1, 19, 0 1, 19, 0 1, 19, 0 1, 18, 1 2, 16, 2

TABLE B.14: BDeltaCost of PPP-L paired with each Laplace corrected algorithm,

across all domains. Each table entry has (wins, ties, losses) of alg1 over alg2.
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FIGURE B.1: Bupa, paired-graphs Vtest of ES-L and SP-L for every replica, ordered

by Vtest of ES-L (best algorithm on bupa). Vertical lines connect Vtest values that

are tied according to BDeltaCost. Though mostly BDeltaCost-tied, Vtest of ES-L is

smaller than SP-L's.
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FIGURE B.2: Bupa, paired-graphs Vtest of ES-L and VOI-L for every replica, ordered

by Vtest of ES-L (best algorithm on bupa). They con�rm the superiority of ES-L over

VOI-L. Vertical lines connect Vtest values that are tied according to BDeltaCost. ES-L

has wins over VOI-L and a smaller Vtest.
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FIGURE B.3: Pima, paired-graphs Vtest of VOI-L and SP-L for every replica, or-

dered by Vtest of VOI-L (best algorithm on pima). For MC1, the two algorithms

compute identical policies. Vertical lines connect Vtest values that are tied according

to BDeltaCost. For small misclassi�cation costs, Vtest of SP-L is mostly better than

Vtest of VOI-L, but this trend reverses for larger misclassi�cation costs; this agrees

with BDeltaCost, which picks several wins of VOI-L over SP-L.
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FIGURE B.4: Heart, paired-graphs Vtest of SP-L and VOI-L for every replica, ordered

by Vtest of SP-L (best algorithm on heart). For MC1, the two algorithms compute

identical policies. Vertical lines connect Vtest values that are tied according to BDelta-

Cost. Vtest of SP-L is less than Vtest of VOI-L, though they are mostly tied according

to BDeltaCost.
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FIGURE B.5: Breast-cancer, paired-graphs Vtest of MC-N-L and SP-L for every

replica, ordered by Vtest of MC-N-L (best algorithm on breast-cancer). Vertical lines

connect Vtest values that are tied according to BDeltaCost. The algorithms are mostly

tied according to BDeltaCost. For small MC, Vtest of MC-N-L is better, and remains

mostly better for larger MCs, though the two graphs cross.
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FIGURE B.6: Breast-cancer, paired-graphs Vtest of MC-N-L and VOI-L for every

replica, ordered by Vtest of MC-N-L (best algorithm on breast-cancer). Vertical lines

connect Vtest values that are tied according to BDeltaCost. For larger MC, Vtest of

MC-N-L is better than Vtest of VOI-L, which is con�rmed by BDeltaCost; this trend

reverses for smaller MCs, where Vtest of MC-N-L is usually worse.
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FIGURE B.7: Spect, paired-graphs Vtest of VOI-L and SP-L for every replica, ordered

by Vtest of VOI-L (best algorithm on spect). For MC1, the two algorithms compute

identical policies. Vertical lines connect Vtest values that are tied according to BDelta-

Cost. For larger misclassi�cation costs, the trend is that Vtest of VOI-L is better than

SP-L's, and BDeltaCost detects several wins of VOI-L.


