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Ornithology is an exciting field with novel research emerging everyday. Re-
searchers in bioacoustics often spend hours within the wilderness recording bird calls
to analyze later in their lab. The burden of sifting through hours of audio recordings
from the field continues to remain a time-consuming and manual task, despite the
inherent value of such research. In this work, we investigate the ability of a mobile
application to provide an accelerated method for ornithologists to upload acoustic
field recordings for analysis. Driven by recent advancements in technology, there is a
growing need for innovative solutions that can streamline this research process. Our
proposed solution integrates machine learning algorithms with bioacoustic signal pro-
cessing with the goal of accelerating the process of analyzing hours of field recordings.
In this thesis, we focus on the integration of future machine learning algorithms into
an event detection pipeline. This larger project involves three separate parts: (1) the
user interface and back end architecture developed by a small team of students for the
Oregon State CS 46x capstone series, (2) an event detection algorithm completed as a
synergistic extension of the capstone, and (3) a machine learning system developed as
part of a graduate thesis. Together, these projects integrate to enhance the accuracy
and efficiency of bioacoustic event detection by leveraging machine intelligence with
deep learning. Furthermore, we evaluate the performance of these approaches using
real-world datasets and discuss our approach in the context of traditional event detec-
tion techniques. This research project contributes valuable insights into the feasibility
and effectiveness of integrating machine learning algorithms into a cloud-based acous-
tic event detection pipeline and highlights the potential benefits of this integration
for various applications to expedite time-consuming bioacoustic research processes.
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1 Introduction

Ornithology is the scientific study of birds. The behavior of animals has always fasci-
nated humans and for countless millennia we have tried to understand the mannerisms
they use to move, speak, and communicate. Historically, we have been interested in
animal husbandry for our survival, but more recently there has been growing interest
regarding animal to animal relationships.

There are over ten thousand different extant species of birds remaining today.
These species come in a vast array of sizes, shapes, and colors, ranging from the tiny
bee hummingbird (Mellisuga helenae) which weighs less than a penny, to the ostrich
(Struthio camelus) which stands up to nine feet tall. Birds inhabit virtually every
environment on Earth, diving the depths of the oceans and soaring among the highest
mountain peaks. Across the world, birds are known for their unique abilities, such as
flight, song, and complex mating rituals. [6].

Figure 1: Visual providing a comprehensive overview of the number of bird species
within each family.

Compared to other species, research studying birds presents ornithologists with
unique challenges due to the migratory nature of most avian species. In general biol-
ogists, need to monitor an animal’s habitat in order to properly observe them. When
studying other species, such as fish, livestock, and even reptiles, many mannerisms
can be observed within controlled environments devised by the researchers. Such
examples include fisheries, farms, and nature preserves. Birds, on the other hand,
typically use flight as their main form of travel creating a much larger environment



that challenges researchers’ abilities to track and monitor them. Although aviaries
exist, the observations found in captive environments may not reflect the species
natural behavior. This makes it much more difficult to study different species and
understand their authentic mannerisms without traveling to different parts of the
world for the purpose of observation. Technology to track birds is possible as well
and is a useful tool to study their movements and behavior over long distances, but
it can miss important details that could be observed with direct research in their en-
vironment. For example, tracking data can tell us where a bird travels, but it cannot
provide information on the specific types of food it eats or the social interactions it
has with other birds. Direct research in the field allows for a more comprehensive
understanding of a bird’s ecology and behavior.

The study of animal sounds is known as zoo-musicology. There are many differ-
ent challenges for researchers embarking in this line of bioacoustic analysis. As an
example, researchers typically perform field work in the wild to capture recordings
for different species of birds in order to further study these calls in their respective
labs. The collection of audio recordings in the field is expensive and time-consuming,
and the data collected is arduous to analyze and annotate. There can be hundreds or
even thousands of recordings ornithologists have to sift through in order to find high
quality examples of the species of interest.

In recent years, advancements in the field of zoo-musicology have propelled hu-
man understanding of bird calls. There are websites and mobile applications capable
of identifying a bird species based on their vocalization. Merlin Bird ID1, devel-
oped by Cornell Lab, is an application that allows users to snap a photo or record a
bird sound and the application utilizes machine learning components to identity the
specific species associated with the photo or call. Merlin learns to recognize these
species based off a giant database, eBird2, which has more than one million species
in its system. Despite the availability of artificially intelligent systems like Merlin,
the accuracy in the identification has never been quite perfect, leaving room for im-
provement [36]. We hypothesize that the inconsistencies between the audio fidelity
and recording conditions of the various recordings uploaded to applications are one of
the main reasons that autonomous system continue struggle to differentiate between
the calls of different avian species. In order to accurately predict a species by just its
call, the audio example provided must be of sufficient quality, have long enough of a
duration, and sufficient clarity to be compatible with the algorithm used to identify a
call. If a machine learning system trained to identify birds by their calls is not imple-
mented with the considerations previously stated, insufficient training data covering
a variety of noise and other acoustic conditions would make these systems less robust
against low quality or noisy examples and have difficulty generalizing to any example

1https://merlin.allaboutbirds.org/
2https://ebird.org/home

https://merlin.allaboutbirds.org/
https://ebird.org/home


provided by a user.

In this work, we present an application targeted specifically towards ornitholo-
gists with potential to release to the general public at a later time. Our application
will allow research scientists to upload audio clips, label examples, and annotate any
unlabeled examples in the data set. There will also be a feature to allow users to
label a bird call if there is audio but no label within our database. The uploaded
audio file will enter a preprocessing algorithm responsible for splitting the file based
on the automatic detection of events using only signal processing. We keep the events
detected and discard the rest of the the irrelevant audio sections. Our application
stands apart from others on the market given its comprehensive features which have
yet to be found collectively in any other competing product. This novelty is the result
of extensive research in consultation with an expert in the field and paves the way for
a heightened user experience. We hypothesize that our system can lead to better la-
beled data and a more robust dataset by analyzing and considering examples meeting
a range of acoustic conditions and background noise levels. The work we present here
is part of a larger research ecosystem that seeks to understand the behavior, ecology,
and conservation of avian species.

Bird calls are unique from species to species. Furthermore there are often a variety
of differences and variances between individuals of the same species. Navigating these
minuscule differences will be the most challenging component of this work as we will
need to handle these differences in our event detection algorithm.



2 Avian Acoustics and Artificial Intelligence

In this section, we discuss many types of birds and some of the ways in which they
differ. Although birds share many similarities, there is a lot of data analyzing the
differences with respect to their calls, flights, and unique mannerisms by species [7].
We will continue the conversation with an overview of the types of different tools used
to develop our application.

2.1 Bird Communication and Social Interactions

Bird calls are produced in the vocal apparatus of birds and the resonance in the vocal
tract is responsible for modifying the tonal quality of birdsong [32]. Before we exam-
ine the different types of bird calls, we must first look at why birds make any type of
sound in the first place.

Many birds are known for chirping at the crack of dawn, much to the dismay of
humans who desire to sleep in. The prevalence of bird calls at dawn across species is
hypothesized to result from the acoustic benefit during that time as a result of low
atmospheric turbulence, allowing bird calls to be transmitted anywhere from 25 to
100 meters [8]. The main purpose for their singing is to defend themselves or their
territory and to impress or rival other birds and therefore the range in which their
sounds are heard are crucially important to their survival. Ensuring other birds and
predators around them can hear their song is essential to both their safety and their
ability to find a mate. Females are known to be attracted to males who display com-
plex songs with certain types of local dialect structure so this accounts for part of the
reason why birds use different tones, beats, and sound levels for their song [31].

Not only do vocalization differ greatly between different species, but birds of the
same species also have unique vocal dialects in both their speech and song which are
the result of vocal learning [44]. The emergence of vocal learning is integral to the
human language but this ability may not be limited to humans. Birds exhibit similar
developmental and behavioral features that result from vocal learning and the poten-
tial parallels to human learning are not yet well understood [44]. Despite research
exploring this area, we have only rudimentary understanding of their communication.

In this project, we analyze examples from different avian species and specimens
in order to identify the specific species that produced a call. In the wild, primates
recognize other members of their group recognizing the individual differences in their
voice [28]. This same method is how humans recognize familiar people in their own
lives. In order to train machine learning models to identify the specific species that
produced a given call, we must first break apart the algorithm into its respective
individual sections. The algorithmic process starts with the data file itself.



2.2 Programming Tools

In this section, we discuss the tools and techniques used for achieving the objectives
outlined in the previous section. Python is a programming language that supports
imperative programming styles and object-oriented programming paradigms, mak-
ing it one of the most versatile languages available today [20]. This language is one
of the most popular for data science specifically due to its tools and vast extent of
open source libraries [41]. We utilize the library packages NumPy3 and pandas4, both
known for their ability dissect data tables and manipulate data [25]. These libraries
can perform a range of functionalities, including slicing and dicing, reshaping, and
grouping data.

2.2.1 Librosa

Librosa is a useful python package specializing in the analysis of audio data within
audio files. This package is also useful to visualize an acoustic signal in an audio clip,
such as a spectrogram which displays the frequency content of the signal [24]. In
Figure 2 we show an example of spectrogram generated in librosa exemplifying two
instances of a bird call.

Figure 2: A visual representation showcasing a spectrogram displaying two instances
of a bird call, providing a look into the acoustic structure of the sound.

3https://numpy.org/
4https://pandas.pydata.org/

https://numpy.org/
https://pandas.pydata.org/


With Librosa, one can load an audio clip and programmatically analyze and ma-
nipulate the data using the various built in functions of the package. Librosa is
frequently employed in research studies related to speech emotion recognition. In one
example, the authors use a Python dictionary to define emotions, and then fit and
train the model created using machine learning elements [3].

2.2.2 Google Colab

Google Colab is a flexible tool used to collaborate effectively with other programmers
on a cloud based programming project. It is also a convenient way to visualize, test,
and explain code to programmers and non programmers alike. Specifically, Colab is
used to prototype machine learning models on a powerful Graphics Processing Unit
(GPU) and allows for excellent readability and interactive development [5]. Since
each coding process is executed through the use of short code snippets, it is often
easy to follow the flow of the code when run and the added visualization allows for a
more comprehensive understanding for visual-oriented learners. It is important that
the usability aspect of our application is exceptionally well-designed since we should
not assume all ornithologists are particularly tech savvy and we want to make our
application accessible to many users.

2.2.3 Amazon Web Services

Amazon Web Services (AWS) Lambda is a tool developed by Amazon that facilitates
executing code in the cloud without the need to directly manage a dedicated server
[38]. A programmer can run code for any back-end service by including infrastructure
maintenance. For smaller workloads, utilizing cloud services, such as AWS Lambda,
can be a more cost-effective alternative than using an EC2 server instance [43]. In
order to use AWS Lambda, developers simply upload their code to Amazon’s service
and determine what conditions will trigger their code to run. This service has become
popular over the years because it does not cost anything when the server is inactive
[35]. AWS Lambda is an ideal solution for many tasks, such as file processing, web
applications, stream processing, and mobile back ends [18].

2.3 Event Detection

Intelligent audio detection is necessary component of many systems, including audio
streams, news broadcasts, and online meetings. These detection strategies extend
beyond just volume based events, but also can extract features based on ranges of
frequencies in order to better isolate events of interest [2]. Sound event detection is
the act of recognizing certain events and differentiating their start and end from other



sounds occurring at or near the same time [27]. Research has shown that a mix of
both weak event detection and strong event detection can lead to the improvement
of classifier performance [15]. This is resulting from the wide range of data points
that target different frequency bands and and can lead to better recognition of events
overall.

2.3.1 Machine Learning

The various repositories of information available to researchers are integral to ma-
chine learning. Because machine learning is a process in which a computer learns
from the environment it is given, large amounts of past data are often crucial for a
model to learn and improve further [13]. Machine learning techniques are ubiquitous
in modern life, but here, the focus of our investigation is pattern and event detection
from acoustic signals. In event detection machine learning algorithms are looking
for ‘interesting‘ events that occur based on certain thresholds a user sets, depending
on the task at hand[23]. Detecting events that are anomalous and not relevant to
a researcher’s interest is one of the biggest challenges with this method. There are
ways to combat this by setting thresholds for applicable events so an algorithm will
be able to detect what data should be discarded versus what should be retained. One
method to achieve this level of machine understanding is by training deep learning
models to perform the event detection directly [14].

2.3.2 Deep Learning

Deep learning approaches enable automatic learning for large volumes of high dimen-
sional data [16]. As increasingly more information is fed to an model, the better it
understands the relationships between the input and the desire output. A trained
model can potentially discover intricate structures within the data they are provided
in order to discover complex nonlinear relationships. In the realm of acoustic un-
derstanding, an audio clip is fed into a data processor and the data is split using
stratified sampling on the original audio clips. The data is partitioned into sets to
train, validate, and test the model. Certain audio features are retracted from each of
the clips and then combined into different abstracts to help train the machine learning
model further [37]. While training deep neural networks can be a long and tedious
process, the benefits of machine learning often outweigh these challenges.

2.4 Machine Learning Techniques

Prior research has thoroughly explored various machine learning models, including
a variety of machine paradigms and approaches, such as supervised learning, unsu-
pervised learning, reinforcement learning, and learning to learn [1]. These methods



differ in how the models learn and respond to different types of learning. The goal
of supervised machine learning is to learn a map for the provided inputs and then
maps the inputs to the desired output [1]. This approach is the most prevalent when
training neural networks, decision trees, and other methods where the output is highly
dependent on the input [10]. Unsupervised learning algorithms work to automatically
recognize patterns in a pool of data and are often used by researchers and practition-
ers [11]. This method is typically much more difficult since we are trying to train a
model without directly providing it examples of the expected output. Reinforcement
learning focuses on how to act given the environment and observation of the world
around [33]. The learning to learn method is an approach in which an algorithm
will learn continuously based on the prior experiences it has picked up from previous
learning [1]. These methods, despite having different strategies, have the same result
which is training intelligent models to make decisions based on data or observations.

The selection of the appropriate model for a specific task can be difficult. There
is no one size fits all method to go about deciding which to solve a specific problem.
Selecting the right algorithm can take a lot of trial and error, as one must figure out
which one works best with the data set. The factors that influence the model we
choose are the amount of data available to the algorithm, the type and statistical dis-
tributions of the data itself, and what needs to be learned from the data. Supervised
learning and unsupervised learning are the two frequently employed machine learning
approaches, and there are many algorithms and models that fall under these two cat-
egories. To train a model for making future predictions based on the data it has been
given, supervised learning is usually the preferred method [9]. Tasks appropriate for
supervised machine learning include predicting stock prices, classifications of different
items, spam detection, face detection, weather forecasting, customer discovery, and
identifying bird calls. If the purpose is to interpret a set of data and train a model
for internal representation, then unsupervised learning is the method to choose [9].
Tasks appropriate for unsupervised machine learning include audience segmentation,
customer persona investigation, and pattern recognition. Each method of machine
learning has their own strengths and weaknesses, but the best method for a set of
data most depends on the domain, purpose, and nature of the data being analyzed.



3 Examining Prior Research in the Field

In this section, we review previous studies and research related to animal vocalization,
bird call applications already on the market, and the data sources in use within our
application.

3.1 Animal Vocalizations

We begin by discussing animal calls across all different species. As an animal fre-
quently under threat, whales have been at the center of research in animal com-
munication for many years [34]. There are three main types of whale sounds: clicks,
whistles, and pulsed calls [17]. Researchers pose that clicks are most likely for naviga-
tion purposes, to orientate the whales body in relation to their physical surroundings.
Often longer clicks are said to estimate farther distances while shorter clicks are meant
for short range movements. In Figure 3 we see a figure comparing the sequence of
whale clicks compared to the intervals between clicks.

Figure 3: A visual comparison of whale click sequences and intervals, displaying the
unique patterns and variations in these vocalizations.

More in depth studies like ones performed by David K. Mellinger involve the
detection of specific calls like the up call, a frequency-modulates upsweep in the 50-



200 Hz range [26]. The methodology utilized for tracking these calls is performed
by comparing spectrogram correlation with manual parameter choice and optimized
parameter choice [26]. This method has been successfully applied in several research
tasks, such as detecting ultrasonic harbor porpoise clicks [12]. In Figure 4 we see the
comparison of spectrogram correlation with the manual parameter choice exemplified.

Figure 4: Comparison of spectrogram correlation: manual vs optimized parameter
choice for whale clicks [26]

Whales are very social creatures, frequently travelling in pods which enable re-
searchers to capture a substantial amount of calls in a short period of time. This
research is of paramount importance in comprehending the behavior of whales and
other cetaceans, while also advancing the study of endangered species. As we can
further our understanding of each species, the higher chance we will have a better
idea of their needs and we can work to support populations to continue to reproduce
and increase their numbers.

There are animals like apes and other primates who put stronger emphasis on
body language when communicating. Although apes have common evolutionary lin-
eage to humans, humans rely principally on oral communication while other primates
tend to lean on different mannerisms like body language. This information is gath-
ered from researchers who observe their behavior in both captivity and out in nature.
Despite body language being such a prevalent part of their communication, there are
similarities in the way chimpanzee’s communicate using different vowel-like sounds
to suggest that their oral communication may be more similar to humans than we
initially thought. Researchers once thought simian vocal tracts took on a uniform
tube like structure with little to no capacity to form patterns as humans might, but



that has been proven to be untrue. Monkeys as a species have vocal tracts that
are capable of producing their own dialect, but not to the same capacity as human
speech [22]. Continued research of primate communications could one day lead to a
breakthroughs in the understanding of vocal communication of non-hominids.

There have also been research studies comparing the relation of sheep vocalisation
to the overall well-being of sheep in New Zealand [19]. The vocalisations were first
recorded and with the utilization of machine learning elements, classified into happy
and unhappy classes. Agriculture is a critical economic industry in New Zealand.
In particular, sheep are one of the most important farming sectors and places New
Zealand among the top five countries that export sheep [19]. As an integral part
of their economy, it is important for researchers to understand what environments
these animals best thrive. Analysis of sheep vocalizations can be used to predict
moods, general well-being, and a plethora of yet-undiscovered phenomena as research
advances. In general, collecting audio data with the hopes of capturing certain man-
nerisms and methods is only the first step, but what researchers can do with that
data with the latest state-of-the-art technology may potentially open a whole new
world into understanding animals that could not have been envisioned a decade ago.
Although sheep may not be popular enough to warrant the development of specific
applications, there are other animals that have gained enough attention to have ded-
icated applications already on the market.

3.2 Bird Calls Applications

There are several application on the market focused specifically on bird calls. First,
we examine Merlin Bird ID5 which was developed by the Cornell Lab of Ornithology
and is one of the most popular bird identification apps available today. The appli-
cation helps users identify a specific bird by either uploading a photo or answering
five questions. The application utilizes crowd sourcing to incorporate user input and
verify if a bird was correctly identified. The more input the app data receives related
to a specific photo, the higher likelihood the same species will be correctly identified
in the future. Merlin Bird ID relies on the quality of the users photo along with the
expertise and ability of the users to answer questions accurately. There is also a fea-
ture which allows users to record bird calls and identify the species based on the audio
file. Merlin is currently powered by eBird6, the world’s largest database of bird depic-
tions, calls, and photos which sets it apart from anything else currently on the market.

Similarly, the Audubon application also identifies bird species based on user input.
Users can enter all features they see on a bird like its feather color, length, and tail
length and the database will search its entries and identify the species that matches

5https://merlin.allaboutbirds.org/
6https://ebird.org/home
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most closely. Audubon not only identifies the species, but delivers educational infor-
mation related to the birds appearance, habitat, and behavior. Nearly anything a
user might want to learn about a species in a limited amount of time, is described or
referenced by the app. Similar to the Merlin Bird ID application, Audubon utilizes
machine learning components to correctly identify a bird species and utilizes user
input to continuously improve its accuracy. Audubon has a more broad purpose than
just a singular application, they are a large and established organization that focuses
on learning more about birds, but also conservation of birds and the environments
they inhabit. The information gained from their application directly relates to their
charitable, environmental, and educational missions.

3.3 Crowd-sourcing Techniques

Crowd sourcing techniques are an increasingly popular method to collect data for
machine learning. For an application using trained machine learning models to make
identifications, the collection of data from users can help model generalizations across
diverse conditions and help the model improve prediction accuracy. Crowd sourcing
techniques are used in Merlin Bird ID, the Audubon7 application, and countless oth-
ers. It is important to remember data collected by human users has the risk of the
Human Factor [21]. If an application has the target audience of researchers, the effect
of the Human Factor might diminish due to their expertise and experience when it
comes to handling data. Low quality data can be harmful for any machine learning
system and can put an application at risk of providing erroneous predictions. When
a machine learns from wrong information, it becomes more likely to make mistakes
in its predictions. It will keep making those same mistakes until it is given the right
information to learn from. It is important to continuously check trends in the data
and ensure that the data is reliable.

One might ask why crowd sourcing is used when it is prone to so much error? The
advantages of obtaining large quantities of labeled data is essential to train accurate
machine learning models, and crowd sourcing allows a relatively quick and inexpensive
way for researchers to collect this data [42]. The method integrating both artificial
intelligence(AI) algorithms with human input is known as “hybrid intelligence sys-
tems” and is developed with the goals of making AI even smarter with the capabilities
to continuously be learning [4]. Crowd sourcing confers numerous benefits such as
data generation, evaluating and debugging models, hybrid intelligence models, and
behavioral studies to inform machine learning models [42]. Crowd sourcing provides
something that computers cannot, which is access to data sourced from individuals
who share a common interest in a particular topic. Researchers have only just started
exploring the benefits of combining human data with machine learning, such as the

7https://www.audubon.org/
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popular ChatGPT language model. Although there are some opportunities for error,
in most cases, the advantages outweigh the risks. With sufficient volume of data, the
human errors mentioned and any outliers tend to balance themselves out statistically.

3.4 Data Sources of Bird Calls

For many applications relating to birds, crowd sourcing is employed in conjunction
with other established data repositories. One of the largest of these repositories is
eBird. Originally created by the Cornell lab of Ornithology, eBird collects informa-
tion about different bird species taking advantage of information provided by bird
watching volunteers from across the world [39]. This large and established database
of knowledge is used not only by the ornithology community but also by researchers
in landscape ecology, macroecology, computer science, statistics, computational sus-
tainability, human computation, informal science education, conservation science,
and public policy [39]. eBird meets the needs of bird watchers and provides sufficient
data for future research. Another such data source is Avibase8 which is another large
database containing information of bird species across 20,000 geographic regions of
the world. Avibase accepts information from their thousands of users to continu-
ously update pictures, regions, and important statistics regarding their bird species.
Although these databases are substantial already, they rely on user-provided infor-
mation to stay updated and expand their library.

3.5 Data Sources Used to Train Models In This Study

There are are existing large online research data sets of bird calls for different species
that can be used to train different types of models. These data-sets typically contain
audio recordings of various bird species, along with accompanying metadata such as
the species name, location, and time of recording. Some commonly used data-sets
include:

Xeno-Canto : Xeno-Canto9 is a community-driven database of bird sounds from
around the world. It has over 480,000 recordings from over 10,000 species, and
is a popular resource for birders, researchers, and conservationists.

Macaulay : The Macaulay Library10 is a collection of natural sounds and video
recordings, with a focus on birds, housed at the Cornell Lab of Ornithology. It
is one of the largest and most comprehensive collections of its kind in the world,
containing millions of recordings of thousands of species from all over the world.

8https://avibase.bsc-eoc.org/avibase.jsp?lang=EN
9https://xeno-canto.org/

10https://www.macaulaylibrary.org/

https://avibase.bsc-eoc.org/avibase.jsp?lang=EN
https://xeno-canto.org/
https://www.macaulaylibrary.org/


Borror : The Borror Laboratory of Bioacoustics at The Ohio State University main-
tains a database11 of natural sounds, with a focus on the sounds of animals and
their environments. This type of resource is invaluable material to researchers
studying animals in their natural habitats.

Florida : The Florida Shorebird Database12 is a collection of data on shorebirds
and seabirds that nest or migrate through Florida. The database contains
information on the location and abundance of bird populations, as well as details
on breeding success and survival rates.

Audio examples from these datasets can be used to train various types of machine
learning models, such as neural networks or support vector machines, to identify
different bird species based on their calls. Such systems could be very helpful to
study the patterns and behaviors of birds in different environments, and to track
changes in bird populations over time.

11https://www.gbif.org/dataset/f11db245-3f9f-4fc6-a0cc-12b4124d081b
12https://geodata.myfwc.com/datasets/myfwc::florida-shorebird-database/explore

https://www.gbif.org/dataset/f11db245-3f9f-4fc6-a0cc-12b4124d081b
https://geodata.myfwc.com/datasets/myfwc::florida-shorebird-database/explore


4 Avian Audio Segmentation (AAS)

In this section, we discuss the process of developing the Avian Audio Segmentation
Algorithm, along with the challenges and limitations we encountered. Two different
approaches were taken to achieve our desired output: split by silence and event de-
tection. While the first approach of splitting by silence did not produce the desired
result, we learned from these missteps and we improved our approach with a second
version of the algorithm to detect target events relatively accurately.

4.1 Motivation and Approach

In order to design an application that will identify bird calls to their species, we must
first analyze the data set provided to us by an expert in the field, Kurt Trzcinski,
Ph.D.13. Trzcinski is an ecologist specializing in the studies of woodpeckers and avian
diversity, aquatic micro-worlds, fisheries and sustainable harvest, and other related
areas. His work extends across many ecosystems and apart from collecting research on
site, he focuses on study design, statistical quantitative analysis, and report writing.
The motivation behind this project was Trzcinski’s vision for an application designed
to analyze his field recordings. There can be many hours of footage to sort through
from just one field recording, and an application able to sift through the content and
identify what pieces are data points would save invaluable time.

4.1.1 Approach One: Silence Detection

We started off our research stage by analyzing a small sample of five audio files from
Trzcinski’s data repository. We hypothesized that a split by silence algorithm would
be an appropriate first step in identifying the specific pieces of audio needed since
most files contained occasional bird calls between long periods of silence. This phe-
nomenon arises from the fact that birds do not vocalize continuously, rendering it
impossible for researchers to accurately predict when vocalizations will occur, result-
ing in hour-long recordings that often contain extended periods of silence interspersed
with sporadic bird calls. Some other extraneous noises in these files included voices,
rain, and other environmental disturbances. In order to improve long audio data into
useable pieces of relevant data, algorithms that split by silence are a common since
they do not involve any training and can be deployed rather easily [29].

13https://www.trzcinskiconsulting.com/

https://www.trzcinskiconsulting.com/


Here is an overview of our starting procedure, which is also illustrated in Figure
5.

1. Read in field recording using pydub and librosa.

2. Identify relevant events using a split by silence with pydub.

3. Discard silent portions of file.

4. Each piece of relevant audio event data is combined and outputted as one file.

Figure 5: Block diagram illustrating the different stages of the split by silence algo-
rithm, providing a visual representation of the system’s architecture and the flow of
data

This approach involved receiving an audio file, splitting the file based on acoustic
events, and delivering output files with only relevant data of interest in the acoustic
signal. Using pydub and librosa we first read in the provide audio file, using pydub

to identify the periods of silence using an appropriate silence threshold which leaves
out the frequency ranges bird calls are found.

We outputted new audio files, each of which were made up of the relevant au-
dio events found in the original file. This method worked rather well for the our
high quality library files we used during development, which featured very little back-
ground noise and prominent and distinct bird calls throughout. Unfortunately, upon
analyzing real-world data-sets of noisy field recordings, it quickly became apparent
that many of the files had background noise of rain, wind, and talking, occasionally
overlapping with the bird calls, and at times, louder than the target call itself. Figure
6 is a spectrogram illustrating an audio clip from Trzcinski’s field recording data with
constant rain.



Figure 6: Visual providing an illustration of an audio clip with the sound of rain,
highlighting the unique sound profile of rain, showcasing how it dominates the acoustic
environment and creates a distinct soundscape

In these figures, we can clearly observe the continuous extraneous noise such that
the noise level never diminishes to zero. We can also see the three spikes of audio
which are bird calls also present in the audio signal.

Figure 7: Visual providing an illustration of an audio clip with human speech or
talking.



Figure 7 demonstrates a visualization of an audio signal with someone speaking
at the start. It is clear to see that the frequencies are much stronger when the
talking is occurring and diminishes back to the constant rain in the background.
This spectrogram is a different segment of the audio signal shown in Figure 6.

Figure 8: Visual highlighting the unique sound profile of bird vocalizations, showcas-
ing how they stand out amidst periods of relative quiet

In Figure 8, we can observe an exemplary audio file that perhaps represents an
ideal standard. There is very little noise except for the bird calls that are occurring
at a fairly steady rhythm. We can see that the amplitude of the bird call signal it-
self is identifiable, rising well above the quieter periods of relative silence in the signal.

4.1.2 Approach Two: Event Detection

Learning from our first design, we had to revise our primary approach to account
for the variability between audio files in the real world data-set of field recordings.
From our original design, based on silence detection, we shifted to an event detection



method designed to notify us of the areas in the signals where major events are
detected. Here is an overview of this new procedure:

1. Read in field recording using pydub and librosa.

2. Identify areas of interest in the audio file looking for spikes in amplitude that
fall under a certain range.

3. Include a margin of time around the discoverd event and split the audio.

4. Output each piece of relevant audio detected as a new file.

This approach allowed us to change the noise levels in which audio was detected
and we specifically focused on the range of frequencies of bird calls. We found that
frequencies below 1 kHz typically contain few bird calls and most calls are between
1000kHz and 8000kHz [30]. We adjusted the frequency thresholds in our code ac-
cordingly. In doing so, we were able to focus on the major events and eliminate
a large amount of the background noise. Despite allowing for the identification of
more relevant events in the audio signal, the algorithm still detected a large portion
of irrelevant audio, such as rain, people talking, or other extraneous noises that fell
into the same frequency range as the bird songs. It was not possible to minimize
all types of errors, so we designed this method in a flexible way that would factor
in user input to account for relevancy of audio clips before being fed to the machine
learning portion of the algorithm. All smaller clips that were generated from the
original audio clip will be presented to the user using the application interface where
the user will be able to select which audio files should be kept and which should be
discarded. Following the creation of relevant files, the machine learning algorithms
are subsequently employed. The diagram shown in Figure 9 exemplifies this process.

Figure 9: Block diagram presenting a visual representation of the system’s archi-
tecture and the data flow, illustrating the different stages of the event detection
algorithm.



Before attempting the machine learning portion of the algorithm, we needed a
way to establish connectivity between the data science back end and the front end.
In order to accomplish this, we implemented the AWS Lambda provided by Amazon
to establish connectivity between our two computer programs. The steps followed for
this method was for the clip the user inputs to be stored temporarily for processing
and for the AWS API to act as a gateway to the AWS Lambda where the audio
splitting occurs. The first step of this sequence acts as the interface for user requests
while the second half is the area that holds the code for the audio split. Once the
audio split takes place, we move into migrating the data into the database. The
user would have to first approve the array of split audio clips, discarding any that
might have been incorrectly interpreted as bird sounds by the algorithm. The saved
audio clips would then be uploaded to the database using the AWS API as a gateway
once again. By leveraging the API, there is a lot of complicated manual work saved
because of the automatic integration with our application.



Algorithm 1 Event Detection

1: procedure Split(a, b)
2: Read in the audio file
3: For x in range(number of events):
4: if Frequency range = Bird call range then
5: Split on notable events found by librosa onset detect
6: Add three second buffer to each event
7: Create a new audio file for each event
8: if Format of audio file ̸= mp3 then
9: Convert to mp3
10: Output all new audio files



4.2 Serving As a Pipeline

This project consisted of three distinct components that were developed and executed
by separate project teams.

1. The first portion consists of the front end design that was completed by my
capstone team as our final project for the CS 46X series. In this three term
project, I was assisted by three fellow computer science seniors at Oregon State
University.

2. The second portion of this larger project was my individual contribution under-
taken as my Honors College thesis research, consisting of the event detection
algorithm: Avian Audio Segmentation (AAS). AAS is responsible for splicing
long audio files into smaller clips with only bird calls and no extraneous noises.

3. The final section of this project was developed by Roopesh Ravishankar. As
part of his Masters thesis, he developed a machine learning approach capable
of identifying some bird species based on the specific bird call.

Serving as a pipeline, my purpose is to connect the sub-sections of the project together
to complete the full picture application as shown in Figure 10.

Figure 10: Representation depicting the Avian Audio Segmentation as a pipeline in-
terconnecting stages. This pipeline serves as a tool for segmenting audio data into
distinct parts, enabling the analysis of specific features or patterns in bird vocaliza-
tions.

4.2.1 The Capstone

The Capstone project was the impetus for the broader investigation and scope of the
research endeavor. The main purpose of the capstone application was to create a user



interface to which ornithologists could upload data they collect within their research
to a database that could be referenced later. Someone using this application would
have the ability to add a sound, label a sound, find information about a specific bird,
and other features potentially beneficial to the work of an ornithologist. The user
interface along with a connection to the back end hosting the database was the main
purpose this project served to complete. The capstone serves as a baseline architec-
ture for the three different parts this mapped out project contains. The front end of
the application was developed with Flutter, an open source framework developed by
Google allowing for the creation of multi-level application interfaces [40]. With the
connection of the Flutter front end to the back end containing the database utilizing
an AWS API, the base structural components were complete and the next phase of
development could begin.

4.2.2 Event Detection Algorithm

The application accepts audio clips of different lengths that a user chooses to upload
a sounds from their local machine. This audio can vary in length, anywhere from
ten seconds to one hour. Sometimes the audio submitted is not always relevant clips;
instead there might be clips with long periods of silence, voices, or noises from the
environment the birds are captured within. In order for researchers to expedite their
scientific goals, we desire to collect only the relevant parts of the audio which are
the bird call. In order to accomplish this, the algorithm developed had to detect
both the start and end of relevant audio events of interest while also knowing which
segments of the audio to ignore. To accomplish this goal we chose to use an event
detection algorithm since it is meant to recognize temporal difference within an audio
signal [27]. Utilizing pydub and librosa, we were able to develop an algorithm
that could differentiate bird calls from extraneous noises and spit out a shortened
audio clip with only the relevant pieces of data. This algorithm can potentially save
ornithologists long hours of sifting through data in order to find the pieces relevant
to their study. With the ultimate goal of the application being the identification of
the bird species directly from its song, the event detection piece acts as a pipeline
connecting the capstone architecture to the identification algorithm developed as
part of a graduate students research. This algorithm, developed individually as my
Honors College thesis research project, served as a vital contribution in bridging the
gap between the graduate student’s project and the capstone project, providing the
necessary connectivity for the successful completion of the overall application.

4.2.3 Machine Learning Algorithm

The event detection algorithm feeds the newly split clips of data into the machine
learning algorithm which analyzes the audio and attempts to predict which species of
bird species may have made the call. The model used in this study was trained using



four datasets: Borror14, Florida15, Xeno-Canto16, and Macaulay17 ; all repositories
known for their invaluable data related to birds and other species. In this work, we
consider nine species of owls and two other noctural birds commonly found in the
Sisters Wilderness area in Central Oregon where our partner Kurt currently conducts
his fieldwork.

B F X M

Barred owl Strix varia 16 66 201 5595
Spotted owl Strix occidentalis 5 3 132 552
Western screech owl Megascops kennicottii 20 28 196 1773
Great horned owl Bubo virginianus 24 28 307 7691
Boreal owl Aegolius funereus 11 11 25 362
Northern saw-whet owl Aegolius acadicus 7 10 299 3358
Great grey owl Strix nebulosa − 1 10 117
Flammulated owl Psiloscops flammeolus − − 109 520
Northern pygmy owl Glaucidium californicum − − 188 161

Common poorwill Phalaenoptilus nuttallii 7 11 160 1339
Common nighthawk Chordeiles minor 22 19 127 2347

112 177 1754 23,815

Table 1: List of the nine species of owl and two nocturnal song birds considered in
this study alongside counts for the each of the data sources: Borror (B), Florida (F),
Xeno-Canto (X), and Macauly (M).

Table 1 presents a visual representation of the data repositories, their correspond-
ing species, and the number of audio recordings available for each species. The in-
formation is organized in a tabular format, where each row represents a species and
displays the name of the repository, the species’ scientific name, and the number of
audio recordings available for that species within that repository.

Figure 11 presents a diagram highlighting the connectivity of the entire system.
We see the various ways the Capstone project, thesis, and graduate machine learning
project are interconnected, with the Flutter front end, Avian Audio Segmentation,
and bird identification machine learning models all playing their respective role. The
AWS Infrastructure is the element tying AAS to the Capstone front end, and the
resulting files from AAS are to be fed to the bird identification algorithm for the
result to be displayed back on the Flutter front end.

14https://mbd.osu.edu/collections/borror-laboratory-bioacoustics
15https://geodata.myfwc.com/maps/florida-shorebird-database
16https://xeno-canto.org/
17https://www.macaulaylibrary.org/

https://mbd.osu.edu/collections/borror-laboratory-bioacoustics
https://geodata.myfwc.com/maps/florida-shorebird-database
https://xeno-canto.org/
https://www.macaulaylibrary.org/
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4.3 Advancing Research Through Collaborative Effort

This collaborative project aimed to create an application that assists ornithologists in
their research by detecting relevant bird calls within long audio files and identifying
bird species from their calls. The project consists of a capstone project building the
interactive website and dataset, our contribution of the Avian Audio Segmentation
(AAS) algorithm, and a machine learning algorithm to identify the avian species
making the call. The capstone project serves as the primary user platform, while
the role of the AAS algorithm is to splice audio files into smaller clips and ignore
extraneous noises. The machine learning algorithm identifies bird species from their
calls. The project exemplifies the benefits of collaboration between different groups
across Oregon State University, brought together to explore various techniques and
technologies to develop a comprehensive solution for ornithologists to their research
more efficiently.



5 AAS Performance Evaluation Results

We aim to develop an application to be a resource for ornithologists and others inter-
ested in bird song to be able to record, store, and interpret the data they collect. This
application will allow for input from the user throughout the process, specifically, in
relation to the addition of data and verifying certain results. The application will first
identify relevant acoustic events and ask users to verify the quality and importance of
the detected events. The computational intelligence portion of the application aims
to extract events from the audio files provided by the user for the purpose of identi-
fying the species of bird present in the audio file.

5.1 Refining AAS

Our final algorithm, which extracts high-quality data from audio files, is comprised of
components derived from our previous design. We applied event detection approaches
to refine our focus on specific timestamps when it was clear bird related activity was
occurring in the signal. We were also able to split the inputted audio into multiple
files utilizing what we learned in our split by silence algorithm. The only difference
being instead of splitting by silence, we split so there was a consistent margin of time
before and after the event detection occurred. By adopting this methodology, we
effectively utilized the primary sound source and captured any potentially significant
events occurring in the seconds preceding or succeeding each occurrence. Although
we were able to get pieces of events that we wanted from the audio clips, there
was still extraneous information that would get factored in as a bird call because of
overlapping frequencies. Since most audio clips contained calls of the same species
or just a varying one or two, we set a limit on the number of clips collected to ten
randomly chosen events from the original audio clip. Setting a limit on the number
of clips collected to ten randomly chosen events from the original audio clip helps
to ensure that the dataset remains manageable and focused on the specific species
or variations being studied, while still providing enough data points for analysis and
accurate representation of the species’ vocalizations. Although we retrieved accurate
bird call events for most of the clips collected, there were still some cases in which
the frequencies of the bird calls and extraneous sounds matched too closely and some
clips would pick up only background noises and no bird calls.



Figure 12: Visual illustrating the background noise generated during walking, dis-
playing the different sound components that contribute to the overall noise profile.

Figure 7 is an example of one of these clips where an event was presumed to be a
bird call, but instead was the sound of walking and snapping branches. In order to
resolve this issue, we decided to turn to the users of our application for their input.

After the algorithm has identified potential bird calls found in the audio clip, the
user will be presented the example and asked to click yes, confirming that the clip is in
fact a bird call, or no, if the clip is not a bird call. The no-response will be discarded,
and the yes-response will be marked for use in the machine learning portion of our
algorithm. By adopting this approach, we can have a high level of confidence in the
relevance of the audio clips and avoid expending resources on the identification of
non-bird call sounds. We assume our target audience is composed of professionals in
the field or ornithology and that they will accurately be able to identify which audio
clips are relevant. Additionally, this approach hinders the machine learning portion
of the algorithm from becoming corrupted by learning from audio clips presented as
bird calls when they are not. Although we would have preferred to ensure certainty
of the audio clips without user input, the range of frequencies from 1000 Hz to 8000
Hz was too wide to uniquely identify only bird sounds without a possibility of acci-
dentally picking up some extraneous data. If we made the range smaller, we would
risk not picking up certain birds in the audio and with a large range that leaves room
for other sounds within that same range to be accidentally retained.



5.2 Results

In order to understand how well our algorithm worked, we conducted a few tests to an-
alyze the results. We used ten field recordings, which included a mix of pure bird call
audio clips and clips with extraneous noises. All of these recordings were processed
through the AAS algorithm. To evaluate the algorithm’s performance, we applied a
random sampling method and selected five newly split audio files from each of the
ten field recording, resulting in a total of 50 recording samples. Out of these 50 sam-
ples, the algorithm successfully identified bird noises in 43 clips, achieving an overall
success rate of 86%. The average length of the audio clips was 8 seconds, with a stan-
dard deviation of approximately 2 seconds. We observed the highest success rate for
identifying bird noises in 18 audio clips recorded in quiet environments, with a 100%
success rate. However, for 32 audio clips recorded in noisy environments, the success
rate was lower at 78.13%. These findings confirm that the algorithm’s performance
is significantly influenced by the background noise level of the recording environ-
ment. Further investigation is necessary to optimize the algorithm’s generalization
across different noisy environments. These findings suggest that machine learning
algorithms can be effective tools for identifying specific sounds in audio recordings,
however, the complexity and variability of field data can remain significant challenges
to data analysis. By using user identification in the clips, we can ensure the accuracy
of the audio recording that will be used for the machine learning model.

5.3 Future Work

There is a great deal of potential for this application to advance bioacoustics and the
larger ornithology community in the future. One area of future work is to continue
refining the algorithm’s accuracy and efficiency, by incorporating machine learning
techniques and optimizing the event detection and audio segmentation processes. The
machine learning component of the system will be able to identify bird species and
possibly even individual birds with increasing accuracy as more audio data is gathered
and verified. This could lead to new insights into the behavior and distribution of bird
species and help inform conservation efforts. Additionally, the user input component
of the application has the potential to facilitate collaboration among ornithologists
and other researchers, enabling them to share and verify data more easily. Overall,
this application has the potential to streamline the process of collecting and analyzing
bird vocalization data, ultimately contributing to a better understanding of avian
biodiversity and ecology, and aiding in conservation efforts to protect these important
species in Central Oregon and elsewhere.

5.4 Reflections and Insights

We learned many important lessons in our first and unsuccessful approach develop-
ing the first version of the AAS algorithm. Making assumptions about data without



conducting a thorough investigation can be a costly mistake. The complexity and
variability of field data can present significant challenges to data analysis, and any
premature assumptions may result in errors that can have serious implications. There-
fore, it is crucial to conduct thorough research and analysis on field data to ensure its
accuracy, reliability, and generalizability as this information serves as a foundation
for informed decision-making and practical applications in various fields. Had we
initially recognized the presence of background noise in nearly all of the audio clips,
we could have allocated our research efforts towards developing an effective method
to mitigate this issue instead of expending valuable time on a method that ultimately
proved to be ineffective.

The AAS algorithm we eventually came up with was effective in identifying bird
call events accurately around 86% of the time. Although this algorithm could not
serve as a stand alone solution, the user input provided to correctly identify the ac-
curate audio clips is an effective method to input only relevant data to the machine
learning algorithm. From this experience, we can also learn the importance of adapt-
ability and flexibility in data analysis. As we encountered unexpected obstacles, we
had to adjust our methods and strategies to effectively address the challenges at hand.
This required a willingness to reevaluate our assumptions and preconceptions, as well
as the ability to think creatively and innovatively to develop alternative solutions.
By being adaptable, we were ultimately able to improve the accuracy and reliability
of our analysis, and produce more meaningful insights and findings. As technology
continues to evolve, the potential applications for these fields will only continue to
expand, and the insights gained from this project will be invaluable for future research
and development.
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