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Synthesis and discovery lies at the core of every field in chemistry. The
investigation of the structure-property relationships in compounds known or new is
the fundamental purpose of solid state chemistry. Mixing related solid state
compounds to form solid solutions can lead to exciting new and/or unexpected
properties. Layered compounds are used in everyday technology, especially
batteries. A renewed interest in layered oxides with honeycomb ordering has
arisen in the past two years with the discovery of many new compositions as well as
the reinvestigation to clarify the structure and properties of previously reported

compounds.

In this work the discovery and characterization of 7 new compounds is
presented and discussed. One family of solid solutions that was investigated have
the compositions NazsM.xM’SbOs where M, M’ = Cu, Mg, Ni, Zn. All compositions
crystallize in the C2/m space group and contain a honeycomb ordering within the
M?*/Sb>* edge-sharing octahedra. X-ray diffraction verified lattice parameter trends
based on the ionic radii of the M?* cations however, the Jahn-Teller active Cu?* ion
creates larger differences than predicted. The antiferromagnetic order in

NazNi2SbOs and the spin gap magnetic behavior of NasCu,SbOg are suppressed upon



substitution with the nonmagnetic Zn?* and Mg?* cations. Estimated band gaps for

these compounds are determined from diffuse reflectance measurements.

Two compositions that were discovered during this work were NasLiFeSbOs
(space group C2/c) and the ion exchange delafossite AgsLiFeSbOs (space group
P3112. The space group index of NasNaFeSbOs was also reinvestigated. These
compounds are related to the previous materials with a lamellar structure with Na*
filling interlayer space between LiisFe1/3Sb1/30; slabs. A high degree of stacking
faults was present in the X-ray diffraction patterns preventing full structural
characterization. Magnetic susceptibility verified the presence of high spin Fe3*. In
order to determine some information regarding the arrangement of cations within

the slabs >’Fe Mdssbauer spectroscopy was employed.

The new layered compound LisNi;BiO¢ was discovered as well as the partially
substituted phases LisNiM’BiOs (M’ = Mg, Cu, Zn). These compounds crystallize in
the monoclinic C2/m space group. These compounds have a lamellar structure with
a honeycomb ordering between the Ni** and Bi°* within the slabs which are
separated by Li* ions filling the interlayer space. Magnetic susceptibility
measurements indicate paramagnetic behavior of all the compositions at high
temperature and only the parent compound LisNi;BiOs contains an
antiferromagnetic ordering at 5.5 K. Topotactic molten salt ion exchange was used
to synthesize the new delafossite AgsNi;BiOs. Compositions of LisNi;BiOs and the
exchange compound AgsNi;BiOs were verified using inductively coupled plasma —

atomic emission spectroscopy.

Solid solution studies were also performed as part of this work where
structural transitions and property modifications were observed for two families of
compounds. In the family of P2-Na;M;TeOs (M = Co, Ni, Zn), three full solid
solutions were prepared. These too contain a M2*/X®" honeycomb ordering within
slabs of edge-sharing octahedra which are separated by nonstoichiometric filling of
Na* in trigonal prismatic interlayer sites. All compounds crystallize in a hexagonal

unit cell however, a different stacking sequence is observed for the nickel (space



group P63/mcm) containing composition compared to the zinc and cobalt
compositions (space group P6322) causing a structural transition to occur when
nickel is substituted by zinc or cobalt which was monitored using X-ray diffraction.
Magnetic susceptibility indicates high temperature paramagnetic behavior in all
compositions with low temperature antiferromagnetic transitions in the compounds
containing nickel or cobalt. This transition is suppressed upon zinc substitution. An
interesting color transition from pink to light green to white was observed for M =

Co, Ni, Zn, respectively, and was examined using diffuse reflectance spectroscopy.
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Chapter 1

Introduction

Solid state chemistry is only about a century old. Many of the fundamentals
that are used in this field, such as characterization of crystalline materials with X-
rays, were also only discovered about 100 years ago. Solid state chemists rely on the
same principles that Mendeleev used to build one of the first periodic tables and
predict the unknown elements during that time. These properties and trends in the
elements dominate the structures that can be formed and the coordination
environment that an element can exist in. The relationship between structure and
properties is the fundamental background to solid state chemistry. The ultimate
driving force for solid state chemistry is the search for new and efficient technology
in the areas of energy storage materials, solar cells, microelectronic devices and

lighting devices.

1.1 Layered Solid State Structures

The fundamentals of building solid state structures will be reviewed in this
section. As this dissertation work focuses on a family of layered quaternary oxides,
the emphasis will be on building layered structures starting from the simplest of

solid state compounds.



1.1.1 Basic Atomic Packing Sequences

Crystalline materials are built when atoms organize in periodic
arrangements. If an atom is considered as a sphere, there are a few stacking
sequences that can occur to build a crystalline materials. Simple cubic packing is
where each atom is surrounded by four spheres in the same plane, one above and
one below; creating a layer sequence of AA... (Figure 1.1a). Interstitial sites are void
spaces within the packing of the main atoms. In this simple cubic packing there are
interstices that have eight spheres surrounding the void space. Close packing of
spheres creates a more dense arrangement of atoms than the simple cubic packing.
Figure 1.1b illustrates a close packing of purple spheres for the first layer. A second
layer can then be placed above the first in two places indicated by the orange and
blue dots between the purple spheres. When the second layer is placed in the
orange positions you get an AB... stacking sequence and the blue positions are
empty as seen by the white space in Figure 1.1c. If this AB stacking is repeated, the
structure is in a hexagonal close packed array. If the third layer is placed in the blue,
C, positions, the stacking sequence is ABC (Figure 1.1d). When this sequence is

repeated, the structure is in a cubic close packed array.
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Figure 1.1 a) simple cubic packing of purple spheres with the second layer using
dashed outlines and slightly offset for visual purposes, b) close packed array of
purple spheres with different positions marked with orange and blue spheres for
the next layer stacking, c) AB... stacking sequence for hexagonal close packing, d)
ABC... stacking sequence for cubic close packing.

1.1.2 Coordination Environments in Solid Materials

For the above close packed stacking sequences, two different interstitial sites
are available: octahedral and tetrahedral. Figure 1.2 indicates where these
interstitial sites are located in a close packed array. The tetrahedral interstitial site
has one atom from the first layer and three atoms from the second layer
surrounding it. The octahedral interstitial site has three atoms from the first layer
and three atoms from the second layer surrounding it. These stacking sequences
and coordination environments are necessary to understand in order to build both
simple and complex structures; however, multiple stacking sequences can be

present which creates different coordination environments for the atoms.

Octahedral

Tetrahedral Interstitial Site

Interstitial Site

Figure 1.2 Location of interstitial sites in close packed arrays.




When the stacking sequences become more complex than the simple
descriptions above, different coordination environments are created for the
interstitial sites. The interstitial in Figure 1.1a is an eight coordinate environment. If
a layer repeats itself in the close packing cases such as ABBA..., a trigonal prismatic
coordination is realized for the interstitial site (Figure 1.3). Basic solid state crystal
structures are generally built from close packed layers of anions which create these
different interstitial environments for the cations to fill. The right image in Figure
1.3 indicates a close packing of red spheres with ABBA... stacking, with octahedral
interstitial sites created between the AB layers and trigonal prismatic sites created

between the BB layers. The octahedral sites are filled by the green and light blue

atoms and the trigonal prismatic site is filled by a light yellow atom.

Figure 1.3 lllustration of ABBA... stacking sequence (orange spheres left image, red
spheres right image), the second B layer has dashed outlines and is offset for visual
purposes but in reality is directly above the first orange B layer.



1.1.3 Basic Layered Structures

Structures as the right image of Figure 1.3 are built from a close packing of
the anions with cations filling the interstitial sites. Two of the most basic layered
structures are CdCl, and Cdl;. A cubic stacking sequence produces CdCl, and a
hexagonal stacking sequence produces Cdl,. These two structures can be used as
starting models for layered compounds and are shown in Figure 1.4. It is noticed
that the octahedra in the layers lie on a face and are edge sharing in both structures,
also only every other layer between the anions is filled with cadmium (i.e, only % of
the octahedra are filled with cations). The empty interlayer spaces produced from
oxygen stacking is also octahedral coordination.[1] When all octahedra are filled,
NaCl and NiAs structures are formed. It is also interesting to note that in the layered
structures of Figure 1.4, the octahedra are oriented in the same direction for CdCl;,
whereas for Cdl; every other layer is oriented in the opposite direction. Although
these two materials are not the same composition, this different stacking

orientation of the layers can be seen within one composition.



Figure 1.4 Structures of CdCl; (left; ICSD 38116) and Cdl: (right; ICSD 86440).

Another simple layered structure is TiS,, which has a hexagonal close packed
structure similar to that of Cdl,. The most important feature of this compound is its
ability to undergo intercalation of cations into the empty sulfide layers. A notation
can be introduced to help explain the stacking sequences. As TiS; is a hexagonal
close packed structure the sulfide atoms can be considered to stack in an ACAC...
sequence. Since titanium only fills the octahedral spaces in every other layer of
sulfide stacking the sequence is now AbCAbC..., where the lower case letter indicates
the cation layers. When this material undergoes intercalation of other species, i.e.,
alkali cations, the stacking sequence can now be described as AbC(b)AbC, where the
parentheses indicate the layer of inserted species.[2] It was found that upon
insertion of lithium, this material remained single phase over all compositions of
LixTiS2 and this was one of the first examples of using the reversibility of

intercalation into layered compounds for use in electrochemical cells.[3]



1.1.4 Bonding in Transition Metals

It is important to discuss the interaction of transition metals with their
ligands when they are in different coordination environments. Crystal field theory
first explains that the degeneracy of the five d orbitals of transition metals is
removed upon placing ligands around the metals. In crystal field theory, ligands are
considered point negative charges which will cause repulsion with the metal
electrons in the orbitals that are along the bonding axes. It is helpful to see the
orientations of the d orbitals which are shown in Figure 1.5. The first and middle
images of Figure 1.6 indicate the splitting of the orbitals due to crystal field theory.
The d;? and dx?-,? orbitals lie directly on the axes where the ligands can be found and
this interaction pushes these two orbitals up in energy while the other three are in a
lower energy. Although some transition metals can be in other coordination,
tetrahedral or trigonal prismatic, the octahedral coordination is most important to
this dissertation.

Further splitting of the orbitals in an octahedral coordination can occur when
the electron filling results in an unequal filling of the upper two orbitals. The middle
image is filled with a d° configuration (i.e., Cu?*). This along with d* electron counts
can result in what is referred to as Jahn-Teller distortion. Jahn-Teller elongation is
depicted in the right image of Figure 1.6. In this case, the d,? orbital is full having
two electrons. This orbital along with the dy, and dy; longer bond lengths between
the metal and the ligand along the z-axis, therefore, these orbitals are lowered in

energy because of less repulsion between the electrons on the metal and the



electrons on the ligand. The dx?*-y? and dyy orbitals are increased in energy because
the equatorial ligands (along x and y axes) have a higher degree of overlap because
the dx?-y2 orbital is only half filled. The metal and ligand orbital overlap shortens the
bond length and creates a high repulsive force between these orbitals and the
ligands. This removes the degeneracy of these orbitals further as they are increased
in energy because of this repulsion. The Jahn-Teller distortion can also cause axial
compression but this configuration is less common.

The removal of degeneracy in the d orbitals correlates to the physical
properties realized in a structure: optical spectra, thermodynamic and magnetic

properties. A discussion of physical properties can be found in Chapter 2.

, g

Figure 1.5 Left image, location of orange ligands around the black central atom for
octahedral configuration. Right, the orientation of d-orbital probability lobes,
Adapted from Wikibooks [4].
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Figure 1.6 Splitting sequences of transition metal d orbital based on octahedral
coordination of ligands. The middle image depicts a regular octahedral
coordination and the right image depicts Jahn-Teller elongation resulting from
certain electron configurations of the transition metals.

1.2 Ternary Layered Oxides

Building from the basic layered structures and considering the application of
intercalation chemistry to these structures, many layered oxides have become
popular research topics. Layered ternary oxides AMO;,, where M is a transition
metal and A an alkali, include a wide number of compounds that have been
extensively studied because of their remarkable chemical and physical properties.
As alkali ions can be reversibly deintercalated from the layered structure, the main
interest is in their electrochemical behavior as positive electrode materials for
lithium-ion or sodium-ion batteries.[5-11] LiCoO; is nowadays the reference oxide
for positive electrode materials of lithium batteries.[10,11] The reports of other
interesting physical behaviors have focused the interest of the scientific community

on these layered alkali-transition metal oxides. For example, the layered ternary
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oxide system P2-NaxCoO; has been intensively studied in the past as it exhibits
various remarkable properties, such as its electrochemical behavior as a positive
electrode of sodium batteries,[12—15] interesting thermoelectric properties for high
sodium content,[16-18] or even superconductivity for hydrated NaxCoO.eyH.O
phases.[19] The lamellar structure is one of the key points to explain all these wide

range of physical properties.

1.2.1 Stacking Sequences

In the case of NaxCoO,, it is described as a stacking of edge-shared CoOs
octahedra layers forming CoO; slabs between which Na* cations are intercalated in
trigonal prismatic sites. As two slabs are necessary to fully describe the stacking in
the hexagonal unit cell, the prefix P2 is added according to a general nomenclature
to differentiate all the distinct stacking available for layered ternary oxides
AMO,.[20] In this structure the CoO; slabs are not oriented in the same direction,
the second layer is rotated by /3 or 60° compared to the first (Figure 1.7, left).[13]
The P2 arrangement occurs when x = 0.7 and the oxygen stacking sequence is
ABBA... and described by the space group P63/mmc. Another stacking sequence for
NaxCoO; is the P3, where there are now three CoO; slabs required to describe the
unit cell (Figure 1.7, right). This structure is stable for x = 0.5 and has a ABBCCA...
oxygen packing sequence with space group R-3m. In this case, all the CoO; slabs are

oriented in the same direction upon stacking.
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Figure 1.7 The P2 (left) and the P3 stacking arrangement (right) of NaxCoO: (x < 1).

If the oxygen anion layers are arranged in a cubic close packed fashion
ABCABC..., the interlayer sites are now an octahedral coordination. This is the
structure adopted by a-NaFeO;, (Figure 1.8, left). This structure is labelled as O3
indicating the interlayer sites are octahedral and three layers of FeO; slabs are
required to describe the unit cell. Upon ion exchange of the sodium in P3 NaxCoO;
with lithium, a slab gliding process occurs and forms the O3 structure which is
adopted by LiCoO; (Figure 1.8, right). Both of these compounds crystallize in the R-
3m space group and have the same MO; slab orientation as that for the P3-NaxCoO;

compound. It is also possible to for an 02 structure of LiCoO; via ion exchange;
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however, the starting structure must be the P2-NaxCoO,. Due to the different
orientations of the octahedra in the second slab, metal — oxygen bonds would have
to be broken to go from the P3 to 02 or from P2 to O3 structures. In both of these
03 structures, it is possible to electrochemically deintercalate the interlayer cations
(Na* or Li*) which causes a monoclinic distortion of the unit cell (Figure 1.8, right).
Since the deintercalation process is reversible, this distortion helps stabilize the
metal slabs when the interlayer cation content is reduced. The monoclinic unit cell
is shown in the right image of Figure 1.8 for Lio5sCo0O,. This compound could be
described as a hexagonal unit cell which would require three CoO; slabs therefore;

the monoclinic distortion is still noted as O3.

a-NaFeO,

Figure 1.8 Structures of a-NaFeO; (left), LiCoO2 (middle) and Lio.sC00: (right). The
interlayer cations are in octahedra coordination and there are three metal-oxygen
slabs required to describe the hexagonal unit cell in all cases. The unit cells are
shown as solid black lines. The spheres representing Li* in the far right image are
incompletely colored because there is only partial filling of the layers for this
stoichiometry.
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1.2.2 Rise of Stacking Defects

As described above, there are multiple stacking sequences for layered
materials creating the different polytypes of these compounds.[21] If a structure is
not in the regular O3 stacking with the R-3m space group then commonly one of the
three space groups, P3112, C2/m or C 2/c, are used to describe the unit cell. Bréger
et al. applied first principles calculations for each stacking variant in LioMnOs3, i.e.
LisLiMn;0¢ a layered structure, and found that all stacking variations have very close
energies with the monoclinic space groups only having a 2 meV difference.[22]
Since there are multiple stacking sequences available for these layered materials,
stacking faults, or a disruption in the layering sequence, are common. A disruption
of the layering scheme can be described by going from an ABCABA... to an
ABCABABC... stacking sequence. In the second sequence, one C layer is missing
and/or has slipped to be in the A position. The disruption only affects the structure
along the stacking directions keeping order in the layers. Generally, the structure
can go on in the regular sequence after the disruption but this does have effects on
the XRD patterns, peak broadening or peak intensity differences from the calculated

patterns.

1.3 Expanded Compositions Containing Honeycomb Ordering

While keeping the general layered structure of the AMO; compounds, a large
number of other compounds have been reported in the literature by substituting the

M cation with another X cation. Specifically when only 1/3 of M is substituted by X,
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the general formula is expanded to A;M;X0s and AzM;X0Os, where M is now a 2+
cation and the A content is dependent on the oxidation state of the X cation (usually
5+ or 6+). These specific compositions sometimes lead to an M/X cationic ordering
within the slab where each XOg octahedron is surrounded by six MOg octahedra
forming a honeycomb network. The octahedra in the slabs are still edge sharing as
shown for the simpler structures above and this honeycomb ordering occurs so that
the XOs octahedra are not sharing edges with each other according to Pauling’s
rules.[23] Many compositions have already been reported in the literature:
A3M2XO0s (A* = Na, Li; X>* = Sb, Bi, Nb, Ta, Ru) or A;M,TeOs (M?** = Co, Cu, Mg, Zn,
Ni).[24—-43] This honeycomb superstructure is also found in other layered phases
with different cationic charges, A;MOs (i.e., AM*,3A%1/30,),[44—-47] AsXOs (i.e.,
AA*3X7*1/30,)[48,49], CusSbOge[35] and NasM?*Ir,06 or NasM3*1r0e.[50-52] Many
of these compounds crystallize in a monoclinic C2/m or C2/c unit cell but are still
classified as O3 compounds because it takes 3 honeycomb layers to describe the unit
cell in a hexagonal setting. A full review of honeycomb ordered layered structures is
not available to date however; Chapter 3 provides a review of the layered

honeycomb ordered compounds containing Sb>*, Bi>* and Te®*.
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Chapter 2

Fundamentals of Solid State Synthesis and Material Properties

This chapter will server to introduce the fundamentals of solid state
synthesis, material properties and the characterization techniques used throughout

this work.

2.1 Solid State Synthesis Methods

Conventional solid state synthesis uses powdered starting reagents
intimately mixed together, pressed into pellets and fired in a furnace. The
temperature of the reaction depends on the desired product and on the properties
of the starting reagents. Multiple grinding and heating steps may be required to
achieve the desired product due to the slow nature of this synthesis process. This
method relies on the movement of atoms between the starting materials to form
the product. The grinding process using a mortar and pestle can never achieve
atomic level mixing, therefore, regrinding breaks up the interfaces between the
product and left over starting materials that are left at the core of the particles. A
cartoon of this process is shown in Figure 2.1. Upon first reaction, starting reagents
will diffuse into one another, a slow process dependent on the mobility of ions
between one another to form the product. Initial products will have cores of

starting reagent and outer shells of product. Regrinding these particles creates new
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interfaces for reaction between the starting reagents and the previously formed

product acts as a guide for these materials to form the desired products.

0a 00 <.

Figure 2.1 Red and blue spheres represent starting reagents for conventional solid
state synthesis of the purple product. Product formation occurs through diffusion
at the surface of particles, which are broken up (far right) to allow further reaction.

Reactivity, volatility and structure of the starting materials must be
considered when preparing to synthesize desired compounds. Materials such as
Al>Os are highly inert and require elevated temperatures for reaction whereas Li,CO3
or NayO are volatile at higher temperatures and could be lost during a reaction.[1]
In this work, volatile carbonate starting reagents were used and to accommodate for
loss during heating, 5 — 7.5% excess were mixed at the onset of the synthesis
without further need for additional reagent upon multiple heating steps. Reactants
such as Bi>03 and Sb;03 were also used but evaporation of these more volatile
reagents was not observed at synthesis temperatures. The reactivity of the
materials with the reaction vessel holding the materials in the furnace must also be
considered. Alumina crucibles are commonly used as reaction vessels but if the
starting materials are incompatible, Au or Pt trays can be used as the reaction
containers.

In some cases desired products cannot be prepared with conventional

methods of grinding, heating and cooling back to room temperature. These
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products or phases are called metastable, which is the state between unstable
products and stable products. Stability of a phase at constant temperature and
pressure is measured by its Gibbs free energy (G). When the Gibbs free energy of a
system is at @ minimum (or dG = 0), a phase is in an equilibrium state and is
stable.[2] Figure 2.2 shows an example of a thermodynamic stability plot of phases
A and B. Although both phases lie at a minimum G, phase A is still at a higher energy
than B. Since B is the lowest energy, it will be the most stable phase formed. Phase
A is the metastable state which can be produced either by nontraditional methods:
guenching a material from a high temperature or performing lower temperature ion

exchange reactions.

A

Gibbs Free Energy (G)

Atomic Arrangement

Figure 2.2 Gibbs free energy plot of phases A and B.

Molten salt ion exchange can be used to obtain metastable products and can

be a low temperature process depending on the melting point of the salt used for
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the exchange. A first consideration of molten salt ion exchange is that the structure
must allow for ions to be exchanged. Secondly, usually a nitrate salt (or salt with low
melting temperature) of the desired metal for exchange is intimately ground, in
excess, with the solid material in which the exchange will occur. Smaller particle
sizes will allow for better exchange efficiency just as in conventional solid state
synthesis. This mixture is then heated to or slightly above the melting temperature
of the metal salt, where the metal from the molten salt will diffuse through and
push out the original metal in the structure. The removed metal ions are now part
of the molten mixture outside of the solid structure. The excess metal salt can then
be easily washed away and a new solid structure can be collected. This reaction is
considered a topotactic reaction as the interlayer cations are exchanged and the
host structure retains its integrity but may undergo a simple transition to
accommodate the new ions. In this work, molten salt ion exchange was employed
to obtain new compositions.

Electrochemical intercalation can also be used to obtain metastable products
and allows for strict control over the desired stoichiometry, which is not always
possible with conventional solid state methods. Intercalation or deintercalation is
the process of introducing or removing a guest species (i.e., interlayer cations) into a
solid lattice without any major adjustments of the host structure.[3] This method
implements the starting material in an electrochemical cell and when a voltage is
applied, the mobile cations will be removed from the structure and a

nonstoichiometric product can be characterized. The fine adjustment of interlayer
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species can impact the physical properties, electronic or magnetic, properties of the
material.

The ease with which these two nontraditional techniques can occur depends
greatly on the starting compound or the host structure. The channels or bottlenecks
that the ions must pass through affect the rate and efficiency of these reactions.
This is a structure dependent issue and it is known that faster diffusion of ions can
occur from trigonal prismatic coordination (rectangular window) than from an

octahedral coordination (trigonal window)[4], Figure 2.3a-b.

 —

> b

a

)

Figure 2.3 a) lllustration of rectangular window for ion diffusion when the light
yellow ion is in trigonal prismatic coordination and b) the trigonal window
available when the yellow ion is in an octahedral coordination.

2.2 Powder X-ray Diffraction

Although we have recently passed the 100%" anniversary of Bragg’s Law,
discovered in 1912 and the Nobel Prize awarded in 1915, we are in the midst of the

100 year mark for when crystallography became the most useful technique for
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structure determination. The work of this father and son team were able to
describe the necessary conditions for diffraction in a simple manner than the Laue
method.[5]

X-ray diffraction requires an X-ray tube (the source), sample stage and
detector. The source consists of a metal target (anode) and an electron generator
(cathode). A high voltage is applied to the cathode and electrons are quickly forced
to the metal target. This rapid impact and deceleration of the electrons at the target
causes a continuous spectrum of white radiation to be emitted in all directions. If
the voltage of the tube is high enough, characteristic wavelengths to the metal
target can be used. The K radiation lines are of the most interest for X-ray
diffraction because they are the shortest wavelength and have the highest energy to
detect. The wavelengths of X-rays (0.1 A to 100 A) are on the order of atomic
distances depending on the source which is necessary when analyzing atomic
positions and lattice parameters of materials. These occur when an electron from
the K shell (s electrons) is knocked out by the impact of an electron. When the
vacancy is filled from the outer shells (2p or 3p electrons), Ka and KB lines are
produced. For experiments, the K line is filtered out because the Ka is a stronger
line and occurs more frequently. The Ka line is still a doublet of Kal and Ka2
because the transition from the 2p has two possible spin states relative to the s
orbital it is filling. Once the characteristic wavelength is obtained, it is focused out of
the source through beryllium windows on the tube onto the sample where the X-

rays are diffracted to the detector.
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X-rays are scattered by the electron cloud of an atom which makes X-ray
diffraction sensitive to the elemental composition of a sample. The scattering of X-
rays by an atom is directly related to the atomic number of the atom. In a crystal or
polycrystalline material, the atoms sit in the planes of the unit cell. For diffraction to
occur, Bragg’s Law must be obeyed. Figure 2.4, shows the necessary relations used
to derive Bragg’s Law. They described a material as built up in layers where some of
the radiation will be reflected at an angle equal to that of the incident radiation but
other incident beams will transmit through the sample and reflected by other layers.
The spacing between these layers is called the d-spacing which has the relation, A =
2dsinB, where A is the wavelength of the radiation and 0O is the angle between the
plane and the incident and reflected beam. Diffraction occurs when the incident
and reflected beams are in phase with one another. If an X-ray is reflected at an
angle different than the incident angle, the waves are out of phase and destructive

interference.

Tube Detector O

Incident x-ra

Diffracted x-rays

Figure 2.4 Relationship of incident and diffracted beams for derivation of Bragg'’s
Law and the relation to d-spacing in a unit cell.



24

The resulting diffraction pattern collected at the detector can be used to
calculate the unit cell parameters, the atomic positions of the elements in the crystal
lattice and determine the structure of a compound. The raw data were analyzed
using the Jade 8.0 program with access to the International Center for Diffraction
Data (ICDD) databases. This program was used for phase identification and
conversion of the raw data from the Rigaku software to useable .dat files. The .dat
files can be used directly with the Full Prof suite equipped with WinPLOTR[6,7] or
converted to a format that can be used with GSAS equipped with EXPGUI.[8,9]
These two programs were used to obtain a Le Bail fit of the PXRD patterns. This
method doesn’t require a structure model and the unit cell parameters, background
and peak shapes can be refined.[10] This method gives a good estimate of the cell,
profile intensities and background before attempting to fit a structure with the
Rietveld method.[10,11] In this dissertation, the Le Bail method was used and cell
parameters are reported however, due to structural defects causing highly irregular

PXRD patterns, Rietveld refinement for full structural analysis was not performed.

2.3 Introduction to Magnetism and Magnetic Susceptibility Measurement

Parameters

From Plato ca. 428 — 348 BC to now, magnetism has played an important role
in society, whether philosophical or scientific understanding and application.[12] It

is now understood that magnetic properties arise from unpaired electrons in the



25

valence orbitals of an atom, described as paramagentism. If an atom has no
unpaired electrons in its valence shell, it is diamagnetic. In paramagnetic materials,
the unpaired electron spins are oriented in a random way throughout a structure. If
atoms are positioned in a structure that will allow for interactions between these
spins, different phenomena can be seen: ferromagnetism, antiferromagentism or
ferrimagnetism (Figure 2.5). In ferromagnetic materials, all of the spins are oriented
in the same direction and result in an additive magnetic moment. For
antiferromagnetic materials, the spins align antiparallel and essentially cancel out.
These two phenomena occur at certain temperatures with the former labeled as Tc
(Curie temperature) and the latter labeled as Tn (Néel temperature).
Ferrimagnetism occurs when there is an antiparallel ordering of the spins however

the magnitude of the spins are not the same and do not cancel out to zero.
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Figure 2.5 Representations of magnetic spin interactions as well as the magnetic
susceptibility and inverse susceptibility vs. temperature plots expected from

measurements. Adapted from J. P. Jakubovics [13].

In some cases, the coordination and organization of magnetic ions in a

structure can lead to more complex behavior than those described by Figure 2.5.
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Superexchange mechanisms can occur where the metal ions interact with their
neighbors through their shared covalently bound ligand. A set of rules governing
these interactions were described by Goodenough and Kanamori which are
appropriately call the Goodenough-Kanamori rules.[14-17] When an M — 0 — M
bond angle is 180°, due to the metal (M) d orbitals overlapping with the same p
orbital of the oxygen, the unpaired electrons on the metal atoms must be
antiferromagentically coupled through the oxygen (upper image of Figure 2.6).
When the M — O — M bond angle is 90°, the d orbitals of the metals are overlapping
with separate p orbitals on the oxygen and the unpaired spins on the metal atoms

will most likely be ferromagentically coupled (lower image of Figure 2.6).

Figure 2.6 Magnetic superexchange interactions of metals (blue d orbitals) and
ligand (oxygen, red p orbitals). Upper image depicts antiferromagnetic
superexchange and the lower image depicts ferromagnetic superexchange.

Magnetic interactions in a materials can be measured and characterized by

placing a sample in a magnetic field, H, and monitoring the interaction of the field
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with the sample. The magnetic flux density, B, is related by the permeability of the
material, y, to the magnetic field by B = uH. The relation can be expanded to include
the magnetization of the sample, M, using W, the permeability of free space: B = poH
+ WoM. The magnetic susceptibility is defined as the magnetization divided by the
field, x = M/H. The susceptibility can be used to determine the magnetic behavior of
a sample when the temperature or applied filed is varied.

The Curie law simply indicates that the magnetic susceptibility is inversely
related to temperature by x = C/T, where C is the Curie constant and T is the
temperature. This is obeyed when materials are paramagnetic and there is no
interaction between the electrons in a material. When interactions are present in a
material leading to ferromagnetism or antiferromagentism, the Curie-Weiss law, x =
C/T — 6, is better suited to fit the paramagnetic region and extrapolate the Weiss
value, 6, to determine the identity of the magnetic interactions. When the inverse
susceptibility vs. temperature is plotted, the x-intercept of the resulting line gives
the Weiss constant value. A positive Weiss value indicates ferromagnetism and a
negative value indicates antiferromagnetism. When this line crosses zero, the
material is paramagnetic.

The magnetic moment, W, of a material can be determined from the
magnetic susceptibility. When the data is fit with the Curie-Weiss law, the magnetic
moment of the sample is determined by pu = 2.84VC. This experimental value can be
compared to the theoretical value (ptheor) determined from the number of unpaired

electrons present in the sample. The prtheor = gVS(S+1), where S is the sum of the
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individual unpaired electrons and g is the gyromagnetic ratio which is approximated
to 2.00. When a solid solution is formed, the total magnetic moment consists of the
stoichiometric contribution of the present elements and their number of unpaired
electrons. The theoretical moment can then be found by prorar =
V[(UrheorA*X)+(MtheorB*y)+...], where A and B are the magnetic ions and x and y are
the stoichiometric amounts of each ion (i.e., AxBy). In the subsequent chapters,
theoretical moments are compared to those determined from magnetic
susceptibility experiments. Information is also gain at what kind of magnetic

interactions these materials have.

2.4 Optical Properties in Materials

The optical properties of inorganic compounds are dependent on the
electronic configuration of the material. The color along with knowledge of the
composition and structure can aid in determining the electronic interactions within a

material.

2.4.1 Light Interactions with Materials

When light interacts with a material, there are many different effects that
can take place: specular reflection, diffuse reflection, absorption and/or
transmission (Figure 2.7). In general, reflection is when incident light on a surface is
returned with the same wavelength as what hit the surface. Specular reflection, the

reflected light has the same angle as the incident light, occurs from smooth surfaces
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and preserves the images being reflected or causes the visual effect of glare, sheen
or luster.[18] Absorption causes the reflected light to have less intensity because
some of the energy is absorbed by the material and the light that enters the sample
doesn’t leave. Transmission is when light passes directly through the sample and is
only useful for measurement on non-opaque samples, such as thin films or single
crystals. Diffuse reflection occurs when light is reflected in all directions from a
surface. In a diffuse reflectance measurement, all of the light is collected except for
the specular reflected light. Since polycrystalline materials have a rough surface,
i.e., crystallites oriented in all directions, the sample will scatter light in all directions.
The intensity of diffuse reflection is related to the incident intensity by Lambert’s
cosine law, i.e. | = lpCos 6, where | is the observed intensity, lo is the incident
intensity and © is the angle between the incident beam and path of radiant

emission.[18,19]

.
7
% x _ f specular
2 diffuse reflection
Z reflection
%

Figure 2.7 Picture of specular and diffuse reflection of light. Transmission and
absorption are not shown. If absorption occurs in a sample, the intensity of the
reflected light would be lowered. Adapted from GianniG46 [20].
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2.4.2 Diffuse Reflectance Spectroscopy

Diffuse reflectance of a powder sample can be used to estimate the band gap
energy. The collected UV-Vis diffuse reflectance data is converted to absorbance
using the Kubelka-Munk relation, f(R) = (1-R)?)/2R, where R is the reflectance
intensity for the sample collected from the instrument.[21] If a plot of absorbance
[f(R)] vs. energy (eV) is made, the linear region can be extrapolated to the x-axis for
estimation of the band gap energy (the energy separating the top of the valence
band and bottom of the conduction band). The color transitions in the compounds
investigated in this work lead to the interest in estimating the band gaps of these
materials. These measurements were performed on a setup in Dr. Mclntyre’s lab in
the Physics department at Oregon State University. Deuterium and halogen light
sources are directed to the sample through a bifurcated fiber optic setup which

collects the diffuse reflectance and carried it to an Ocean Optics CCD spectrometer.

2.5 Mossbauer Spectroscopy

It is common in chemistry to use the fact that an element possesses ground
states and excited states. It has already been discussed that electronic transitions
between these states produce X-rays beneficial for phase identification and
structural analysis of compounds. In certain cases, nuclear transitions create gamma
rays which can be utilized to determine the atomic oxidation state, the chemical

environment and symmetry or the magnetic properties of the atom.
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In 1957, Rudolf Méssbauer discovered that some nuclei can undergo the
phenomenon of recoilless nuclear resonance fluorescence; this was in turn named
the Mossbauer effect. Conservation of momentum indicates that a gamma ray
emitted or absorbed by a nucleus would lose energy due to recoil during the process
and this prevents resonant emission and absorption of a gamma ray. The
Mossbauer effect occurs because the nuclei are bound in a crystal lattice which
prevents the nuclei from moving during an emission or absorption event. Only
certain isotopes undergo this phenomenon and a periodic table of Mdssbauer
elements is in Figure 2.8. The Mdssbauer effect is only present in isotopes with low
lying excited states and the resolution of the signals is dependent on the lifetime of
the excited state.[22] These are two limiting factors for which elements can

undergo the Mdssbauer effect.

H [He

Li | Be BIC|N|O|F]|Ne
Na|Mg AllSi| P |S|CllAr
K |Ca|Sc|Ti|V |Cr|Mn Co| Ni Zn|Ga|Ge|As|Se|Br|Kr

r Cu
Rb|Sr| Y |Zr|Nb/Mo| Tc [l Rh|Pd|Ag|Cd lnmE
Cs|Ba|La|Hf|Ta Re|Os Pt ng Tl |Pb| Bi |Po|At|Rn
Fr|Ra|Ac
Ce|Pr MdWEmme HnHTmHLul
Th|Pa| U Pu|Am|Cm|Bk|Cf|Es|Fm|Md|No|Lr

Figure 2.8 Periodic Table of Mdssbauer elements. Red font are Mdssbauer
elements, the black fill are the most common. Adapted from the Royal Society of
Chemistry [22].
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Another issue with the Mdssbauer effect is whether there is a viable source
for the emitter. The most common element for Mdssbauer is *’Fe. In this case, >’Co
is used as the source which decays to the excited state of >’Fe (Figure 2.9). The
decay patterns for gamma ray emission in °’Fe are shown. The energy of interest for
Mossbauer spectroscopy is the 14.4 keV gamma rays. These gamma rays are
directed to the absorber (sample of interest) and a transmission spectrum is
collected. The way in which the gamma rays interact with the samples depends on

the environment and electronic configuration of the atom inside the sample.

57c°

>’Fe 136.3 keV

Vv 14.4 keV

14.4 keV y-ray
\ \If 0 keV

Figure 2.9 Decay pattern for °’Fe Mdssbauer spectroscopy.

Resonant absorption occurs when the energy of the gamma ray of an emitter
(which is moving in Mdssbauer spectroscopy) matches the nuclear transition energy

for a Mossbauer nucleus in the absorber (stationary), and these nuclei must be
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identical for resonance to occur.[23] As Md&ssbauer spectroscopy is sensitive to the
chemical environment around the desired element, the emitter and absorber will
not be in resonance if the two are in different environments. A moving emitter that
is oscillated towards and away from the sample allows use of the Doppler Effect to
bring the energies of the emitter and absorber back in resonance. The velocity
(mm/s) is then used to determine the different sample characteristics that can be
measure with this technique.

The isomer shift (or chemical shift, §) occurs when the emitter (source) and
absorber (sample) are not in identical environments. This manifests as a shift in the
absorption peak position in the spectra. This change is due to the nuclear energy
levels being affected by the s electron density around the atom. When atoms
contain the nuclear spin quantum number | > %, a quadrupole moment results
because the distribution of positive charge in the nucleus is non-spherical.[1] This
will result in a split absorption peak with a distance, A, between the two peaks. This
is sensitive to oxidation state and local structure around the atom. Magnetic
hyperfine splitting (Zeeman splitting) arises when the sample is exposed to a
magnetic field. The nucleus will split from | levels to 21 + 1 sublevels in response to
this magnetic field. This can give information on the magnetic interactions in a
material, such as, ferromagnetic, antiferromagnetic or paramagnetic and magnetic
ordering temperatures can be found. Sample Mdssbauer spectra describing all of

these effects are shown in Figure 2.10.
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Figure 2.10 Sample Mossbauer spectra showing isomer shift (blue), quadrupole
splitting (red) and magnetic hyperfine splitting (green). Adapted from Dyar et al.
[24].

Mossbauer spectroscopy was used to determine the iron environment in

NasLiFeSbOs. This compound is discussed in Chapter 5. The experiment and data

analysis were performed by Dr. Alain Wattiaux at the ICMCB.

2.6 Inductively Coupled Plasma — Atomic Emission Spectroscopy

Inductively coupled plasma — atomic emission spectroscopy (ICP-AES) is an
important technique for elemental analysis and is sensitive enough to detect trace
amounts of metals. Due to the nature of this technique, detection limits are in the 1

parts per billion range or lower for some elements. Quantitative results are
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determined using sets of standards and a high range of linearity can be achieved,
i.e., 50 ppb to 5000 ppb. This technique is useful when determining trace impurities
in a sample or to aid in the determination of the stoichiometry of the elements in a
compound.

Atomic emission spectroscopy exploits the electronic relaxation of an atom
or ion from its excited state back down to its ground state. During this process,
elements emit characteristic wavelengths of electromagnetic radiation that can be
measured. ICP-AES employs argon plasma to excite the atoms or ions. The plasma,
a conducting gaseous mixture of significant concentrations of cations and
electrons[25], is created by discharging a spark through argon gas flowing through a
radio frequency coil which is generating a high electromagnetic field around the gas.
The spark initiates the ionization of argon which can then absorb sufficient power
from the RF coil to sustain the plasma. A peristaltic pump carries the analyte of
dissolved ions into a nebulizer that supplies a continuous aerosol of the analyte into
the plasma. This steady state introduction of the sample into the plasma guarantees
that enough of the atoms will be excited to relax to the ground state during the
measurement at the wavelengths for each element. The wavelength is chosen by a
monochromator and multiple elements in a sample can be measured by changing
the monochromator position using a stepper motor. This is an advantage over flame
atomic absorption spectroscopy that requires specific lamps at the proper
wavelength to excite the sample and detect how much of the light was absorbed by

the sample.
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ICP-AES was performed by Laetitia Etienne at the ICMCB-Bordeaux for
Chapters 5 and 6. This technique was employed to help determine the

stoichiometry of the new compounds.

2.7 Thermal Gravimetric Analysis

Thermal analysis is a useful technique that can probe solid state reactions,
thermal stability, dehydration processes, phase transitions and help in the building
of phase diagrams.[1] Thermal gravimetric analysis (TGA) measures the change in
mass of a sample over a time or temperature range and the experiment can be run
under vacuum, in air or with a reactive gas (e.g., O2). Sample mass can either
decrease or increase depending on the reaction taking place. During a sample
reaction, oxygen may be gained and an increase in the mass of the sample at the
reaction temperature will be detected. During a decomposition or dehydration, a
mass loss is measured. For example, if a mass loss is measured at 100°C and water
was known to be in the sample, the mass percent loss can be used to determine the
exact amount of water contained in the sample. After a decomposition process of
solid materials, the resulting powders can then be analyzed using XRD to identify the
exact decomposition products. Care must be taken because contamination of the
instrument furnace will occur if the sample is completely vaporized or if there are
volatile metals, i.e., antimony. A benefit to this technique is that only small sample

sizes are needed (15 — 50 mg).
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2.8 Scanning Electron Microscopy

Electron microscopy can be used to look at materials between the submicron
and atomic level. A focused beam of electrons is shot at the sample and is scanned
over the surface in a very small area, 50 to 100 A.[1] Scanninc electron microscopy
(SEM) takes advantage of the different process that can occur when electrons
interaction with a material, emission of X-rays and/or secondary electrons, which
can be used for elemental analysis and for building an image of the material.[26,1]
An image of a material at this level can give information on particle sizes and shapes

at the submicron level and the lower limit of SEM is approximately 100 A.[1]
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Chapter 3

Review of Layered Oxides with Honeycomb Ordering Containing Bi>*, Sb>* or Te®*

Although there are a multitude of compositions that have a layered structure
and exhibit a honeycomb ordering, this work focuses on the compounds that
contain Bi**, Sb>* and Te®" ordered with M?* = Cu, Co, Ni, Mg, Zn or other
heterovalent substitutions on the M site. This chapter is designed to cover the
literature of these compounds and inform the reader of their significance to the field

of layered compounds.

3.1 Compositions Containing Sb>*

In 1990, a report on LizZn2X0Os (X = Bi, Sb) compositions was published. The
discussion focused on LisZn,SbOs and the structure was reported to have an
ordering between the Zn/X cations octahedral sites in alternate layers separated by
layers filled with Li* in octahedral sites.[1] Since then, the antimony containing
phases have expanded to include many compositions (AsM;SbOe, A* = Li, Na, Ag, Cu;
M?* = Co, Cu, Mg, Ni, Zn).[2-12] The compositions containing Li or Na crystallize
with a monoclinic unit cell as an O3 variant of the layered honeycomb ordered
structures with the monovalent cations filling octahedra voids between the slabs of
M,SbOg* (Figure 3.1a). The compositions containing Ag or Cu are related to the

delafossite family and generally crystallize in the P3112 space group. In the
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delafossites, the monovalent cations fill spaces between the slabs to have linear

coordination between oxygens of two slabs, Figure 3.1b.

Figure 3.1 a) Unit cell representing the monoclinic A3;M.SbOs compounds,
interlayer light yellow atoms are in octahedral coordination and a honeycomb
order exists in the M2SbOs* slabs; b) Delafossite related CuzCu2SbOg structure with
Cu* cations in linear coordination between the honeycomb ordered Cu,SbOg¢*
slabs.

Much attention has been paid to the compounds containing copper, i.e.
A3Cu,SbOs (A* = Cu, Na, Li), due to the interesting behavior of Cu?* in an octahedral
coordination. In 1997 Skakle et al. reported on Li3CuxSbOg¢ (space group C2/c) and
their results indicated mixing can occur between the Li* (0.76 A) and Cu?* (0.73 A)
due to similar ionic radii.[3,13] The structure with Li/Cu mixing was verified by a
statement in a 2006 article, although, no structural data was presented.[14] The
first magnetic investigation indicated this was a simple paramagnetic material[3],

however, Miura et al. determined that this compound exhibited the same spin gap
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magnetic behavior[14] as that of NasCu,SbOs, which will be discussed shortly. A
study in 2013 reinvestigated this compound and determined the structure should be
indexed to the C2/m space group (a = 5.4655(7) A, b= 8.7216(8) A, c = 5.3845(7) A
and B =115.270(5)°).[15] While the original structure description remains correct,
this new cell creates a more regular environment for the SbOs and LiOs octahedra
and a better fit to the experimental data. The copper containing compositions were
also more interesting structurally because they exhibit a larger B angle in the
monoclinic unit cell than that of other 2+ metal cations. Since the octahedra in the
slabs of these structures are oriented to sit on one face, the axial bonds of the CuOs
octahedra lie diagonally along the ac plane. The bond lengths therefore affect the B
angle of the monoclinic unit cell as well as the a and c unit cell parameters. The
larger lattice parameters exhibited for the copper compounds (a property that is
unexpected when comparing ionic radii of Cu?* with other M?* cations for the
honeycomb structures) is attributed to the Jahn-Teller distortion of Cu?* in an
octahedral coordination.

The discovery of NasCu;SbOs was first reported in 2005 by Smirnova et al.
who indicated this material crystallized in the C2/m space group with lattice
parameters a = 5.6759(1) A, b= 8.8659(1) A, ¢ = 5.8379(1) A and B = 113.289(1)°.[6]
In contrast to the lithium analog, there is no mixing between the Na* (1.02 A[13])
and Cu?, an affect due to the larger difference in the ionic radii, which also gives rise
to the larger lattice parameters for the sodium analog. Comparing the structures of

LizCu2Sb0s and Na3CuzSbOs helps to explain the difference in the observed magnetic
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properties. As Li and Cu can mix, there are additional unpaired spins contributing to
the observed magnetic properties.[6,8,14] First reports on the magnetic properties
of Na3Cu,SbOs proposed an alternating chain model for super-exchange interactions
in the honeycomb lattice which results in the observed spin gap behavior visible in
the magnetic susceptibility plot vs. temperature. The plot of a spin gap presents an
increase of the magnetic susceptibility with decreasing temperature and comes to a
broad maximum before a downturn of the magnetic susceptibility towards zero (an
example of this plot can be found in the next chapter, Figure 4.6. The presence of
this spin gap behavior spurred a small controversy on how to describe the magnetic
interactions in these distorted honeycomb structures. Although Miura et al.
attempted to explain this behavior using heat capacity measurements, their
comparison to the NasZn,;SbOs compound is insufficient because this does not have
any Jahn-teller active ions in the structure.[14,16] In 2007, Derakhshan et al.
reinvestigated this material using high temperature magnetic susceptibility
measurements and theoretical calculations to further characterize the prominent
magnetic interactions within this compound. Their findings are depicted in Figure
3.2 where the strongest interactions were found to be along the b-axis where the
longer green arrow (a) interactions are stronger than the shorter green arrow (b).
The compound was again investigated by Koo et al. however they return to the
conclusion made by Miura et al. where the interactions along (a) are

antiferromagnetically coupled and the (b) interactions are ferromagnetically
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coupled.[17] This same controversy and magnetic arrangement occurs for the
Na;Cu,TeOs compound that is discussed in section 3.3.

2.0003(19) A

Figure 3.2 Dimer interactions in the Cu honeycomb lattice. Antimony is
represented by tan spheres, copper by blue spheres and oxygen by red spheres.
Important bond angles and distances are indicated to the right side of the figure.

Another new compound with honeycomb ordering of Cu?* and Sb°>* was
discovered in 2011 and has the composition CusSbQOs.[11] This can be rewritten as
Cus™Cu2%*Sb0s and has the delafossite structure with the monovalent copper ions in
a linear coordination with oxygen. This material also exhibits a spin gap behavior
with the maximum occurring at 189 K, a higher temperature than that of the
previously discussed compounds. The higher temperature can be related to weaker
dimer interactions in this compound compared to the antimony and tellurium
compositions. These compounds differ in structure (FIGURE 3.1 a-b) but retain
similar bond distances in the honeycomb layers.[18,6,11] This structural difference

may give rise to the weaker interactions noticed in this compound.



45

The AsM,SbOg (A* = Li, Na; M?* = Co, Ni, Mg, Zn) compositions have also been
discussed regarding their structural and magnetic properties which arise from the d®
Ni2* and d’ Co?*. The Ni?* containing compounds have a low temperature
antiferromagnetic ordering but the Néel temperature shifts depending on the
nature of the A* cation as well as changing the antimony with bismuth or
tellurium.[5,10,12,19] The antiferromagnetic ordering for NasNi;SbOs was
mentioned by Miura et al. in 2006, but no magnetic data was presented for this
compound until the work presented in this dissertation.[14,20] Additionally, Miura
et al. briefly discussed the magnetic properties of NazCo2SbOs, but this compound
was not fully characterized until 2007 and a Néel temperature of 4.4 K was
reported.[9,14] The structure and properties of NasM;SbOs compositions were
revisited by Politaev et al. in 2010, resulting in a discussion on the different
structural models for these compounds. These authors also investigated the ion
exchange compound AgzCo.SbOe which is a delafossite material where Ag* is in the
layer between the honeycomb ordered Co/Sb slabs.[10]

LisNi2SbOg has been investigated by multiple groups resulting in different
structural characterizations. The first structural characterization used the Fddd
space group but the discussion was limited.[2] This compound was not
reinvestigated until a decade later where the structure was in agreement with the
previous study and electrochemical properties were discussed.[7] A recent
investigation by Zvereva et al. indicated that they could not reproduce the previous

reports of the orthorhombic space group and determined this was another
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monoclinic layered compound with honeycomb ordering in the Ni2SbOg3 slabs.[12]
These authors also indicate this material has an antiferromagnetic ordering Néel
temperature of 15 K. In comparison to the NasNi,SbOes compound (Tn = 18 K[20]),
this transition is slightly lower but in good agreement. The presence of positive
Weiss values indicates that these materials have short-range high temperature
ferromagnetic interactions. Due to the structural relation of these compounds with
that of NaxCoO; and the superconductivity realized in the hydrated NaxCoO;-H.O
phase[21], Roudebush et al. investigated the hydrated materials NaxM2SbOg-H,0 (M
= Co(lll) and Ni(lll)).[22] The hydration of these compounds results in a loss of Na*
ions within the layers and requires a partial oxidation of the M?* to M3*. The work
described in Chapter 4 is based on the solid solutions in the compounds NazM,-
xM’xSb0Oe (M, M’ = Cu, Mg, Ni, Zn), which included the first magnetic susceptibility
description for the Ni composition as well as structural characterization of the Mg
end member as C2/m.[20] This work was the first report of the magnetic
susceptibility of NasNi2SbOg and is in good agreement with the data published soon
after by Roudebush et al.[20,22]

Heterovalent substitutions for the M?* in the antimony compositions were
first reported by Politaev et al. who reported on the composition NasFeSbOse (i.e.,
NasNaFeSbOgs) and its ion exchange product AgsNaFeSbOs which was not
investigated in great detail.[23] These authors did not relate the former compound
to that of the layered oxides with honeycomb ordering; this material was

reinvestigated and discussed in Chapter 5 of this dissertation. Kumar et al. has
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synthesized and reported the structural characterization of new layered
compositions LisM2Sb201, (M3* = Al, Cr, Fe, Ga), but there are no property reports in
this short communication.[24] A publication in the same timeframe reported on the
discovery of the compound LisFeSbOg (i.e., LisLiFeSbQg¢).[25] This material was
thoroughly investigated to characterize the complex ordering within the slabs of
Lii/sFe1/3Sb1/302” which are separated by Li* cations filling voids in the interlayer
space. This material exhibits an antiferromagnetic ordering Néel temperature at 3.6
K and crystallizes in the C2/m space group[25], similar to the other honeycomb
ordered oxides discussed in this chapter and throughout this dissertation. In an
attempt to investigate the solid solution between LisFeSbOs and NasFeSbOs only one
new compound was realized with the composition NasLiFeSbOs. A detailed
discussion of this compound as well as the ion exchange product AgsLiFeSbOs can be
found in Chapter 5.[26] An investigation on the compounds Na;NiMSbOs (M = Al,
Fe) was recently published but new honeycomb layered oxides were not found.[27]
The most characterized honeycomb ordered delafossites were first reported
in 2002 with the compositions CuM2/3Sb1/302 (M?* = Mn, Co, Ni, Zn, Mg) and
AgM’3/3Sb1/30, (M’2* = Ni, Zn).[4] The copper compositions were prepared via
traditional ceramic synthesis and the silver compounds were prepared by ion
exchange of the lithium analogs. Many of the compositions resulted in a mixture of
the 3R and 2H delafossite polytypes or a disordered stacking arrangement.
Roudebush et al. reinvestigated the CuNi;/3Sb1/302 and CuCoy/3Sb1/302 compositions

and obtained ordered samples and investigated the magnetic susceptibility for both
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compositions. These compounds were found to crystallize in the space group C2/c
and both exhibit Néel temperatures at 22.3 K and 18.5 K respectively for the nickel
and cobalt compositions.[4] The Néel temperature for the cobalt composition is
higher than that described about for Na3Co.SbOs and is contributed to potentially

stronger coupling through the Cu* layer.[28]

3.2 Compositions Containing Bi>*

As mentioned previously, Greaves et al. reported on the LizZn2XOe (X = Bi, Sb)
compounds but much of their attention was paid to the composition containing
antimony. They reported the cell dimensions of LisZn,BiOs (a = 5.344(4) A, b =
9.221(3) A, ¢ = 5.255(5) A and B = 109.57(6)°) and LisZn1.sBiOs (a = 5.363(2) A, b =
9.183(3) A, ¢ = 5.323(2)A and B = 110.65(2)°) but little discussion was devoted to
these compounds otherwise. The authors reported that the Lizs5Zn15BiOs s
compound had a desirable activation energy for Li* ion migration but the
conductivity was lower than other materials because the structure has no cation
vacancies for easy ion conduction.[1]

In Chapter 6, the adapted manuscript on the discovery and characterization
of LisNi2BiOs as well as the delafossite exchange product AgsNiBiOg is presented.
The latter compound is to our knowledge the only delafossite compound containing
Bi>*. Although Greaves et al. first discussed compositions containing bismuth; their
work could not be reproduced, so this study can be considered the first full

characterization and report focused on bismuth containing compositions. The study
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of partially substituted phases, 03-LisNiMBiOg (M?* = Mg, Cu, Zn), is also discussed in
this work. It is interesting to note in this short review that when copper is
substituted, the lattice parameters of the C2/m space group did not follow the
general trend with the other compositions when based on a simple ionic radius
explanation. The B angle of the monoclinic cell is larger than expected and there
was an increase in the a and ¢ parameters with a decrease of the b parameter. This
follows the same trend as previously discussed compositions that contain copper.
Full substitution of Ni%* in LisNi2BiOs with Cu?, Mg?* and Zn?* could not be
obtained.[19]

Seibel et al. has more recently discovered and characterized the NazM;BiOs
compositions (M?* = Ni, Mg, Zn). There is good structural agreement with these
compounds and the previously discussed materials in that they can be indexed and
refined to the C2/m space group.[29] The magnetism of the NasNi»BiOs compound
correlates to the other compositions LizNi;BiOse, LizNi2SbOs and NasNi2SbOg in the
low temperature antiferromagnetic ordering and the Weiss constant is positive
indicating ferromagnetic interactions are present as well.[12,19,20,29] The

relationships of this behavior are discussed in Chapters 4 and 6.

3.3 Compositions Containing Te®*

For the Na;M;TeOs compounds, three structures are known with the space
groups P6322 (M = Co, Mg, Zn), P63/mcm (M = Ni) and C 2/m (M = Cu), which can be

seen in Figure 3.3.[18,30] Excluding Na;Cu,TeOs, these materials are known as P2
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structures where the interlayer sites are partially filled by Na* ions and two layers
are required to describe the hexagonal unit cell. In 2007, the layered phase P2-
Na2Co,TeOs (i.e., Naz/3Coy/3Te1/302) was reported and it is structurally related to
layered P2-NaxCoO, where the Co?*/Te®* order within each slab.[9] Each TeOs
octahedron is surrounded by six CoOs octahedra, which form a honeycomb-like
network (Figure 3.3). More recently, the analogs with the composition P2-
Na;M,TeOs (M?* = Mg, Ni and Zn) were investigated.[30] Due to the partial filling
and coordination of the interlayer sites, larger windows are available for fast ionic
conduction[30] which ultimately lead to a recent study by Gupta et al. that
investigated Na2.xM,TeOs (M?* = Co, Ni) as electrode materials for Na ion
batteries.[31] It was shown by Evstigneeva et al. that the nickel compound
possesses a different stacking sequence of the slabs than that of the cobalt and zinc
compounds.[30] This causes a structural transition from nickel (space group
P63/mcm) to cobalt or zinc (space group P6322) compounds which is described in the
study of the solid solutions in Chapter 7.[32] Kumar et al. synthesized and
characterized many new layered compositions of LisM;Te2012 (M?* = Co, Cu, Ni, Zn)
through conventional solid state methods.[24] These authors also reported more
detailed investigations of LisCu;TeOs and LisNi;TeOg synthesized via low temperature
ion exchange.[33] The copper variant forms the same monoclinic structure that of
the NayCu;TeOs compound. The nickel compounds show multiple phases when
prepared via ion exchange from the Na;Ni,TeOs and a metastable orthorhombic unit

cell when prepared through direct solid state synthesis.[33]
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Figure 3.3 Structure of Na;Ni.TeOs space group P63/mcm (left) and Na;M.TeOs
space group P6322 (right). In both cases, the light yellow Na* atoms are shown in
all possible trigonal prismatic positions available in the interlayer space. Detailed
structure analyses have not been successful in pinpointing exact locations.[30]

Xu et al. first reported on Na,Cu,TeOs which exhibits a spin gap behavior with
a maximum magnetic susceptibility at 160 K. The spin gap behavior is the same as
investigated by Derakhshan et al. which was discussed in detail in section 3.1.[16]
They also describe this structure as a monoclinic unit cell with the C2/m space
group, which is related to the antimony phases also described in section 3.1. The
difference in structure compared to the other compounds containing tellurium is
attributed to the Jahn-Teller distortion that accompanies Cu?* in an octahedral
coordination.

As with the antimony phases, heterovalent substitutions for M?* within the
Na;M;TeOs layered oxides were investigated by Nalbandyan et al. who discovered
one new compound, NayLiFeTeQOe.[27] They studied the structure of this compound

in the P212121 space group and determined a honeycomb arrangement of LiOs and
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FeOs around the TeOg octahedra. The interlayer Na* ions filling the prisms that
share faces with TeOs octahedra are off center to accommodate the repulsion of the

cations.[27]
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Chapter 4

Solid Solution Studies of Layered Honeycomb-Ordered Phases 03-NazM:SbO¢ (M =
Cu, Mg, Ni, Zn)

4.1 Introduction

In this present study we focused our interest on the 03-Na3M;SbOe
compounds and studied the solid solutions for M?* = Cu, Mg, Ni, Zn. In these
compounds the SbOg octahedron is surrounded by six MOs edge-sharing octahedra
forming the honeycomb lattice (Figure 4.1). The Na* ions are intercalated within the
M2SbOs slabs and occupy an octahedral NaOs site. These compounds were
synthesized using solid state method and were characterized using X-ray diffraction,
magnetic susceptibility and diffuse reflectance. This is the first report on the solid

solutions and optical studies for these compounds.

Figure 4.1 Representation of the 03-NasM;SbOs structure. Left: Perspective along
the b direction, indicating the stacking of the My/3Sb1/30, slabs with the Na*
cations filling the octahedral interslab voids and the B angle between the a and ¢
directions. Right: Perspective along the c direction, indicating the honeycomb
ordering within the My/3Sb1/30; slabs with six MOgs octahedra surrounding one
SbO¢ octahedra. All the octahedral in this structure are edge sharing.
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4.2 Results and discussion

4.2.1 XRD Studies of 03-NazMSbOes (M = Cu, Mg, Ni, Zn) and the Solid Solutions

The powder X-ray diffraction (PXRD) patterns for the compositions
NasM,Sb0Os (M = Cu, Mg, Ni, Zn) are shown in Figure 2. All of the patterns were
indexed to the monoclinic space group C2/m and there were no traces of impurity
phases. The refined lattice parameters are listed in Table 4.1. When M = Mg, Ni and
Zn, the lattice parameters agree well with reported values (Table 4.1) and they also
follow an expected trend based on the radii of the M2* ion (Ni%*=0.69 A, Mg?* = 0.72
A and Zn?* = 0.74 A).[1] Therefore there is only a slightly visible shifting of the hk/
reflections which can be seen in Figure 4.2. It has been reported that these
honeycomb layered materials can also be indexed using the P3:12 or the C2/c space
groups; however Bréger et al. reports that the C2/m space group has the lowest
calculated energy for the ordered honeycomb compounds.[2-4] With an ionic
radius of 0.73 A, it would be assumed that the lattice parameters for NasCu;SbOs
would fall between those of the magnesium and zinc compositions. The copper
composition however, has larger a and c lattice parameters, a smaller b lattice
parameter and a much larger B angle than the other compositions. The PXRD
pattern in Figure 4.2 indicates this difference with the shifted reflections of the
monoclinic cell. This deviance from a linear trend cannot be explained by using the
ionic radii. This change in the lattice constant trend is attributed to the Jahn-Teller

(J-T) distortion that can occur with Cu?* in an octahedral coordination.[4] The J-T
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distortion of CuOe octahedra results in an axial extension and an equatorial
compression of Cu — O bonds. As is seen in Figure 4.1, the MOg octahedra sit on a
face and share edges with the other octahedral throughout the M2SbOs slabs. The
axial extension of the CuOg octahedron results in the smaller b parameter and the
equatorial compression results in the larger a and c lattice parameters. This also
creates the larger B angle and the highly shifted hk/ reflections of the NazCu,SbOs
composition. This Jahn-Teller structural distortion has been observed in other

compounds containing copper, such as LizNiCuBiOs and Li3Cu;SbQOs.[5—7]
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Figure 4.2 PXRD patterns of all 03-NasM,SbO¢ where M = Cu, Mg, Ni, Zn. All
patterns were indexed to the monoclinic space group C2/m. A broad asymmetry
in the 17° to 30° 20 region indicates the presence of some concentration of
stacking faults in the Mg, Ni and Zn compounds. The reduced intensities for the Ni
and Zn patterns in this region is related to low crystallinity and stacking faults that
affect these hkl reflections. The dramatic shifting of the hkl reflections in the Cu
compounds is caused by the Jahn-Teller distortion of the CuOs octahedra.
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Table 4.1 Experimental and literature lattice parameters for NasM;SbO¢ (M = Cu,
Mg, Ni, Zn). *Only LeBail fits were performed in this work. Full refinement for
these layered systems is difficult due to stacking defects and low crystallinity.
**The lattice parameters reported for the magnesium and zinc compounds were
transformed to the monoclinic phase based on the hexagonal parameters reported
by Politaev et al.

Space Group: a(A) b (A) c(A) B (°) Volume Reference

C2/m (A

NasZn,;SbOg 5.3636(1) 9.2722(1) 5.6645(1) 108.47(1) 267.20(1) This work.*
5.3522 9.275 5.6718 108.34 [3]**

NazMg,SbOs 5.3285(1) 9.1908(1) 5.6711(1) 108.30(1) 263.69(1) This work.*
5.317 9.21 5.680 108.18 [3]**

NazNi;SbOs 5.3055(1) 9.1713(1) 5.6273(1) 108.35(1) 259.89(1) This work.*
5.3048(4) 9.1876(6) 5.6298(5) 108.300(8) [3]**

NazCu,SbhO¢ 5.6691(1) 8.8448(1) 5.8252(1) 113.37(1) 268.12(1) This work.*
5.6759(1) 8.8659(1) 5.8379(1) 113.289(1) [4]

It is noticed that the reflections in the PXRD patterns between 17° and 30° 20
are very weak for the Zn?* and Ni** compounds. The crystallinity of our compounds
may have been hindered by our use of slightly lower temperature than that reported
by Politaev et al. for synthesis. This did not however affect our profile matching to
the C2/m space group. This 20 region is also where stacking faults affect the
resolution of the hkl reflections and create an asymmetric broadening of the
affected reflections. The phenomenon is easily noticed in the PXRD pattern of the
magnesium composition (Figure 4.2). This broadening is described as stacking
defects along the monoclinic ¢ axis and is present in the NaszNi;SbOg[3] parent
compound as well as in other related “honeycomb” layered materials, e.g. in
LizMnOs.[2,8] These stacking faults arise in layered structures because of a variety
of stacking sequences available for each layer which affects the intercalation site

symmetry for the interslab ions as discussed earlier. The calculated energies
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associated with the different stacking sequences of the P3;12 and the C2/c are only
1 meV and 2 meV, respectively, higher than that of the C2/m space group. Such
closely related energies will result in stacking faults to arise in the layered structures.
Bréger et al. found that in the Li,MnO3 compounds, the annealing time decreased
the stacking faults more so than the annealing temperature and related these fault
formations to slow kinetics of growth along the c direction. Due to the presence of
stacking faults, it is difficult for Rietveld refinement therefore; the reported lattice
parameters in this work are from LeBail profile refinement using a Pseudo-Voigt
function.

As pure end members were obtained with similar experimental parameters,
it is therefore reasonable to synthesize the intermediate compositions NazM,-
xM’xSbOg (M, M’ = Cu, Mg, Ni, Zn; 0 < x < 2). As a general case and in order to lighten
the study, only the PXRD for the solid solutions NasNi»«MgxSbOs and NasCu,-
xZnNxSbO¢ are shown in Figures 4.3 and 4.4 respectively. As expected, the a, b and ¢
parameters only slightly shift in a linear fashion due to the radii of the cations while
the B angle is constant at approximately 108° for M = Ni, Mg, Zn. Indeed the unit
cell increases from 259 A3 (for Ni%*, 0.69 A), 263 A3 (for Mg?*, 0.72 A) and 267 A3 (for

Zn?*,0.74 A).
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Figure 4.3 PXRD patterns for NasNi>xMgxSbOg solid solution for x =0, 0.5, 1, 1.5, 2.
The slight shifting of the hkl positions is due to the ionic radius of the respective
M?2* present here.

The solid solutions containing copper were also synthesized without impurity
however the lattice parameters change more dramatically along the NazCu;-«MxSbOs
(M = Mg, Ni, Zn) series than those for the solid solutions not containing copper. As
an example, the PXRD patterns for the series NasCuz.xZnxSbOs are shown in Figure
4.4a-b. In Na3CuSbOs, the Cu?* is Jahn-Teller (J-T) active which results in an
elongation of the axial Cu — O bonds (affecting the b axis) and a contraction of the

equatorial Cu — O bonds (affecting the a and c axes). The stretching of the axial
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bonds and contraction of the equatorial bonds in the CuOe octahedra cause the B
angle to become larger than that of the other M?* compounds. The lattice
parameter and B angle shifts are presented in Figure 4.5a-b. This trend related to
the J-T activity of Cu?* was previously noted in the similar phase LisNiCuBiOs.[5]
Dilution of the J-T active Cu?* reduces the distortion in the M,SbOs slabs. Therefore,
the specific hkl reflections that are involved in the transition from the regular ZnOs
octahedra to the distortion of the J-T CuOs octahedra clearly shifts along the solid

solution NasCuz.xZnxSbOe.
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Figure 4.4a-b a) PXRD patterns for solid solution Na3Cu,.xZn,SbhOs, the highlighted
section indicates the 20 region that is highly affected by the transition from regular
Zn0g octahedra to Jahn-Teller distorted CuOg octahedra. b) Evolution of the highly
affected hkl positions resulting from the regular ZnOs octahedra vs. the J-T
distorted CuOs octahedra within the monoclinic structure of the end member
compositions.



61

114 3 6.0 T r r 9.5
i b (]
< a parameter
1134 - 5.94 A cparameter 9.4
< A © bparameter o
112 * 5 5% A, o g
.. £ 5.7 B N X
T 1114 R g a.. o A s
(=% t 5.6 o. - 9.1 g
1104 E 8 o
*. £ 5.5 L9.0 &
o o’ =
109 S 5.4 - o- 8.9
*. o -0
108 41— T T T T 5.3+ - - - - - T - —-8.8
00 05 10 15 20 00 05 10 15 20
X X

Figure 4.5a-b Lattice parameter evolution for the solid solution Naz:Cuz.,Zn,SbOs for
x =0, 0.5, 1. 1.5, 2. a) Evolution of the B angle as the Jahn-Teller active Cu?* is
diluted. b) Linear trends of the a, b, and c lattice paramteters, the direction of the
lattice parameter shifting is a result of the distortion from J-T Cu?* and is opposite
of what would be expected from the ionic radii.

It is interesting to denote that in all the studied solid solutions, no
superstructure due to additional ordering between M and M’ cations were

evidenced.

4.2.2 Magnetic Susceptibility:

It is interesting to study the magnetic properties as Ni?* (3d®) and Cu?* (3d°)
have complex magnetic interactions depending