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Chapter 1 —NTRODUCTION

The convenient features of wireless technology, such aslitypportability, and ease of
use and deployment, are the main reasons behind the tegyfsiemendous success.
Wireless mesh networks (WMNSs) have specifically been desigo take advantage of
these wireless features [5]. WMNs are known for their selffiguration ability to form

a network on power-up, for their easy installation and neiatce, and for their cost-
effectiveness. Mesh nodes may act as sources/clients Wegrthemselves generate
data traffic, or as relays/routers when they forward traffrcother nodes through multi-
hop routing. When a route breaks due to a node’s (or a linkif)re, nodes can auto-
recover by rediscovering an alternate routing path withbetintervention of a central
unit or an administrator. WMNs are also cost effective ay gleninate the need for
a core network. That is, nodes no longer require a wirelesterdo connect to each
other since each node acts as the client and as a router,etiusimg the number of
components that need to be purchased as well as the netwopkcasts.

In this paper, we implement, measure and evaluate the peafare of the Optimized
Link State Routing (OLSR) protocol [4] on a mesh network thatrecently built from
off-the-shelf commercial components. OLSR is a pro-actiable-driven, link-state
routing protocol for mobile and wireless multi-hop netwsyrland as defined in RFC
3626 [4], it uses hop-count as the metric for computing @sbipaths. In this work, two

versions of OLSR are implemented and evaluated: OLSR-ETXAISR-ETT. OLSR-



ETX uses the Expected Transmission Count (ETX) metric wiser®LSR-ETT uses
the Expected Transmission Time (ETT) metric as a means efsasgy/determining link
guality. Our measurements show that OLSR-ETT outperforieSRIET X significantly
in terms of packet loss, end-to-end delay, and stabilitgldyng a much more robust,
reliable, and efficient routing.

The rest of the paper is organized as follows. We begin byngiai brief literature
review in Chapter 2. We describe our wireless mesh netwaitheel in Chapter 3. We
then, in Chapter 4, present OLSR and its routing metrics. Hapfer 5 we introduce
the ETT routing metric, and cover its implementation precegh OLSR. Using our
deployed testbed, in Chapter 6, we perform a series of testgdluate and compare
the performance of our implementation of the ETT metric (BESTT) with that of the
ETX metric (OLSR-ETX). In Chapter 7, we present and analymeresults. Finally, we

conclude the paper in Chapter 8.



Chapter 2 — LTERATURE REVIEW

Wireless mesh networks consist of mobile devices or nodesemed by wirless links.
Due to the random nature of these networks reliable andefticouting protocols must
be implemented. The topology of such networks (physicaheativity) may randomly
change due to many factors such as node mobility, resourtgraints and link qual-
ity. Protocols used in wired networks cannot be applied teeMss mesh networks
due to their dynamic toplogy, decentralized configuratind bandwidth and resource
constrained nodes [6]. Thus, optimized and efficient rquprotocols are an essential
aspect in wireless networks responsible for finding pathevie@d by data packets from
a source node to a destination node. A variety of routinggmals specific to wire-
less mesh networks have been proposed such as Dynamic $tauteg (DSR), Ad
Hoc On Demand Distance Vector Routing (AODV) and OptimizéwklState Routing
(OLSR).

There are three categories of routing protocols; proaateactive and hybrid. Proac-
tive protocols share information with the nodes in a netwmnrla regular basis or over a
specific time interval. The advantage to this method is thremmal delay when acquiring
routes since they have already been calculated and rowatiigst populated. The dis-
advantage to this method, however, is that it requires movweep consumption due to
constant route calculations. Reactive protocols, on therdiand, share topology infor-

mation with other nodes in the network on an on-demand basihen a route request



is made. The advantage to this method is that it requirepl@ssr consumption due to
less computations. However, the disadvantage is that dalidelay is incurred when
acquiring a route since calculations must be made and ptaivles populated before
hand. Finally, hybrid protocols combine the best featufdsth proactive and reactive.
With this protocol, nodes that are within a certain distamidée node concerned are said
to be in the routing zone. A proactive approach is used witthesawithin the routing
zone whereas a reactive approach is used with nodes outsidetiting zone [6].

There are two general responsibilities carried out by theseng protocols; to form
the topology of a network by detecting mobile devices andaicudate the best pos-
sible path from a source node to a destination node basedeoguility of the path.
Our research focused on the Optimized Link State Routingppod (OLSR). Mainly
improving link quality sensing used by the routing protodahk quality, also referred
to as link cost or link weight, can be determined by a comlmmadf factors such as
reliability and throughput. Once the quality of a link is essed and a weight or cost
is associated with it the best possible route can be cadmllat/sing the information
acquired from the routing protocols, a routing algorithmsed to actually perform the
calculations. The weight or costs associated with the linksnetwork are used by the
routing algorithm to decide which route is shorter (bettérnode then uses the topol-
ogy information gathered by the routing protocols and raylgorithms to compute
next hop destinations using shortest paths. Routing tabéethen populated using the
results.

There are many types of routing algorithms today capablewifputing the shortest

path. Among these routing algorithms is the popular Dipgktalgorithm conceived by



Dutch computer scientist Edsger Dijkstra in 1959. This graparch algorithm solves
the shortest path problem based on non-negative link weightosts. Given a source
vertex the algorithm computes the shortest path from thaéxeo all other vertices in

the graph. The algorithm can also be used to find the shoéstfimm a source vertex
to a single destination vertex where it stops when the ssiopiath to the destination
vertex is found. For example, let’'s assume that the noddsmatgraph represent cities
and the weights of the edges between a pair of nodes repitbgedistances between
the cities. Given a starting city, Dijkstra’s algorithm d¢dbe used to calculate the
shortest route from that city to every other city in the graphus, Dijkstra’s algorithm

is particulary suitable and widely used by routing protsdanl solve the shortest path

problem. The following is pseudocode for Dijkstra’s alglonn [9]:

Algorithm 1 DIUKSTRA(Graph, source)
1: N < source
2: for all nodes v in Graplio

3 if v adjacent to sourcehen

4 Dist(v) « cost(source, v)

5: else

6: Dist(v) < infinity

7 end if

8: end for

9: loop
10: find w not in N such that Dist(w) is a minimum
11: addwto N
12: for all v adjacent to w and not in No
13: Dist(v) < min(Dist(v), Dist(w) + cost(w,v))
14: end for
15: until all nodes are in N

16: end loop




In our research, Optimized Link State Routing (OLSR) waglwesethe routing pro-
tocol. OLSR is a proactive, table-driven and Dijkstra bagestocol. It is particularly
suitable for large and dense networks. That is, the numbaodés within such net-
works can be increased and OLSR would still perform effid¢yerithe protocol will be
discussed in detail later on. The following chapter diseassir wireless mesh network

testbed.



Chapter 3 — Al EXPERIMENTAL NETWORK: THE TESTBED

We designed and built a wireless mesh network on the third dbihve EECS building at
OSU. Each node (i.e., wireless router) consists of an Al Board [3] with a 500MHz
AMD Geode processor and 256MB DDR RAM. The board uses a 512dMpact flash
card for internal storage, and has two mini-PCI slots, twdUisrts, and an Ethernet
jack. Each board is also equipped with a Wistron NeWeb CM#®reard for wireless
connectivity. It is based on the Atheros AR5004 chipset 38 @ompatible with the
driver software used, and easy to setup. A large number ale@gs modes are also
supported, allowing a wide variety of test scenarios andheotivity options. It supports
IEEE 802.11a/b/g, IEEE 802.11g Super Mode, and IEEE 80ZIiflao Mode. It is also
highly configurable with WPA and WEP security options, trarssion power control,
and dynamic frequency selection support. This card preve®ugh features for the
current implementation as well as for future improvemegxpansions, or tests.

Voyage Linux, a distribution based off of Debian Linux, ietbperating system
(OS) of choice. Because of its Debian heritage, softwarklliasion and configuration
is easy to handle. It requires 128MB of hard drive space abéss suited for network
appliances such as firewalls, wireless access points rsoane network storage devices.
This Linux distribution is also designed specifically to amthe Alix boards and similar
hardware.

MadWifi [1] wireless drivers provided with the Voyage Linussttibution were used



for communication between the wireless card and the OS. @lnegdy support Atheros
based wireless cards so there were no implementation dsnflic

In addition, installed on each wireless device is a softviased implementation of
the Optimized Link State Routing (OLSR) protocol (OLSRd,0/5.5) [2]. OLSRd’s
sole responsibility is to detect neighbors, determine thaity of a link and populate
the routing tables of the wireless devices. The network ah8R are configured on
the nodes to run using a startup script. Depending on theechoanfiguration, OLSRd
can be set to run in one of two modes: standard OLSR (i.e.ulldfap-count metric)
(OLSR-HOPS) or OLSR with ETX (OLSR-ETX). In our experimesaisd evaluations
presented in Chapters 6 and 7 we focus mainly on OLSR-ETXh Bade is configured
with aweb servel, i ght t pd for analyzing the values associated with route calculation
and node detectior.i ght t pd is chosen as the host web service because of its basic
functionality and light system requirements. The follog/section briefly covers node
detection and route calculation performed by OLSRd as wsellha metrics used to

determine the quality of a link.



Chapter 4 — ®TIMIZED LINK STATE ROUTING

OLSR (Optimized Link State Routing) protocol is a proactiigikstra’s algorithm-
based routing protocol for mobile, ad-hoc mesh networks @IISR also provides an
optional extension to include and account for link qualitformation in determining
shortest paths. It uses ETX (Expected Transmission Coarapsess a link’s quality,
where ETX is the average number of transmissions/retrassoms required to success-
fully send a packet from a source to a destination.

In this section we cover OLSR’s node detection and routeutaion mechanisms

as well as why the ETX metric may not be enough to assess liaktgu

4.1 Node Detection

Each node detects its direct and two-hop neighbors by bestidg hello messages.
Once a list of neighbors is obtained a subset of nodes fromlidti are selected as
multi-point relays or MPRs. MPRs are solely responsibleféowarding information
regarding their MPR selectors throughout the network. T$ghat is called selective
flooding since only a subset of nodes is forwarding messages, greatly reducing the
amount of messages in the network. The nodes which are sglastan MPR by some
neighbor nodes announce this information in their contrebsages. Thereby, a node

announces to the network that it has reachability to the siadhéch have selected it as an
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MPR. Topology control (TC) messages are used to share floisniation with all other

nodes in the network. TC messages are sent periodicallythey might not be sent if
there are no updates and sent earlier if there are updatels. nBde maintains topology
information about the network acquired from TC messagessansied for routing table
calculations. In essence, these messages contain nodeghix neighbors, and link

qualities.

4.2 Route Calculation

OLSR-HOPS calculates routes purely based on least numbepsf;, i.e., it does not
account for link reliability, nor link throughput. Thus,dlassumption made by OLSR-
HOPS is that all link throughputs are identical across thireemetwork. Consider
applying OLSR-HOPS for determining the routes from node Adde E in the network
example given in Fig. 4.1. Since OLSR-HOPS selects the sowith the least hop

count, Route 2 (A~ C — E) is always selected in lieu of Route 1 (AB — D — E).

Figure 4.1: Shortest path routing metric: OLSR-HOPS
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The problem with OLSR-HOPS's least hop count metric is thpatln may still be
chosen even when it has higher packet loss and/or lesseioesrti throughput than
other paths. In fact, this metric assumes that there is nkepdass, and that through-
puts are identical across each link. However, in wirelese/omks, packet losses are
inevitable, and hence, not accounting for these lossesezahtb poor routing perfor-
mance. To overcome this, OLSRd has been extended to use peeteés Transmission
Count (ETX) quality metric as a means for accounting for gaébss.

The method used by OLSRd to obtain the ETX value is throughueof hello
messages, link qualities (LQ) and neighbor link qualits@). As each node sends out
hello messages to find and detect their direct neighborsanQ&NLQs can be calculated
based on the fraction of packet loss (while hello messagthgy the probabilities of a
successful transmission. So, LQ assesses how good a gikas In the direction from
a node’s neighbor to the node itself, and NLQ assesses howagoven link is in the
direction from the node to the node’s neighbor. These valaade communicated back
and forth between the node and its neighbor through hellsages. Once these direct
neighbors are found, the ETX value for a node and its neightbcalculated using the
link’s quality (LQ) and the neighbor’s version of the linkaity (NLQ); by accounting
for LQ and NLQ, the ETX value is the same for both directioms] &

1

ETX = 10+ NIO (4.1)

TC messages are then used to share this information amamapis in the network.

The cost of a certain path/route is then simply the summatighe ETX values along
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the path/route. Thus, the route with the smallest ETX sunh@sen, representing the
least number of transmissions it takes to get a packet frensahrce to the destination.
Let’s consider the same network example as shown in Fig. Assumep; and
po are the probabilities that a packet is successfully trattsthobver a link belonging
to Route 1 and Route 2, respectively. The corresponding EAleg are then simply
1/p1 and1/p,. OLSR-ETX finds the paths with the shortest paths but whitoant-
ing for packet retransmission, or alternatively, finds taéhp with the least end-to-end
delay*. A packet of sizel bits experiences a delay % andpi—ﬁ2 when respectively
traveling Route 1 and Route 2, whefebits/sec is the data rate supported on each
link. Thus, OLSR-ETX chooses Route 2 over Route 1 if and ohpy i> % * p1. By
ignoring throughput, OLSR-ETX assumes all links have idmhtthroughputs across

the network. Thus, thé and R variables are negated in the resulting route condition

previously mentioned.

Figure 4.2: ETX routing metric: OLSR-ETX

'Hereafter, we consider transmission delays only; we igabmther types of delays.
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We can see that the path chosen by OLSR-ETX now depends noborthe hop

count, but also on ETX, and hence, the least number of hopaisaiways be better.

4.3 Why is ETX not Enough?

Recall that ETX represents the average number of trangnssetransmissions needed
to successfully deliver a packet over a link. Hence, by ipooating ETX as its link-
quality metric, OLSRd takes into account the links’ rellapiwhen deciding which
paths to choose. By accounting for the links’ reliability; Etends then to find robust
routes. ETX, however, does not take into account links’ datas. When links’ data
rates are not accounted for, a short path with lower ETX maghmesen over another
longer path with higher ETX albeit the latter may be able tppsart a higher overall
throughput and less end-to-end delay. We, therefore,dotre a new link-quality met-
ric, called the Expected Transmission Time (ETT), caladats the ratio of ETX to the
link’s data rate; this new metric represents the inverséefexpected data rate of the
link giving us the expected time a packet takes to succdgdialsent. With this new
metric, a less reliable link can then be part of the shortat b it supports high enough
data rates. ETT is then more suitable for, and effective étyvorks with heterogenous
transmission data rates, such as cognitive radio netw8rkg [13].

By ignoring throughput, the ETX metric assumes that thedialong a path have
identical throughputs. However, different paths and linkay support different data
rates. Consider the same example as before only this timéatbeghput across links

on each route is different, and represented®pyand R, as illustrated in Figure 4.3. The
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end-to-end delay on Route 1 and Route 2 is f}%"g‘ and%, respectively, and OLSR-
ETT chooses Route 2 over Route 1 if and onlydfz, > § x p1R1. We can see that
the path chosen now depends on, and accounts for, threesfatbability, throughput,

and hop count.

Figure 4.3: ETT routing metric: OLSR-ETT

The following section defines the ETT metric, and covers thplémentation pro-

cess of incorporating it with the OLSR routing protocol alktd on the wireless nodes.
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Chapter 5— ETT @LCULATION AND IMPLEMENTATION

As stated previously, currently OLSRd uses the ETX metricaimpute and determine
the quality of a link by monitoring the expected number ohsaissions it takes to
successfully send a packet. However, we want to improvebthsalculating the band-
width of a link and implementing it with ETX giving us the Exged Transmission

Time (ETT) routing metric:

L
ETT = ETX * & (5.1)

We can see from the equation above that ETT considers theesrgan its calcula-
tion; ETX, throughput and, since the weight of a path is eggidb the summation of
the ETT values across the path, the hops are also considerstiort, the ETT value
represents the expected time it takes to successfullynramaspacket from the source
to a destination. By implementing ETT within the OLSR daemeiteless mesh net-
works will improve in reliability, stability and efficiencyTo tackle this task OLSRd'’s
plug-in feature was used to create a plug-in responsibledarputing a link’s band-
width and merging it with OLSRd’s ETX. The process of compgtthe bandwidth of

a link involves a technique known as the packet-pair teaniq
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5.1 Packet-Pair Technique

The packet-pair technique uses two packets of the same eméeack to back from
the source to a destination. Both packets are traveling fr@same sending node to
the same receiving node. Synchronization problems arigmie system times on the
wireless devices, required to compute the bandwidth, arthesame. The inter-arrival
time of the two packets on the receiving node can be used wwratety compute the
bandwidth of the link even when the sending and receivingee@dte not synchronized,
thus masking the synchronization effect.
Let ¢, andt; be the arrival times of the first and second packets resgdgiat the

destination and be the size of the second packet. The link bandwidtlan then be

calculated using the following equation [10]:

S

h—
t — to

(5.2)

In this work, we implemented the packet-pair technique aboto the default rout-
ing mechanism of OLSRd. This technique is incorporated @it&Rd to calculate the
throughput supported by each link, which is then used to caenfhe ETT metric as

given in Equation (5.1).

5.2 Implementation

One of the advantages of OLSRd is that it provides a convepieg-in interface for

users. A plugin can be created to access OLSRd data streettteut modifying OL-
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SRd’s main code. So the first design choice was to implemannetric modifications
using an ETT plug-in. The sole responsibility of the plugaiould then be to compute
the bandwidth using the packet-pair technique and to conoatenthe results back to
the source so that an average bandwidth could be calculatedxponential weighted
moving average is then maintained for each neighbor nodesd kalues are shared
amongst neighbors as well as other nodes within the network.

The default forwarding or broadcasting mechanism used b$RImay not be
sufficient enough for calculating a link’s throughput. Caripg the bandwidth with
simply broadcasting the packet-pair probes and forwargiagsages is inaccurate since
the broadcast uses the IEEE 802.11 basic physical rates [I2fesolve this issue,
the use of inter-process communications (IPC) is requiiidxht is, creating a separate
socket, aside from the main socket used by OLSRd, for theiplt@gcommunicate with
the other nodes. This required the creation of a new thread &pm the main OLSR
thread where the plug-in will have a life of its own. By usirRd we bypass OLSRd’s
forwarding/ broadcasting mechanism and focus only on nodetle communication
for a more accurate bandwidth calculation.

To reduce the complexity we focused on the immediate oné-$ypmetric neigh-
bors of a node. Each node would then need to conduct the ppakeatechnique only
with each of its direct neighbors to obtain the bandwidthtif@ir links. The bandwidth
can then be easily incorporated with the ETX metric and shangh other nodes in
the network using OLSR’s current implemented mechanisne. fdllowing section ex-
plains the testbed configuration and experiments used foaeathe performance of

our ETT OLSRd modifications (i.e, OLSR-ETT) as well as OLSRe, OLSR-ETX).
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Chapter 6 — ©POLOGY CONFIGURATION AND TESTING

In order to evaluate OLSR-ETX and OLSR-ETT, a number of tastsperformed to
characterize the network performance. The 802.11g netigofikst tested for func-
tionality. All the routing tables of the nodes are observed shown to be populating,
proving that the wireless network and OLSRd are properlgtioning, and all the nodes
are communicating with each other.

Tests were conducted over a two week span. Each test on av@alganywhere
between 10 minutes to 8 hours to complete, depending on sheddables. Wireless
interferences in the EECS building are naturally fluctugitsome days we would see
little interference, and on busy work days we would expa@emuch more interfer-
ence. A 54 Mbps theoretical link would often only achieve®Mbps in practice due
to the interference and multiple networks present in thédmg. Network channels
are auto-set, switching from channel to channel, meaniagetivas no way to set the
testbed on an un-interfered channel. Due to the amount effearence present in the
building, the number of nodes was reduced to seven and brolager together to avoid
and minimize inaccurate calculations and interferencedlissues. The topology was
configured in a way such that there were only two paths avaifabm node A (source)
to node G (destination). The data rates for the shorter patle wompromised and set
to 1 Mbps while data rates for the longer path were set to 54 dvidspillustrated in

Figure 6.1. All of the tests were performed from node A thiotige terminal interface
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Figure 6.1: Test Topology Configuration

to node G. Laptops were used for both nodes A and G for angjyairdata regarding
our testbed such as routes selected, packet loss, royntiirtes and briefly streaming
video. Both laptops have OLSRd running and are part of theameswvork.

Upon the completetion of the OLSR-ETT plugin a preliminasttwas conducted to
quickly visualize the benefits of OLSR-ETT over OLSR-ETX. illeo file was streamed
from node A to node G. This was done once while using the OSTR-grotocol and
once with the OLSR-ETX protocol. With OLSR-ETT the video waseived at the
destination as a smooth watchable stream. On the other bamdy the OLSR-ETX
rendered the stream unwatchable. This was encouraging siaégmplemented OLSR-
ETT was correctly detecting faster links as opposed to O&IR-and thus providing

a higher quality stream.
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In addition, a series of ping tests were conducted as a maoreret® method to
measure network performance. Ping is a widely availabordtadministration utility
used to detect if a host is reachable on a network. Resultsegbing are summarized
and displayed once complete such as packet loss and raprid¥tes. Not only can
Ping be used for testing host reachability it can also be @@edecording the route
taken by a ping and flooding the network with requests andegpPing operates by
sending an ECHO-REQUEST packet, a ping, to the destinatishdnd waiting for an
ECHO-REPLY, known as a pong. If a response is not received®timed-out the ping
packet is considered as lost. The round-trip time of a pirtgried and recorded when
an ECHO-REPLY is received otherwise a lost ping is not cal|d into the average
round-trip time. When flooding the network, ping packets @ungut as fast as they
return or 100 times per second, whichever is more.

Our first performance test involvegrying the number of pings flooded/ injected
into the network and measuring the percentage of packeakgsll as average round-
trip time while fixing the size of the pings to 300 bytes. Themd test involved fixing
the number of pings flooded into the network to 100,000 eerging the size of the
pings from 100 to 1000 bytes. The following section illugtsathe results measured by

our tests on the network in Figure 6.1.
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Chapter 7 — BRFORMANCEMEASUREMENT AND ANALYSIS

Prior to performing the tests our assumptions were that GE$R would provide much
shorter round-trip times and less packet loss compared 8ROETX due to its ability to
find faster paths and handle larger amounts of data. With GETR we experienced
instability in our network in the form of frequently changimoutes and high packet
loss rates. In our configuration, OLSR-ETX would considtechoose the shorter path
regardless of the poor link speed. Due to the rate of floodagsing large amounts
of network congestion on the poor links the shorter routeslvoccasionally be lost
and the alternate, faster route would be chosen. But as sotmeashorter path re-
turned, OLSR-ETX would revert back to it as its route of cleoidhe frequent route
changes and drops influenced network instability causimfppeance to fluctuate and
hence degrade. With OLSR-ETT routes were much more statlleandly ever changed
resulting in less packet loss and shorter round-trip tinfd®ese tests measure the per-
formance of the network, as a result of the metrics used (M-ERX or OLSR-ETT),
when under a lot of stress.

Our first set of tests yielded impressive results. Figureillugtrates that as the
number of pings flooded into the network increases the percentagacket loss with
OLSR-ETX increases at a faster rate than OLSR-ETT with ezzlemental test. OLSR-
ETX packet loss ranged from 2 to 51 percent. However OLSR-gddket loss only

ranged from O to 2 percent. Similarly we can see from Figu2dfrat as the number of
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pings flooded into the network increases the average raymtrhe of successful pings
increases rapidly with OLSR-ETX whereas OLSR-ETT increaasea much slower
rate. OLSR-ETX round-trip times varied from 78.1 to 7300iliseconds. OLSR-ETT
round-trip times only ranged from 3.67 to 18.76 millisecend

Our second set of tests yielded the following results. Vagythesize of the pings
flooded using OLSR-ETT we observed a much more stable anceeffitetwork. Packet
loss rarely exceeded 1 percent as shown in Figure 7.3. OLBRviould experience
high packet loss while varying the size of the pings. Howeaside from the 100 byte
test, packet-loss remained consistent compared to thepsestests ranging from 23 to
43 percent. As aresult of OLSR-ETT we were left with a netwibikt saw little to no
route changes and much less round-trip times. Round-trnpgiremained somewhat
consistent throughout the testing process, ranging fromXltmilliseconds, as shown
in Fig. 7.4. This was not the case with OSLR-ETX where rounaltimes ranged from
132.08 to 2785.3 milliseconds.

As we can see from our tests OSLR-ETX'’s performance with esibed resulted in
very erratic behavior. Both scenarios can be explained &SROETX’s lack of ability
to detect faster routes. With a much slower path chosen tloanof pings flooding
that specific route will overwhelm the devices as they tryaegkup with the demand.
Packets fill up the queues at a faster rate causing the dewvidesp packets and increase
delays. Essentially, regarding the slower path, packetgatering faster than they are
leaving. OLSR-ETX’s inability to detect and avoid bottlekRgoutes greatly affects the
performance of the network. The degradation in performavaseat its peak when using

OLSR-ETX where tests took anywhere from minutes to hourotopiete. This delay
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was present in OSLR-ETT however not nearly as much. Althdhghis a drastic test
configuration, our results show the importance of, in addito accounting for packet
loss and shortest paths, the ability to detect faster limkproving the performance of
a network. With the amount of data being transmitted wigigedinks may fluctuate in

speed, thus it is a must to account for these changes.
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Chapter 8 — ©ONCLUSION AND FUTURE EXTENSION

This work implements the Optimized Link State Routing (O)$Fotocol on a wireless
mesh network, recently built from off-the-shelf commeflc@amponents at Oregon State
University, and evaluates its performance. Two version®IoER were implemented,
tested, and evaluated: OLSR with ETX (OLSR-ETX) and OLSRhW&TT (OLSR-
ETT). In theory, the inclusion of bandwidth detection slibrdsult in a routing metric
much more in tune with the natural behavior of wireless neteoOur measurements
show that OLSR-ETT outperforms OLSR-ETX significantly imnis of packet loss,
end-to-end delay, and stability.

As a future work, we intend to extend OLSR-ETT implementatmsupport multi-
channel-capable networks. Since different channels kedylto support different data
rates, OLSR-ETT may be well suited for wireless mesh netwtinlat are capable of

multiple channel access, enabling then more robust andesificuting.
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