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A BLOCK METHOD APPROACH TO SOLVING
THE LAPLACE EQUATION ON A PARALLEL COMPUTER

## I. INTRODUCTION

The desire to use computers in the solution of increasingly complex problems has continually motivated the creation of machines with greater computing capabilities. The emphasis of computer technology, until approximately the last ten years, has been on shortening switching times of circuit components, increasing the speed of memory units, and minimizing component size. The achievements in these areas have been impressive - so impressive that computing systems have advanced to "... the point where efforts to increase performance [have encountered] basic physical laws as limiting influences."l One attempt to circumvent this apparent dead-end in computer growth has been the exploration of hardware redundancy. In particular, much attention has recently been focused on the "parallel" computer.

The defining feature of the parallel machine is, simply enough, that it can perform more than one com-
W.L. Miranker, "A Survey of Parallelism in Numerical Analysis," Society for Industrial and Applied Mathematics Review, 13 (October, 1971), P. 524 .
putation at a time. That is, it is capable of performing operations "in parallel." Experiments in parallel computing have been highly varied. In the literature, however, we find three common types of parallel computers. ${ }^{2}$ The first, and simplest, involves parallelism at the machine instruction level. Several higher level instructions appear to be processed simultaneously, but actually different phases of the instructions are done at the same time. That is, while a "fetch" for one instruction is being done, an "execute" for a second instruction is underway, a "store" for a third instruction is being done, etc. This type of parallelism is referred to as a "look ahead" capability. The second type of parallel computer contains a single control unit which issues identical instructions to several arithmetic units. Each arithmetic unit has its own data memory. This "array processing" computer is highly suited for working with vectors and matrices. The most complex parallel computer has a control unit which can divide the instruction stream into several substreams to be executed simultaneously. Each substream of instructions is then executed by a separate processor, concurrently with all other substreams.

[^0]Several parallel computers have already been constructed. We find among these the CDC 6600, ILLIAC IV, GAMMA 60, SOLOMON, and IBM SYSTEM/360 MODEL 91. With these parallel machines ready for use, or soon to be available, attention is now turning to finding ways of using them efficiently. In the area of numerical analysis, for example, some techniques are "naturally" parallel. Linear algebra provides many such examples. However, most algorithms have been developed in the traditional sequential manner. Some of these have recently been reconstructed to take advantage of the new parallel processing capabilities. Problems which have been re-examined include matrix inversion, root finding, integration of ordinary differential equations, and polynomial evaluation. (A list of the related literature is given in the appendix to this paper.)

Very little has been published in the area of parallel-computer-oriented methods for solving partial differential equations. An article by Rosenfeld and Driscoll discusses the solution of the Dirichlet problem on the third type of parallel computer described above. Two other relevant articles concerned with solving certain partial differential
equations involved in weather prediction. One of these, the paper by Carroll and Wetherald, investigates the solution of the Laplace equation on the SOLOMON computer.

In this paper, two new "parallel" methods for solving the Laplace equation are presented. The methods are designed to be used on an array-processing computer, although they could be efficiently used on more sophisticated machines. The methods are not limited by being defined about a specific problem, since it seems likely they could be adapted for the solution of other similar problems.
II. COMMON NUMERICAL TECHNIQUES

FOR SOLVING THE LAPLACE PROBLEM

### 2.1. Problem Definition

As stated in the Introduction, this paper examines the effect of parallel computations on the solution of a partial differential equation. The particular problem considered is the solution of the Laplace equation,
(2.1.1) $\quad \frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} u}{\partial y^{2}}=0$,
on the rectangle $D=\{(x, y) \mid 0<x<a, 0<y<b\}$. It is assumed that the function $u$ is continuous and that its value is known on $C$, the boundary of $D$. That is, $u=f(x, y)$ for $(x, y) \varepsilon C$, where $f(x, y)$ is known.

The usual approach to finding a numerical approximation to $u$ begins by approximating the domain $D$ by a finite set of points. ${ }^{3}$ Approximations to $u(x, y)$ are obtained for only those points ( $x, y$ ) in this finite set. The domain actually considered, then, is defined as

[^1]\[

$$
\begin{aligned}
D_{I J}=\left\{\left(x_{i}, y_{j}\right) \mid x_{i}\right. & =i h, i=1, \ldots I-l \\
y_{j} & =j k, j=1, \ldots J-l\}
\end{aligned}
$$
\]

Here it is assumed that $h=a / I, k=b / J$, where $I$ and $J$ are any positive integers. The boundary of the domain $D_{I J}$ is defined to be

$$
\begin{aligned}
C_{I J}= & \left\{\left(x_{i}, y_{j}\right) \mid i \varepsilon\{0, I\}, I \leq j \leq J-I\right\} U \\
& \left\{\left(x_{i}, y_{j}\right) \mid j \varepsilon\{0, J\}, I \leq i \leq I-I\right\}
\end{aligned}
$$

We denote the restrictions of $f$ and $u$ to $D_{I J} U C_{I J}$ by $F^{*}$ and $U$, respectively. Finally, second diffference quotients are used to approximate the second derivatives of the Laplace equation. The numerical problem thus becomes the following:
(2.1.2) $\frac{U\left(x_{i}, y_{j+1}\right)+U\left(x_{i}, y_{j-1}\right)-2 U\left(x_{i}, y_{j}\right)}{k^{2}}=0$

$$
\begin{aligned}
& \text { for }\left(x_{i}, y_{j}\right) \varepsilon D_{I J} \\
& U\left(x_{i}, y_{j}\right)=F^{*}\left(x_{i}, y_{j}\right) \text { for }\left(x_{i}, y_{j}\right) \varepsilon C_{I J}
\end{aligned}
$$

By letting $\theta=2 / h^{2}+2 / k^{2}, \theta_{x}=\frac{1}{h^{2} \theta}$, and $\theta_{y}=\frac{1}{k^{2} \theta}$, the problem can be rewritten as
(2.1.3)

$$
\begin{aligned}
& \theta_{x}\left(U\left(x_{i+1}, y_{j}\right)+U\left(x_{i-1}, y_{j}\right)\right)+ \\
& \theta_{y}\left(U\left(x_{i}, y_{j+1}\right)+U\left(x_{i}, y_{j-1}\right)\right)- \\
& U\left(x_{i}, y_{j}\right)=0 \text { for }\left(x_{i}, y_{j}\right) \varepsilon D_{I J} \\
& U\left(x_{i}, y_{j}\right)=F^{*}\left(x_{i}, y_{j}\right) \text { for }\left(x_{i}, y_{j}\right) \varepsilon C_{I J} .
\end{aligned}
$$

$$
\text { By viewing each value } U\left(x_{i}, y_{j}\right) \text {, for }\left(x_{i}, y_{j}\right)
$$

$\varepsilon D_{\text {JJ }}$, as an unknown, 2.1.3 can be seen to be as system of $(I-1)(J-1)$ linear equations in $(I-I)(J-I)$ unknown. The problem given in 2.1.3 thus can be transformed into a matrix problem of the form $A U=G$. Here $U$ is defined to be the vector
$U=\left[\begin{array}{c}U_{1} \\ U_{2} \\ \cdot \\ \cdot \\ \cdot \\ \cdot \\ \cdot \\ \cdot \\ U(I-I)(J-I)\end{array}\right]=\left[\begin{array}{c}U\left(x_{1}, y_{1}\right) \\ U\left(x_{2}, y_{1}\right) \\ \cdot \\ \cdot \\ \cdot \\ U\left(x_{I-1}, y_{1}\right) \\ U\left(x_{1}, y_{2}\right) \\ \cdot \\ u\left(x_{I-I}, y_{J-1}\right)\end{array}\right]$

The definitions of $A$ and $G$ are somewhat more
complicated. First we let

be an $(I-1) \times(I-1)$ matrix, and $\operatorname{let} S_{I}$ be an (III) $\times(I-1)$ identity matrix. The matrices $S$ and T are each composed of $(J-1) \times(J-1)$ submatrices, with each submatrix being of dimension (I-I) $\times(I-I)$. The arrangement of the submatrices composing $S$ and $T$ are the following:

$$
S=\left[\begin{array}{llllllll}
0 & & & & & & \\
S_{I} & 0 & & & & & \\
& S_{I} & 0 & & & 0 & \\
& & S_{I} & 0 & & & \\
& & & \cdot & \cdot & & \\
& & & & \cdot & \cdot & \\
& & & & & \cdot & \cdot & \\
& & & & & & S_{I} & 0
\end{array}\right]
$$

and


We can now define the matrix $A$ by

$$
A=\theta_{x}\left(T+T^{T}\right)+\theta_{y}\left(S+S^{T}\right)-I_{N}
$$

Here, and in the rest of the paper, $I_{N}$ is an $(I-I)(J-I) \times(I-I)(J-I)$ identity matrix, and the superscript "T" denotes the transpose of the given matrix. We use the conventional notation of representing the element in the $i^{\text {th }}$ row and $j^{\text {th }}$ column of $A$ by $a_{i j}$. The matrix $A$, when $I=J=5$, is shown in figure 1.

In defining the vector $G$, we first note that on the boundary $C_{I J}$ the values of $U$ are known. This means that some of the equations in the system $A U=G$ contain only three or four unknowns. All known values in these equations are included in the vector $G$.

More precisely, we define

$$
\begin{aligned}
& \overline{\bar{G}}_{i, j}=0 \text { if } I<i<I-I, \\
& \overline{\bar{G}}_{I, j}=-\theta_{x} U\left(x_{0}, y_{j}\right), \\
& \overline{\bar{G}}_{I-I, j}=-\theta_{x} U\left(x_{I}, y_{j}\right) \\
& \bar{G}_{i, j}=\overline{\bar{G}}_{i, j} \text { if } 1<j<J-1, \\
& \bar{G}_{i, I}=\overline{\bar{G}}_{i, I}-\theta_{y} U\left(x_{i}, y_{0}\right) \\
& \bar{G}_{i, J-I}=\overline{\bar{G}}_{i, J-I}-\theta_{y} U\left(x_{i}, y_{J}\right),
\end{aligned}
$$

and finally,


Figure 1. The Matrix A
When $I=J=5$.

Before looking at specific ways of solving $A U=G$, it should be determined that this system does, in fact, have a unique solution. A proof can be found in Isaacson and Keller's Analysis of Numerical Methods (pp. 447-448).

### 2.2. Common Methods for Solving the Matrix Problem

A variety of methods are available for solving the matrix problem, $A U=G$, defined in section 2.l. In the following paragraphs, some commonly-used methods are briefly reviewed. New methods which seem particularly suitable for solving partial differential equations on a parallel computer are discussed in Chapter III.

The direct approaches to solving systems of linear equations often are not used to solve the difference schemes which evolve from partial differential equations such as the Laplace equation. ${ }^{4}$ These systems tend to become very large - of the order of 2500 or more unknowns. Because of this size problem and because of the very sparse nature of these matrices, iterative methods are often used. In the following discussion, two general types of iterative methods, the point and

[^2]the block, are considered. The two types are distinguished by the composition of a single iterative step. Each iterative step of a point method determines an estimate for one component of the vector $U$. In contrast, a group or "block" of estimates is obtained in a single iterative step of a block method.

The first step in each of the point methods for solving $A U=G$ is to write $A$ as $A=D-E-F$ where $E$ is strictly lower triangular, $F$ is strictly upper triangular, and $D$ is a diagonal matrix. In the particular problem defined in section 2.1 , for example, we let
$D=-I_{N}, E=-\theta_{x} S-\theta_{y} T$, and $F=-\theta_{x} S^{T}-\theta_{y} T^{T}$.
The most straightforward iterative method is the Point Jacobi Iterative method. Here, $A U=G$ is simply rewritten as $D U=(E+F) U+G$ : Letting $U^{(0)}$ be the initial estimate of the solution vector, we can write this method as

$$
D U^{(m+l)}=(E+F) U^{(m)}+G, \text { or }
$$

$$
\begin{equation*}
U^{(m+1)}=D^{-1}(E+F) U^{(m)}+D^{-1} G . \tag{2.2.1}
\end{equation*}
$$

The component equations have the form

$$
U_{i}^{(m+l)}=\frac{1}{a_{i i}}\left(-\sum_{\substack{j=1 \\ j \neq i}}^{(I-l)(J-l)} a_{i j} U_{j}^{(m)}\right)+\frac{G_{i}}{a_{i i}}
$$

The Point Gauss-Seidel method is closely related to the Point Jacobi, but it uses estimates of the values $U_{i}, l \leq i \leq(I-l)(J-l)$, as soon as they are calculated. In calculating $U_{i}^{(m+l)}$, for example, the values of $U_{1}^{(m+1)}, U_{2}^{(m+1)}, \ldots U_{i-1}^{(m+1)}$ are used instead of $U_{1}^{(m)}, U_{2}^{(m)}, \ldots U_{i-1}^{(m)}$. This iterative method is given by the following: (2.2.2)

$$
(D-E) U^{(m+l)}=F U^{(m)}+G, \text { or }
$$

$$
U^{(m+l)}=(D-E)^{-1} F U(m)+(D-E)^{-1} G
$$

The individual equations in this system have the form

$$
\begin{aligned}
U_{i}^{(m+l)}= & -\sum_{j=1}^{i-1} \frac{a_{i j}}{a_{i i}} U_{j}^{(m+l)} \\
& -\sum_{j=i+l}^{(I-l)(J-l)} \frac{a_{i j}}{a_{i i}} U_{j}^{(m)}+\frac{G_{i}}{a_{i i}} .
\end{aligned}
$$

To obtain the third point method, the Accelerated Point Gauss-Seidel method, we define an intermediate vector $U\left(m+\frac{1}{2}\right)$ to be the following:

$$
\begin{aligned}
U_{i}^{\left(m+\frac{1}{2}\right)}= & -\sum_{j=1}^{i-1} \frac{a_{i j}}{a_{i i}} U_{j}(m+1) \\
& -\sum_{j=i+l}^{(I-1)(J-l)} \frac{a_{i j}}{a_{i i}} U_{j}(m)+\frac{G_{i}}{a_{i i}}
\end{aligned}
$$

for $I \leq i \leq(I-I)(J-I)$. The $(m+I)$ st estimate of $U_{i}$ is then obtained from

$$
U_{i}^{(m+l)}=U_{i}^{(m)}+w\left\{U_{i}^{\left(m+\frac{1}{2}\right)}-U_{i}^{(m)}\right\}
$$

where we have introduced the real acceleration factor $\omega$. The matrix form of this method is
(2.2.3) $(D-\omega E) U^{(m+1)}=\{(1-\omega) D+\omega E\} U^{(m)}+\omega G$.

For the block methods, the matrix $A$ is arranged as a system of submatrices, ${ }^{5}$ as is shown in the following:
$(2.2 .4) \quad A=\left[\begin{array}{cccc}A_{1,1} & A_{1,2} & \cdots & A_{1, M} \\ A_{2,1} & & & \\ \cdot & & & \\ \cdot & & & \\ \cdot & & & \\ A_{M, 1} & & \cdot & A_{M, M}\end{array}\right]$

[^3]with $l \leq M \leq(I-l)(J-l)$, and with square diagonal submatrices $A_{i i}, l \leq i \leq M$. Further specification of $M$ or of the dimensions of the diagonal submatrices depends on the particular problem. In solving the Laplace equation, the dimension of $A_{i i}, l \leq i \leq M$, is often chosen to be the number of unknowns in a row of the rectangular grid, $D_{I J}$. When this is the case, we shall refer to the method as a "line" method rather than as a "block" method. We further define
\[

$$
\begin{aligned}
& \overline{\mathrm{D}}=\left[\begin{array}{lllll}
\mathrm{A}_{1,1} & & & & \\
& A_{2,2} & & & \\
& & & & \\
& & & & \\
& & & & \\
& & & & \\
& & & & \\
& & & & \\
& & & & \\
& & & & \\
& & & & \\
& & &
\end{array}\right] \text {, } \\
& \bar{E}=-\left[\begin{array}{lllll}
0 & & & & \\
A_{2,1} & 0 & & & 0 \\
A_{3,1} & A_{3,2} & 0 & & \\
& & & . & \\
& & & & \\
A_{M, 1} & & . & . & A_{M, M-1}
\end{array}\right] \text {, }
\end{aligned}
$$
\]

and


Using these definitions, the Block Jacobi Iterative method is written as

$$
\bar{D} U(m+I)=(\bar{E}+\bar{E}) U^{(m)}+G, \text { or }
$$

(2.2.5)

$$
U^{(m+1)}=\bar{D}^{-1}(\bar{E}+\bar{E}) U^{(m)}+\bar{D}^{-1} G .
$$

The Accelerated Block Gauss-Seidel method is given by
(2.2.6) $(\bar{D}-\omega \bar{E}) U^{(m+1)}=(\omega \bar{F}+(1-\omega) \bar{D}) U^{(m)}=\omega G$.

As the formulas 2.2 .5 and 2.2 .6 suggest, these block methods determine a group of the components of $U^{(m+1)}$ simultaneously. More exactly, a single iterative step produces estimates for more than one component of $U$. Each such group of estimates corresponds to a submatrix $A_{i i}, l \leq i \leq M$, and the size of
the group is the dimension of the corresponding submatrix. Determination of a group of estimates is actually the solution of a linear system with coefficient matrix closely related to the corresponding submatrix. For example, if we let $U_{\text {[i] }}$ represent the $i^{\text {th }}$ group of components of the vector $U$ and apply formula 2.2.5, then the $i^{t h}$ group of estimates are obtained by solving the following system:

$$
A_{i, i} U_{[i]}(m+1)=-\sum_{\substack{j=1 \\ j \neq i}}^{M} A_{i, j} U_{[j]}(m)+G_{[i]}
$$

Thus, in calculating $U^{(m+1)}$ from $U^{(m)}$, M matrix problems must be solved. Since the dimensions of these linear systems are relatively small, the systems often are solved explicitly using a factoring technique ${ }^{6}$ on some other computation-saving method. 7

### 2.3 Evaluation of Convergence of Metrods

for Solving the Matrix Problem

One numerical method is considered to be better, or more efficient, than another numerical method if it requires fewer operation times and yields at least the

[^4]same degree of accuracy as the second method. In order to compare any two methods described in the previous section, then, we must determine the number of multiplications and additions required to calculate $U^{(m+1)}$ from $U^{(m)}$. We also need to know the rate of convergence for each method - approximately how many iterations are required to achieve a desired accuracy. A technique ${ }^{8}$ commonly used for comparing convergence properties of methods is outlined in the following paragraphs.

All of the methods described in section 2.2 are of the general form

$$
\begin{equation*}
U^{(m+I)}=B U^{(m)}+H \tag{2.3.1}
\end{equation*}
$$

We refer to $B$ as the iterative matrix of the method. We define the error vector $e^{(m)}$ by $e^{(m)}=U^{(m)}-U$, where $U$ is the unique solution to $(I-B) U=H$. Then, by subtracting $U=B U+H$ from 2.3.1, we get

$$
e^{(m)}=B e^{(m-I)}=\ldots=B^{m} e^{(0)}
$$

By introducing norms into this string of equalities, we obtain
(2.3.2)

$$
\left\|e^{(m)}\right\| \leq\left\|B^{m}\right\|\left\|e^{(0)}\right\|
$$

$\overline{8^{V} \text { Varga, op. cit. }}$, pp. 61-67.

Here the norms could be any consistent norms, but we choose the vector norm to be the Euclidean norm, defined to be

$$
\|x\|=\left(\sum_{i=1}^{n}\left|x_{i}\right|^{2}\right)^{\frac{1}{2}}
$$

for $x=\left(x_{1}, x_{2}, \ldots x_{n}\right)$. The matrix norm is chosen to be the spectral norm, given by

$$
\|A\|=\sup _{\|x\| \neq 0} \frac{\|A x\|}{\|x\|}
$$

for any matrix $A$.
To determine how many operations are required to reduce the norm of the initial error by a factor of $p$, we must find the smallest $m$ such that

$$
\frac{\left\|e^{(m)}\right\|}{\left\|e^{(0)}\right\|} \leq p
$$

This inequality will hold for a particular value of m if

$$
\left\|B^{m}\right\| \leq p .
$$

If the eigenvalues of the $n \times n$ matrix $B$ are $\lambda_{i}, I \leq i \leq n$, then we define

$$
\rho(B)=\max _{1 \leq i \leq n}\left|\lambda_{i}\right| .
$$

The method having iterative matrix $B$ converges if
and only if $\rho(B)<1$; we assume from now on, then, that $\rho(B)<$ l. From Iaaacson and Keller's discussion of rate of convergence, ${ }^{9}$ we find that

$$
\left\|B^{m}\right\| \approx(\rho(B))^{m}
$$

for large values of $m$. If $B$ is real and symmetric, then

$$
\left\|B^{m}\right\|=(\rho(B))^{m} .
$$

Thus, instead of working with $\left\|B^{m}\right\|$, we look for the smallest $m$ such that
(2.3.3) $m \ell n \rho(B) \leq \ell n p$, and

$$
m \geq \frac{-\ell n p}{|\ell n \rho(B)|}
$$

We define the rate of convergence to be

$$
R_{\infty}(B)=|\ln \rho(B)| .
$$

Since larger rates of convergence allow smaller values of $m$ to satisfy 2.3.3, we consider a method to be superior to a second method if the rate of collvergence of the first is greater than the rate of convergence of the second. We further note from the definition of rate of convergence that the comparison problem actually reduces to the problem of finding the
$\overline{9}$
Isaacson and Keller, op. cit., p. 64.
eigenvalue of maximum modulus of a given iterative matrix.

Before attempting to find the rates of convergence for the methods of the previous section, we establish a relationship between eigenvalues of two types of matrices. This relationship, which is expressed in the following well-known theorem, greatly facilitates comparison of both the block and the point methods among themselves. Before stating the theorem, we give some preliminary definitions. We define the matrix $A$ ' to be given by

$$
A^{-}=\left[\begin{array}{ccccc}
A_{1,1}^{\prime} & A_{1,2}^{\prime} & \cdot & \cdot & \cdot \\
A_{1, r}^{\prime} \\
A_{2, I}^{\prime} & A_{2,2}^{\prime} & \cdot & \cdot & \cdot \\
A_{2, r}^{\prime} \\
\cdot & \cdot & \cdot & \cdot & \cdot \\
\cdot \\
\cdot & \cdot & & \cdot & \\
A_{r}^{\prime}, I & A_{r, 2}^{\prime} & \cdot & \cdot & \cdot \\
A_{r, r}^{\prime}
\end{array}\right]
$$

where the diagonal submatrices ane square and nonsingular. It is also convenient to write $A^{\prime}=D^{\prime}-E^{\prime}-E^{\prime}$, with

and


We assume the problem to be solved is given by $A^{\prime} X=Y$, and define Method I to be given by

$$
X^{(m+l)}=T^{\prime P} X^{(m)}+D^{-l} Y
$$

where $T^{\prime}=D^{\prime-l}\left(E^{\prime}+F^{\prime}\right)$. Method II is

$$
X^{(m+1)}=T^{-1} X^{(m)}+\left(D^{\prime}-\omega E^{\prime}\right)^{-1} \omega Y
$$

with $T^{\prime \prime}=\left(D^{\prime}-\omega E^{\prime}\right)^{-l}\left(\omega F^{\prime}+(I-\omega) D^{\prime}\right)$ and $\omega \neq 0$ the acceleration factor. We can now give the following

Theorem. ${ }^{10}$ Assume $T^{\prime}$ can be partitioned in tridiagonal block form, with blocks on the main diagonal composed only of zeros. Let $\lambda$ be a nonzero eigenvalue of $T^{\mu}$, and let $\mu$ satisfy (2.3.4) $\quad(\lambda+\omega-1)^{2}=\lambda \omega^{2} \mu^{2}$.

Then $\mu$ is an eigenvalue of $T^{\prime}$. Further, if $\mu$ is an eigenvalue of $T^{\prime}$, and $\lambda$ satisfies 2.3.4, then $\lambda$ is an eigenvalue of $T^{\wedge}$.
Proof: First we establish what we call the " $\alpha$ property" of the matrix $T^{\wedge}$. By this, we mean that the eigenvalues of $T$ ' are the same as those of $T_{\alpha}$, where $T_{\alpha}$ is given by
$\overline{l o}_{\text {See }}$ for example, Varga's similar theorem, Ibid., pp. 106-107.

and $\alpha$ is any nonzero number. Let $(\eta, z)$ be an eigenpair for $T^{\prime}$. Then $T^{\prime} z=\eta z$, and

$$
z=\left[\begin{array}{c}
z_{1} \\
z_{2} \\
\cdot \\
\cdot \\
\cdot \\
z_{s}
\end{array}\right],
$$

partitioned to correspond to the partitioning of $T^{\prime}$.
Thus we have

$$
\begin{aligned}
& T_{i, i-1}^{z_{i-1}}+T_{i, i+1}^{z_{i+1}}=n z_{i} \text { for } l<i<s, \\
& T_{1,2}^{\prime} z_{2}=n z_{1}, \text { and } T_{s, s-1}^{\prime} z_{s-1}=n z_{s} .
\end{aligned}
$$

We define $\bar{z}$ as

$$
\bar{z}=\left[\begin{array}{c}
\alpha z_{1} \\
\alpha^{2} z_{2} \\
\alpha^{3} z_{3} \\
\cdot \\
\cdot \\
\cdot \\
\alpha^{s} z_{s}
\end{array}\right]=\left[\begin{array}{c}
\bar{z}_{1} \\
\bar{z}_{2} \\
\bar{z}_{3} \\
\cdot \\
\cdot \\
\cdot \\
\bar{z}_{s}
\end{array}\right]
$$

The following, then, holds for $l<i<s:$

$$
\begin{aligned}
& \alpha T_{i, i-1}^{\prime} \bar{z}_{i-1}+\frac{1}{\alpha} T_{i, i+1} \bar{z}_{i+1} \\
= & \alpha T_{i, i-1}^{\prime} \alpha^{i-1} z_{i-1}+\frac{1}{\alpha} T_{i, i+1}^{\prime} \alpha^{i+1} z_{i+1} \\
= & \alpha^{i}\left(T_{i, i-1} z_{i-1}+T_{i, i+1} z_{i+1}\right) \\
= & \alpha^{i}\left(n z_{i}\right)=n \bar{z}_{i} .
\end{aligned}
$$

A similar result holds for $i=1$ and $i=s$. We now see that if $\eta$ is any eigenvalue of $T^{\top}, \eta$ is also an eigenvalue of $\mathrm{T}_{\alpha}$. We further note that the a property holds for any matrix having zeros where T" has zeros.

With this preliminary result, we can proceed with
the proof of the theorem. We write $T^{r}=T_{\mathcal{L}}+T_{U}$, where $T_{I}$ is strictly lower triangular and $T \hat{U}$ is
strictly upper triangular. $T^{\wedge \prime}$ can now be expressed as

$$
T^{\wedge}=\left(I_{N}-\omega T_{L}^{\prime}\right)^{-1}\left\{\omega T_{U}^{\prime}+(I-\omega) I_{N}\right\}
$$

Let $\lambda$ be any nonzero eigenvalue of $T \stackrel{r}{r}$ and assume $\mu$ satisfies $(\lambda+\omega-1)^{2}=\lambda \omega^{2} \mu^{2}$. Then we have the following:

$$
\begin{aligned}
0 & =\operatorname{det}\left[\left(I_{N}-\omega T_{L}^{\prime}\right)^{-1}\left\{\omega T_{U} \hat{U}+(1-\omega) I_{N}\right\}-\lambda I_{N}\right] \\
& =\operatorname{det}\left[\omega T_{U}^{\prime}+(I-\omega) I_{N}-\lambda\left(I_{N}-\omega T_{L}^{\prime}\right)\right] \\
& =\operatorname{det}\left[(1-\omega-\lambda) I_{N}+\omega T_{U}^{\prime}+2 \omega T_{L}^{\prime}\right] .
\end{aligned}
$$

The second equality is obtained using the fact that $\operatorname{det}\left(I_{N}-\omega T_{L}\right)=1$. The next step is to apply the " $\alpha$ property" to the last expression in the above string of equalities. We recall that

$$
\mu=\frac{\lambda+\omega-1}{\lambda^{\frac{1}{2}} \omega} \text { or } \mu=\frac{-(\lambda+\omega-1)}{\lambda^{\frac{1}{2}} \omega} \text {. }
$$

We choose the sign of $\lambda^{\frac{1}{2}}$ so that the first expression for $\mu$ holds. Choosing $\alpha=\lambda^{\frac{l}{2}}$, we obtain

$$
\operatorname{det}\left[(1-\omega-\lambda) I_{N}+\omega \lambda^{\frac{1}{2}} T_{\dot{U}}+\lambda^{\frac{1}{2}} \omega T_{L}^{\prime}\right]=0 .
$$

Since $\left(\lambda^{\frac{1}{2}} \omega\right)^{-1} I_{N}$ is nonsingular,

$$
\operatorname{det}\left[(1-\omega-\lambda)\left(\lambda^{\frac{1}{2}} \omega\right)^{-1} I_{N}+T_{U}^{\prime}+T_{L}^{\prime}\right]=0 .
$$

Thus we see that $\mu$ is an eigenvalue of $T^{r}$.
The proof of the other half of the theorem follows by reversing the arguments given above.

The Method I and Method II of the theorem are obviously very similar to the Line Jacobi and Accelerated Line Gauss-Seidel methods. We now show that the theorem can, in fact, be applied to the methods given by 2.2 .5 and 2.2.6. With the partitioning of $A$ given in 2.2 .4 , the diagonal submatrices are square. Assuming $\theta_{y} \neq 0$, the diagonal submatrices are also strictly diagonally dominant and thus nonsingular. The Line Jacobi and Accelerated Line Gauss-Seidel are clearly of the proper form to be classified as Method I and Method II types, respectively. Thus we need only check for the property of $T^{\prime}=\bar{D}^{-1}(\bar{E}+\bar{F})$ required by the theorem. By returning to the original definition of the matrix $A$ given in section 2.1 , we see that

$$
\begin{aligned}
& A_{i, i}=S_{I}+\theta_{x}\left(T_{I}+T_{I}^{T}\right), \quad 1 \leq i \leq J-1, \\
& A_{i, i-1}=\theta_{y} S_{I}, 2 \leq i \leq J-1, \text { and } \\
& A_{i+1, i}=\theta_{y} S_{I}, 1 \leq i \leq J-2 .
\end{aligned}
$$

All other blocks contain only zeros. Thus $\bar{D}^{-1}(\bar{E}+\bar{F})$ is block tridiagonal with zero blocks on the main diagonal. The theorem can, therefore, be used to relate the eigenvalues of the Line Jacobi iterative matrix to those of the Accelerated Line Gauss-Seidel iterative matrix. In particular, the largest eigenvalues, and consequently, the rates of convergence, can now be easily compared. For example, by choosing $\omega=1$, we see that the eigenvalues of the Line Gauss-Seidel iterative matrix are the squares of those of the Line Jacobi iterative matrix. This means that the rate of convergence of the Line Gauss-Seidel method is equal to twice the rate of convergence of the Line Jacobi method. For this reason, and because the Line Jacobi requires twice as much storage, the Line Gauss-Seidel is clearly more efficient. The Accelerated Line GaussSeidel, as we see from the theorem, is even better. The optimal acceleration parameter has been shown to be

$$
\omega=\frac{2}{1+{\sqrt{1-v^{2}}}^{2}},
$$

where $u=\left(2 \theta_{y} \cos \frac{\pi}{I}\right)\left(1-2 \theta_{x} \cos \frac{\pi}{J}\right)^{-1}$ is the largest eigenvalue of the Line Jacobi iterative matrix. The
rate of convergencell when this value is used for $\omega$ is:

$$
2 \pi k \sqrt{\left(\frac{1}{a} 2+\frac{1}{b} 2\right)}+\theta\left(\frac{1}{\theta}\right) .
$$

The point methods of section 2.2 do not satisfy the hypotheses of the theorem, but a similar result is true for them, also. ${ }^{12}$ Thus we find that, as in the case of the block methods, the Point Gauss-Seidel method is superior to the Point Jacobi method. The optimal acceleration factor for the Accelerated Point GaussSeidel method is

$$
\omega=\frac{2}{1+\sqrt{1-\lambda^{2}}}
$$

where $\lambda=1-4 \theta_{x} \sin ^{2}\left(\frac{\pi}{2 I}\right)-4 \theta y^{\sin }{ }^{2}\left(\frac{\pi}{2 J}\right)$ is the largest eigenvalue of the Point Jacobi iterative matrix. Using this value of $\omega$, the rate of convergence ${ }^{13}$ is

$$
2 \pi \sqrt{\frac{2}{\theta}\left(\frac{1}{a^{2}}+\frac{1}{b^{2}}\right)}+\theta\left(\frac{1}{\theta}\right) .
$$

[^5]III. THE ALTERNATING HALVES METHODS

### 3.1 The New Matrix Problem

The methods described in the previous chapter are based on a sequential approach to computations. Employing such methods to solve the Laplace problem on a parallel computer makes little use of the special capabilities of the machine. As will be seen in the next chapter, some economies are possible if one of the conventional block methods is used. Even these block methods, however, cannot take full advantage of the number of processors available.

A new method for solving the Laplace equation on a parallel computer appears in a 1967 paper by Carroll and Wetherald. ${ }^{14}$ They use the standard finite difference approach explained in Chapter II. The solution is obtained via a modified Point Gauss-seidel method. The grid $D_{I J}$ is divided into groups of four points in the following way:

I4A.B. Carroll, and R.T. Wetherald, "Application of Parallel Processing to Numerical Weather Prediction." Journal of the Association for Computing Machinery, 14(July, 1967), 591-614.


All points labeled with the same number can be processed simultaneously. That is,

$$
(I-1)(J-1)
$$

4
unknowns are estimated in each iterative step.
No formal analysis of the method is given, but tests conducted by the authors show the convergence rate of the new method to be siightly better than than of the point Gauss-Seidel. The real advantage to the method is that it processes one-fourth of the unknowns simultaneously. In the following paragraphs we describe two new block-type methods designed to even more completely employ the processors of a
parallel computer. These methods process half of the unknowns simultaneously. Due to the lack of analysis in the paper by Carroll and Wetherald, we are not able to compare the rate of convergence of their method to the rates of convergence of the Alternating Halves methods presented below.

The Alternating Halves methods are similar to the line methods. In the latter methods, each block corresponds to a row of the grid, $D_{I J}$, and a single block is processed in each iterative step. The new methods, in contrast, treat the unknowns of approximately half of the rows of the grid in each iterative step. More specifically, the first iterative step, and every oddnumbered step thereafter, finds estimates for the unknowns corresponding to the grid points on all the oddnumbered rows of the grid. Each even-numbered iterative step treats all unknowns corresponding to points in the even-numbered rows of the grid.

Since the Alternating Halves methods process the unknowns in a different order from that assumed in section 2.1, a reformulation of the matrix problem is necessary. This new system is denoted by $A * U *=G *$. A* is obtained from $A$ by permuting certain rows and colums. : In particular, $A^{*}=P A P^{T}$, with the permutation
matrix $P$ defined as follows. Let $S_{I}$ be an (III) $\times(I-I)$ identity matrix. Let $P$ be composed of $(J-1) \times(J-1)$ submatrices $P_{i, j}$, with each submatrix being square of dimension $I-l$. If we further define ${ }^{0} I$ to be the $(I-I) \times(I-I)$ matrix composed entirely of zeros, and define $K$ to be the largest interger satisfying $K \leq J / 2$, then

$$
\begin{aligned}
& P_{i, j}=\left\{\begin{array}{l}
S_{I} \text { if } j=2 i-1, l \leq i \leq K, \\
S_{I} \text { if } j=2 i-2 K, K+1 \leq i \leq J-I, \\
O_{I} \text { otherwise. }
\end{array}\right.
\end{aligned}
$$

Now to exactly specify the matrix $A^{*}$, we define $S_{I}$ to be the $(I-I)(J-I-K) \times(I-I) K$ matrix given by

if $U$ is even. Then the $(I-I)(J-I) \times(I-I)(J-I)$
matrix $S_{2}$ is given by

$$
S_{2}=\left[\begin{array}{cc}
0 & 0 \\
S_{1} & 0
\end{array}\right]
$$

Letting $T$ be defined as in section 2.1 , we have

$$
A^{*}=\theta_{x}\left(T+T^{T}\right)+\theta_{y}\left(S_{2}+S_{2}^{T}\right)-I_{N} .
$$

A* and $P$, for the case $I=J=5$, are shown ex m
plicitly in figures 2 and 3.
The last step in reordering the equations of the system $A U=G$ is to reorder the vectors $U$ and $G$. The new order still numbers the unknowns from left to right along each row of the grid. The difference, as stated before, is that the rows are considered in the following order: l, 3, 5, 7, ..., 2, 4, 6, ... . We define $U *$, then, to be $U^{*}=\operatorname{PUP}{ }^{T} . G^{*}$ is similarly defined.
3.2 Definition and Evaluation of
the Alternating Halves Methods.

Using the definitions of the previous section, the Alternating Halves method is given by the following:
(3.2.1) $U *(m+1)=\left(H *-I_{N}\right)^{-1} V * U *(m)+\left(H *-I_{N}\right)^{-1} G^{(m}$, with $H^{*}=\theta_{x}\left(T+T^{T}\right)$ and $V^{*}=-\theta_{y}\left(S_{2}+S_{2} T\right)$. Assumeing $\theta_{y} \neq 0,\left(H^{*}-I_{N}\right)^{-1}$ exists because $H^{*}-I_{N}$ is strictly diagonally dominant. In order to compare this method with those discussed in Chapter II, we must determine the eigenvalues of maximum modulus of $\left(H *-I_{N}\right)^{-l} V *$. To this end, we also define
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Figure 2. The Matrix A*
When $I=J=5$.

| 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 | 0 |
| 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 1 |

Figure 3. The Matrix $P$
When $I=J=5$.
$H=\theta_{x}\left(T+T^{T}\right)$ and $V=-\theta_{y}\left(S+S^{T}\right)$. After noting that $\bar{D}=\theta_{x}\left(T+T^{T}\right)-I_{N}$ and $(\bar{E}+\bar{F})=-\theta_{y}\left(S+S^{T}\right)$, we see that the iterative matrix of the Line Jacobi method can be expressed as $\left(H-I_{N}\right)^{-1} V$. By setting $\theta_{X}=0$, it follows that

$$
\begin{aligned}
-V *-I_{N}= & P A P^{T}= \\
& P\left(-V-I_{N}\right) P^{T}= \\
& -P V P^{T}-I_{N}
\end{aligned}
$$

so that $V^{*}=P V P^{T}$. A similar argument shows that $P H P^{T}=H^{*}$. Starting with the Line Jacobi iterative matrix, then, we observe the following relationships:

$$
\begin{aligned}
& P\left[\left(H-I_{N}\right)^{-1} V\right] P^{T} \\
= & P\left(H-I_{N}\right)^{-1} P_{P T P P T} \\
= & {\left[P\left(H-I_{N}\right) P^{T}\right]^{-1} P V P^{T} } \\
= & \left(H *-I_{N}\right)^{-1} V_{V} *
\end{aligned}
$$

The Line Jacobi iterative matrix is thus seen to be similar to the Alternating Halves iterative matrix. Since the two matrices have the same eigenvalues, it follows that the corresponding methods have the same rate of convergence.

In preparation for introducing the second new
method, the iterative matrix of the Alternating Halyes method is further examined. First, we partition A* into four submatrices:

$$
A^{*}=\left[\begin{array}{ll}
A_{\tilde{1}}^{*}, 1 & A_{1}^{*}, 2 \\
A_{\tilde{2}, 1}^{*} & A_{\tilde{2}, 2}^{*}
\end{array}\right] .
$$

We let $A_{2,1}^{*}=S_{1}$ and $A_{1,2}^{*}=S_{1} T$
and we note that with this specification, $A_{1}^{*}, 1$ and A苂,2 are also defined and are square. Further, we define

$$
D *=\left[\begin{array}{ll}
A_{1}^{*}, 1 & 0 \\
0 & A * / 2,2
\end{array}\right]
$$

By comparing $D^{*}$ to the definition of $H^{*}-I_{N}$ and recalling that

$$
V^{*}=-\theta_{y}\left(S_{2}+S_{2}^{T}\right)
$$

we see that the method given by
(3.2.2) $D * U *(m+1)=-\theta_{y}\left(S_{2}+S_{2}^{T}\right) U *(m)+G *$
is identical to 3.2.1.
We now define the second new method, the Accelerm ated Alternating Halves method, to be
(3.2.3) $\left(D *+\omega \theta_{y} S_{2}\right) U *(m+1)=\left(-\theta_{y} \omega S_{2}^{T}+(1-\omega) D *\right) U *(m)+\omega G *$.

Assuming $\theta_{y} \neq 0$, it follows that $D^{*}$ is nonsingular since it is strictly diagonally dominant. Observing that $D^{*}+\omega \theta_{y} S_{2}=D *\left(I+D *^{-1} \omega \theta_{y} S_{2}\right)$ and that $D *^{-1} \omega \theta_{y} S_{2}$ is strictly lower triangular and thus nonsingular, we have that $D *+\omega \theta_{y} S_{2}$ is nonsingular.

The method given by 3.2.3 is written in that particular form, using the " $2 \times 2$ " partitioning of $A^{*}$, in order to use the theorem of Chapter II to find the eigenvalues of the iterative matrix. We now show that the hypotheses of that theorem are satisfied. It was already noted that the diagonal submatrices $A_{1,1}^{*}$ and $A_{2}^{*}, 2$ are square. Assuming $\theta_{y} \neq 0$, they are also strictly diagonally dominant and thus nonsingular.

$$
\text { Letting } D^{\prime}=D^{*}, E^{\prime}=-\theta_{y} S_{2} \text {, and } F^{\prime}=-\theta_{y^{\prime}} S_{2}^{T}
$$

we see that 3.2 .2 is in "Method $I$ " form and 3.2 .3 is of the proper form to be classified as "Method II." It is equally evident that $T *$ is of the following form:

$$
\mathrm{T}^{*}=\left[\begin{array}{ll}
0 & \mathrm{~T}_{1}^{*}, 2 \\
\mathrm{~T}_{2}^{*}, 1 & 0
\end{array}\right]
$$

Thus the theorem can be applied to find the eigenvalues of the iteratiye matrix of 3.2.3. We recall that the eigenvalues of the Alternating Halves iterative matrix are the same as those of the Line Jacobi iterative matrix. From this, it follows that, for any $\omega, 0<\omega<2$, the rate of convergence for the Accelerated Alternating Halves method is the same as that of the Accelerated Line Gauss-Seidel. It can also be shown that the optimal acceleration factor is the same for both methods. 15

[^6]IV. THE EFFECT OF PARALLEL COMPUTATIQNS ON METHOD EFEICIENCY

### 4.1 Overview and Assumptions of the Evaluation

In this chapter we compare, on the basis of number of arithmetic operations required, three of the methods described in the preceding chapters. Because, in Chapter III, the Point and Line Jacobi and the Alternating Halves methods were found to be inferion to their respective accelerated versions, in this chapter we con.sider only the following methods: the Accelerated Point Gauss-Seidel, the Accelerated Line Gauss-Seidel, and the Accelerated Alternating Halves. In the following three sections, we estimate the number of parallel arithmetic operations required for a single iterative step of each of these methods. By way of explaining what is meant by parallel arithmetic operations, we first state the assumptions of the following sections.

It is assumed in the remainder of this chapter that the methods compared are to be used on a computer with 64 parallel processons. It is also assumed that, alm though each processor has its own data set, all processors must perform the same operation at a given time. The user would have the option, however, to select a different subset of the processors to be "on" at any time. In
such a case, those processors selected to be on would all perform the same operation, while the rest would do nothing to their data sets. In this paper, then, we use the phrase "one parallel arithmetic operation" to refer to the total action of all the processors during the time necessary for an arithmetic operation on a single processor. One parallel addition, for example, may consist of one addition on each of as many as 64 processors.

One definition is necessary before looking at the individual methods. In the following sections, we use the function $\sigma$, where $\sigma(x)$ is defined to be the smallest integer greater than or equal to $x$ (eg. $\sigma(15 / 2)=8, \sigma(3)=3$ ). This notation allows calculation of the number of necessary operations for general I and $J$.
4.2 Summary of Arithmetic Operations Required
by the Accelerated Point Gauss-Seidel Method

The Accelerated Point Gauss-Seidel method requires the calculation of $U_{i}(m+1)$ before $U_{i+1}^{(m+1)}$ can be calculated for all $1 \leq i \leq(I-1)(J-1), m>0$. Thus each iterative step involves finding only $U_{i}^{(m+1)}$ which is given by:

$$
(4.2 .1)
$$

$$
\begin{aligned}
U_{i}(m+I)= & U_{i}(m)+\omega\left[\theta_{x} U_{i-1}(m+1)+\theta_{y} U_{i-I+1}(m+1)+\right. \\
& \left.\theta_{x} U_{i+1}(m)+\theta_{y} U_{i}(m) I^{-1}-G_{i}-U_{i}(m)\right\} \\
& I \leq i \leq(I-l)(J-2) .
\end{aligned}
$$

In the case of equations involving boundary points, some of the terms shown in 4.2 .1 are omitted. Regardless of whether terms are omitted, and assuming that the quantities $\omega \theta_{y}$ and $\omega \theta_{x}$ are available, the following parallel operations are required for one iterative step:
1.) One parallel multiplication calculating simultaneously the following:

$$
\begin{aligned}
& t_{1} \leftarrow\left(\omega \theta_{x}\right) * U_{i-1}(m+1) \\
& t_{2} \leftarrow\left(\omega \theta_{y}\right) * U_{i-I+1}(m+1) \\
& t_{3} \leftarrow\left(\omega \theta_{x}\right) * U_{i+1}(m) \\
& t_{4} \leftarrow\left(\omega \theta_{y}\right) * U_{i+I-1}(m) \\
& t_{5} \leftarrow-\omega * G_{i} \\
& t_{6} \leftarrow(I-\omega) * U_{i}(m)
\end{aligned}
$$

2) One parallel addition calculating:

$$
\begin{aligned}
& t_{1} \leftarrow t_{1}+t_{2} \\
& t_{3} \leftarrow t_{3}+t_{4} \\
& t_{5} \leftarrow t_{5}+t_{6}
\end{aligned}
$$

3) One parallel addition calculating:

$$
t_{1}+t_{1}+t_{3}
$$

4) one parallel addition calculating:

$$
U_{i}(m+1)+t_{1}+t_{5}
$$

We conclude that calculating $U^{(m+1)}$ from $U^{(m)}$ requires the following:

$$
\begin{aligned}
& (I-I)(J-I) \text { parallel multiplications and } \\
& 3(I-I)(J-I) \text { parallel additions. }
\end{aligned}
$$

4. 3 Summary of Arithmetic Operations Required
by the Accelerated Line Gauss-Seidel Method

We recall from section 2.2 that each iterative step of the Accelerated Line Gauss-Seidel method consists of the solution of JUl linear systems. Each of these systems has the form

$$
A_{i, i}\left[{ }^{U}[i]{ }^{(m+1)}=-\omega \theta y^{U}[i-1]\right)-\omega \theta y^{(m+1)}[i+I j+
$$

$$
(4.3 .1)
$$

$$
(l-w) A_{i, i} U_{[i]}^{(m)}+\omega G_{[i]}
$$

$$
I \leq i \leq J-1
$$

if we assume $U_{[0]}$ and $U_{[J]}$ are vectors of zeros. Because $A_{i, i}$ is tridiagonal and the same for all $i, l \leq i \leq J-1$, we rewrite 4.3 .1 , the iterative step as

$$
\begin{aligned}
& A_{L} A_{U}\left[i^{(m+1)}=-\omega \theta y^{U}[i-1]\right]^{(m+1)}-\omega \theta y^{U}[i+1](m)+ \\
& \text { (4.3.2) } \\
& (1-\omega) A_{1,1} U_{[i]}^{(m)}+\omega G_{[i]} .
\end{aligned}
$$

Here $A_{L} A_{U}=A_{1, I}$, with

and

$$
A_{L}=\left[\begin{array}{llllll}
1 & & & & & \\
\ell_{2} & 1 & & & & \\
& \ell_{3} & 1 & & & \\
& & \cdot & \cdot & & \\
& & & \cdot & \cdot & \\
& & & & \cdot & \cdot \\
& & & & & \ell_{I-1}
\end{array}\right]
$$

The procedure to solve 4.3 .2 involves finst performing the multiplications and additions on the right side of the equation, and then using an "LU" decomposition al-
gorithm to solve for ${ }_{[i]}(m+l)$ The matrices $A_{U}$ and $A_{L}$ are calculated initially, and because they remain constant, they do not have to be calculated more than once.

The nonzero elements of $A_{U}$ and $A_{L}$ are opecified by the following equations:

$$
\begin{aligned}
& u_{1}=-1, u_{j}=-1-\left(\theta_{x}^{2 / u_{j-1}}\right), 2 \leq j \leq I-1, \\
& \ell_{2}=-\theta_{x}, \ell_{j}=\theta_{x} / u_{j-1}, 3 \leq j \leq I-1 .
\end{aligned}
$$

Rather than solve these sequentially as the formulas seem to require, we use the technique of "recursive doubling." This technique was recently shown, in a paper by H.S. Stone, ${ }^{16}$ to expedite all phases of the solution of a tridiagonal system on a parallel computer. Typically, this technique is applied to a system of equations of the following form:

$$
y_{1}=b_{1}, y_{i}=b_{i}+m_{i} y_{i-1}, 2 \leq i \leq n .
$$

We note that $y_{i}$ can be written as
(4.3.3)

$$
y_{i}=\sum_{j=1}^{i} b_{j} \prod_{k=j+1}^{i} m_{k}, l \leq i \leq n,
$$

$\sqrt{6}$ Harold S. Stone, "An Efficient Parallel Algorithm for the Solution of a Tridiagonal Linear System of Equations," Journal of the Association for Computing Machinery, 20 (January, 1973), pp. 27-38.
with the assumption that an empty product of the $m_{k}$ is equal to one. Applying the recursive doubling technique here, we have the following algorithm: 1) $y_{1}+b_{1}, y_{2}+b_{2}, \cdots y_{n}+b_{n}$.
(4.3.4)
2) for $j=1$ step $j$ until $z$ (where $z$ is defined below) do the following:
a) $y_{i}+y_{i}+y_{i-j} * m_{i}$, for $j+1 \leq i \leq n$.
b) $m_{i} \leftarrow m_{i} * m_{i-j}$, for $2 j+1 \leq i \leq n$.

In step 2a. it is assumed that all the right-hand sides, $j+1 \leq i \leq n$, are calculated in parallel. This means that all the values of $y_{i}, j+1 \leq i \leq n$, are changed simultaneously. The right-hand sides of step 2 b . are similarly done in parallel. They can be calculated after step $2 a$. is completed, or the two steps can be done concurrently. If we have $2^{\mathrm{k}-1}<\mathrm{n} \leq 2^{\mathrm{k}}$, then we define $z$ to be $2^{k-1}$. When step $2-a$ is completed for $j=z$, the $y_{i}, l \leq i \leq n$, have the values given in 4.3.3. The parallelism of the algorithm comes from the fact that for a given $j$, all $y_{i}$, and/or all $m_{i}, j+1 \leq i \leq n$, can be calculated simultaneously. The result is that, instead of the number of operations being proportional to $n$ as is the case with the traditional sequential algorithm, the number of operations is proportional to k.

To give a better picture of what is involved in the algorithm of 4.3 .4 , we assume that $m_{j}=1,2 \leq j \leq n$. The first step is initialization. The second step adds together pairs of the $b_{i}$ in the following way:

$$
\mathrm{y}_{2} \leftarrow \mathrm{~b}_{2}+\mathrm{b}_{1}, \mathrm{y}_{3} \leftarrow \mathrm{~b}_{3}+\mathrm{b}_{2}, \cdots \mathrm{y}_{\mathrm{n}} \leftarrow \mathrm{~b}_{\mathrm{n}}+\mathrm{b}_{\mathrm{n}-1}
$$

Each succeeding step doubles the number of $b_{i}$ included in $y_{j}$. The process is completed for a particular $y_{i}$ when $y_{i}$ is the sum of all $b_{j}, l \leq j \leq i$.

In a similar way Stone has implemented the construetion of $A_{U}$. We see that we need the following operations to calculate $u_{i}, 2 \leq i \leq I-1$ (with $z=2^{k-1}<I-1 \leq 2^{k}$ ):

1) one parallel multiplication to calculate

$$
t_{I} \leftarrow-\theta_{x} * \theta_{x}
$$

2) one parallel addition to calculate

$$
t_{I+l} \leftarrow t_{I}+l .
$$

Then the following assignments are made:

$$
\begin{aligned}
& t_{1} \leftarrow 0, t_{i} \leftarrow t_{I}, 2 \leq i \leq I-1, \\
& r_{i} \leftarrow 1,-1 \leq i \leq I-1, \\
& q_{0} \leftarrow 1, q_{i} \leftarrow-1,1 \leq i \leq I-1, \\
& p_{1} \leftarrow-1, p_{i} \leftarrow t_{I+1}, 2 \leq i \leq I-1 .
\end{aligned}
$$

For $i=2$ step $i$ until $z$, do $3,4,5$.
3) $\sigma((2 I-2 i+2) / 64)+\sigma((I-i+I) / 64)$
parallel multiplications and
$\sigma((I-i) / 64)$
parallel additions to get
$s_{j} \leftarrow q_{j} * q_{j-i+1}+t_{j-i+2} * r_{j} * r_{j-1}$,
$i-1 \leq j \leq I-I$.
4) $\sigma((2 I-2 i) / 64)+\sigma((I-i) / 64)$
parallel multiplications and
$\sigma((I-i) / 64)$
parallel additions to calculate
$q_{j}+p_{j} * q_{j-i}+t_{j-i+1} * q_{j} * r_{j-i-1}$,
$i \leq j \leq I-I$.
Then assign
$r_{j} \leftarrow s_{j}, i-1 \leq j \leq I-I$.
5) $\sigma(($ I-i-l) $/ 64)$ parallel multiplications and
$\sigma((I-i-1) / 64)$ parallel additions to get
$p_{j}+-q_{j-1}+t_{j} * r_{j-2}, i+I \leq j \leq I-I$.
6) $\sigma((1-2) / 64)$ parallel divisions to calculate
$u_{j}+P_{j} / P_{j-1}, 2 \leq j \leq I-I$.

Calculating the lower diagonal of $A_{L}$ now requires only the following:

1) $\sigma((1-3) / 64)$ parallel divisions to obtain

$$
\ell_{j}+\theta_{x} / u_{j-I}, 3 \leq j \leq I-1 .
$$

After the preliminary calculations, each iterative step, as given by 4.3 .2 , is easy to perform. Assuming that $I-\omega, \omega \theta_{y},(1-\omega) \theta_{x}$, and $\omega G_{[i]}, I \leq i \leq J-1$, are also initially available, the iterative step which calcurates $U_{[i]}^{(m+1)}$ requires the following operations:17

1) $\sigma((4 I-4) / 64)$ parallel multiplications and $\sigma((3 I-5) / 64)+2 \sigma((I-I) / 64)$ parallel additions to calculate
$t_{[1]} *\left(-\omega \theta_{y}\right) * U_{[i-1]}(m+1)+\left(-\omega \theta_{y}\right) * U_{[i+1]}^{(m)}+$
$(1-\omega) A_{l, I} * U_{[i]}^{(m)}+\omega G_{[i]}$.
Assign the following:
$Y_{j} \leftarrow t_{j}, l \leq j \leq I-I$
$m_{j}+-\ell_{j}, 2 \leq j \leq I-I$
For $i=1$ step $i$ until $z$ do 2,3,4
2) $\sigma((1-i \quad-1) / 64)$ parallel multiplications
to calculate
$t_{j} \leftarrow Y_{j-i} * m_{j}, i+1 \leq j \leq I-1$
3) $\sigma((I-i-1) / 64)$ parallel additions
to get
$Y_{j} \leftarrow Y_{j}+t_{j}, i+1 \leq j \leq I-I$
$\overline{17}$ We use $t_{[i]}$ to represent the $i$ th subvector of the temporary storage vector $t$. Here each subvector is of dimension $\mathrm{I}-1$.
4) $\sigma((I-2 i-1) / 64)$ parallel multiplications to calculate

$$
m_{j} \leftarrow m_{j} * m_{j-i}, 2 i+l \leq j \leq I-I
$$

5) $\sigma((2 I-3) / 64)$ parallel divisions
to calculate
$Y_{j}+Y_{j} / u_{j}, I \leq j \leq I-1$.
$n_{j} \leftarrow-\theta_{x} / u_{j}, l \leq j \leq I-2$.
Assign the following:
$n_{I_{-1}} \leqslant 1$
For $i=1$ step $i$ until $z$ do 6, 7
6) $\sigma((I-i \quad-1) 764)$ parallel multiplications
and
$\sigma((I-i-1) / 64)$ parallel additions
to calculate
$Y_{j}+Y_{j}+Y_{j+i} * n_{j}, 1 \leq j \leq I-i-1$.
7) $\sigma((I-i-1) / 64)$ parallel multiplications to calculate

$$
n_{j}+n_{j} * n_{j+i}, l \leq j \leq I-i-1
$$

After execution of step 7 with $i=z$, the vector $Y$ contains $U^{(m+1)}$. For the special cases $i=1$ and [i]
$i=J-1$, where either $\theta_{y}{ }^{U}[i-1]$ or $\theta_{y}{ }^{U}[i+1]$ is included in $G_{[i]}$, fewer operations are needed. It is
also important to note that the subvectors of $U^{(m+1)}$ must be estimated sequentially since calculation of each $U_{[i]}^{(m+1)}$ involves the values of $U_{[i-1]}^{(m)}$. We further observe that the values of $m_{j}$ and $n_{j}$, $1 \leq j \leq I-1$, are the same for each iteration. We thus calculate the $m_{j}$ and $n_{j}, l \leq j \leq I-1$, on orly the first iteration, saving all intermediate values since these also must be used during each interation.

To aid in calculating the total operations for an iteration, we define the following:

$$
\text { (i) } \begin{aligned}
\sum_{i=1}^{k} \alpha(i)= & \alpha(1)+\alpha(2)+\alpha(4)+\alpha(8)+ \\
& \ldots+\alpha\left(2^{k}\right),
\end{aligned}
$$

for any function $\alpha$. We can now give the total number of operations required to calculate $U^{(m+1)}$ from $U^{(m)}$, after the initial calculation of $A_{U}, A_{L}, m_{j}$ and $n_{j}$, $I \leq j \leq I-1:$

$$
(J-3) \sigma((4 I-4) / 64)+2 \sigma((3 I-3) / 64)+
$$

$$
(J-1)(i) \sum_{i=1}^{z} 2 \sigma((I-i-J) / 64)
$$

parallel multiplications,

$$
(J-3) \sigma((3 I-5) / 64)+2 \sigma((2 I-4) / 54)+
$$

$$
\begin{aligned}
& \left.(J-I) I(i) \sum_{i=1}^{Z} 2 \sigma((I-i-1) / 64)+2 \sigma((I-I) / 64)\right] \\
& \text { parallel additions, and } \\
& (J-1) \sigma((I-1) / 64) \text { parallel divisions. }
\end{aligned}
$$

4.4 Summary of Arithmetic Operations Required
by the Accelerated Alternating Halves Method

Estimating the number of operations required by the Accelerated Alternating Halves method is not a great deal different from the procedure of section 4.3 The one significant difference is that $U^{*}$ is parttioned into only two subvectors, $U_{[1]}^{*}$ and $U_{[2]}^{*}$. An iterative step thus involves calculating either (4.4.1) $A_{1,1}^{*} U_{[1]}^{*(m+1)}=-\omega \theta y^{S} S_{1}^{T} U_{[2]}^{*(m)}+\omega G_{[1]}^{*}+$

$$
(1-\omega) A_{1}^{*}, 1 U_{[1]}^{(m)},
$$

or

$$
\begin{aligned}
(4.4 .2) A_{2}^{*}, 2 U_{[2]}^{*}(m+1)= & -\omega \theta_{y} S_{1} U *(m+1)+\omega G_{[2]}^{*}+ \\
& (1-\omega) A_{2}^{*}, 2 U_{[2]}^{(m)} .
\end{aligned}
$$

If we assume $J$ is an odd number, then $A_{1,1}^{*}=A_{2}^{*}, 2$. In this case, the initial calculations involve finding $\omega \theta_{y}, \omega G^{*},(I-\omega) \theta_{x}, I-\omega, A_{L}^{*}$, and $A{ }_{U}^{*}$, where $A_{L}^{*} A_{U}^{*}=A{ }_{1}^{*}, I$,

$$
A_{\mathbb{L}}^{*}=\left[\begin{array}{llllll}
1 & & & & & \\
\ell_{2} & 1 & & & & \\
& \ell_{3} & 1 & & & \\
& & \cdot & \cdot & \\
& & & \cdot & \cdot & \\
& & & & \cdot & \\
& & & & l_{K(I-1)}
\end{array}\right]
$$

and


We recall that the tridiagonal matrix $A \dot{A}, 1$ has the form

$$
A_{1,1}^{*}=\left[\begin{array}{ccccc}
A_{1,1} & & & & 0 \\
& A_{2,2} & & & \\
& & A_{3,3} & & \\
\\
& & & \cdot & \\
& & & & \\
& & & & \\
& & & & A_{K, K}
\end{array}\right]
$$

with the diagonal submatrices defined as they were in connection with the Line Gauss-Seidel method. We know, then, that

and


Here, as in section 4.3 , the initial operations are those necessary to find $A_{L}$ and $A_{U}$. These are given in detail in the preceding section.

Again assuming $A_{1,1}^{*}=A_{2,2}^{*}$, it is clear that
4.4.1 and 4.4.2 require the same number of arithmetic operations. To calculate 4.4.1, we do the following:
I) $\sigma(3 K(I-1) / 64)$ parallel multiplications and $\sigma((3 K I-I-5 K+I) / 64)+2 \sigma(K(I-I) / 64)$ parallel additions to calculate

$$
\begin{aligned}
& { }_{[I]} \leftarrow\left(-\omega \theta_{y} S_{1}^{T}\right) * U_{[2]}^{*}(m)+\omega G_{[1]}^{*}+ \\
& (1-\omega) A_{], I}^{*} * U_{[1]}^{*(m)}
\end{aligned}
$$

Assign the following:

$$
\begin{aligned}
& Y_{k+j} \leftarrow t_{k+j}, I \leq j \leq I-1, k=k^{\prime}(I-1), 0 \leq k^{\prime} \leq K-I . \\
& m_{j}+-\ell_{j}, 2 \leq j \leq I-1 .
\end{aligned}
$$

For $i=1$ step $i$ until $z$ do 2,3, and 4 .
2) $\sigma(K(I-i-1) / 64)$ parallel multiplications to calculate

$$
\begin{aligned}
& t_{k+j} \leftarrow Y_{k+j-i} * m_{j}, i+I \leq j \leq I-l, k=k^{*}(I-I), \\
& 0 \leq k^{\prime} \leq K-I .
\end{aligned}
$$

3) $\sigma(K(I-i-1) / 64)$ parallel additions to calculate

$$
\begin{aligned}
& Y_{k+j}+Y_{k+j}+t_{k+j}, i+l \leq j \leq I-1, k=k^{\prime}(I-I), \\
& 0 \leq k^{\prime} \leq K-1 .
\end{aligned}
$$

4) $\sigma((I-2 i-1) / 64)$ parallel multiplications to calculate

$$
m_{j} \leftarrow m_{j} * m_{j-i}, 2 i+1 \leq j \leq I-1
$$

Assign the following:

$$
\begin{aligned}
& n_{I-1}+1 \\
& \text { 5) } \sigma((K I+I-K-2) / 64) \text { parallel divisions } \\
& \text { to calculate } \\
& Y_{k+j} \leftarrow Y_{k+j} / u_{k+j}, I \leq j \leq I-I, k=k^{\prime}(I-I), \\
& 0 \leq K^{\prime} \leq K-1 . \\
& n_{j}+-\theta_{x} / u_{j}, I \leq j \leq I-2 . \\
& \text { For } i=1 \text { step } i \text { until } z \text { do 6,7. } \\
& \text { 6) } \sigma(K(I-i-1) / 64) \text { parallel multiplications and } \\
& \sigma(K(I-i-1) / 64) \text { parallel additions } \\
& \text { to calculate } \\
& Y_{k+j}+Y_{k+j}+Y_{k+j+i} * n_{j}, I \leq j \leq I-l-i, \\
& k=k^{\prime}(I-1), 0 \leq k^{\prime} \leq K-1 . \\
& \text { 7) } \sigma((\text { I-i-I)/64) parallel multiplications } \\
& \text { to calculate } \\
& n_{j} \leftarrow n_{j} * n_{j+i}, l \leq j \leq I-i-I .
\end{aligned}
$$

Again, we note that the values of $m_{j}$ and $n_{j}$, $1 \leq j \leq I-1$, do not need to be recalculated after the first iteration. After the initial calculations, then, the total parallel operations required to calculate $U^{*}(m+1)$ from $U^{*}(m)$ are the following:

```
(i) }\mp@subsup{\sum}{i=1}{Z}4\sigma(K(I-i-I)/64)+2\sigma(3K(I-I)/64
    i=1
parallel multiplications,
2\sigma((3KI-I-5K+I)/64) + 4\sigma(K(I-I)/64)
+(i) }\mp@subsup{\sum}{i=1}{Z}4\sigma(K(I-i-I)/64
parallel additions, and
    2\sigma(K(I-I)/64)
parallel divisions.
```

V. EXAMPLES, EVALUATIONS, AND CONCLUSIONS
5.I A Closer Look at the Operation Count and the Effect of the Values of $I$ and $J$.

Because the operation count formulas of Chapter IV are written in a general way to avoid specification of $I$ and $J$, they are difficult to compare. In this section we see how the methods compare when the formulas are evaluated using a variety of values for $I$ and $\dot{C}$. We begin with an example.

To determine the total effect of combining the operation counts of Chapter IV with the rates of conver-. gence for the three accelerated methods, we examine the case where $I=J=33$ and $h=k=. l$. It is assumed that the acceleration parameter for each method is set to the optimal value. From Isaacson and Keller's discussion of rate of convergence, ${ }^{18}$ we find that the num. ber of iterations required to reduce the error by a bac. tor of $10^{-t}$ is the least value of $m$ for which $(\rho(B))^{m} \leq 10^{-t}$, where $B$ is the iterative matrix of the method.
$\overline{18 \text { Isaacson and Keller, op. cit., p. } 64 .}$

If we assume that the initial error $e^{(0)}$ is to be improved by a factor of $10^{-3}$, then we have that

$$
\begin{gathered}
(\rho(B))^{m} \leq 10^{-3}, m \ln \rho(B) \leq-3 \ln 10, \\
\text { and } m \geq \left\lvert\, \frac{3 \ln 10}{\ln \rho(B)}=\frac{3 \ln 10}{R_{\infty}(B)} .\right.
\end{gathered}
$$

The minimal values of $m$ for the three methods, together with the respective total numbers of operations required to achieve the specified accuracy, are given in table l. For this particular example, we see that the Accelerated Alternating Halves method is approximately twice as fast as the Accelerated Line GaussSeidel and over eight times as fast as the Accelerated Point Gauss-Seidel. The percentage of improvement of the Accelerated Alternating Halves method over either of the other two is generally not as good. As $I=J$ increases, we find that the percentage of improvement gradually decreases. When $I=J=257$, for example, the number of operations required by the Accelerated Alternating Halves method is about $95 \%$ of the number of operations required by the Accelerated Line Gauss-Seidel and about $20 \%$ of the number of operations required by the Accelerated Point Gaussmseidel. It is important to note, however, that the decrease in the percentage of improvement is not monotone. The case where

TABLE 1.

Total Parallel Operations Required by Each of Three Methods to Improve $e^{(0)}$ by a Factor of $10^{-3}$ When $I=J=33, h=k=.1$.

| Method | Rate of Convergence | $\begin{aligned} & \text { Number of } \\ & \text { Iterations (m) } \end{aligned}$ | Parallel Operations Per Iteration | Total Paralle1 operations |
| :---: | :---: | :---: | :---: | :---: |
| Accelerated Point <br> Gauss-Seidel | . 189 | 37 | 1024 mult. 3072 add. | 37888 mult. 113664 add. |
| Accelerated Line Gauss-Seidel | . 269 | 26 | $\begin{array}{r} 384 \text { mult } \\ 446 \text { add. } \\ 32 \text { div. } \end{array}$ | $\begin{aligned} & 10004 \text { mult. } \\ & 11609 \text { add. } \\ & 834 \text { div. } \end{aligned}$ |
| Accelerated Alternating Halves | . 269 | 26 | $\begin{aligned} & 180 \text { mult. } \\ & 210 \text { add. } \\ & 16 \text { div. } \end{aligned}$ | $\begin{aligned} & 4700 \text { mult. } \\ & 5473 \text { add. } \\ & 418 \text { div. } \end{aligned}$ |

$I-I=J-I=64 \mathrm{q}$, for some positive integer $q$, generally yields a lower percentage of improvement than the case where $I-I=J-I=64 q+p$, $1 \leq p \leq 10, p$ an integer. In fact, any value $r$ of $I=J$, for which $I-I=J-I$ is not a multiple of 64 is likely to yield a better percentage of improvement than $s$ or $t$, where $s=64 s^{\prime}+1<r<64\left(s^{\prime}+1\right)+1=t$, for any positive integer $s^{\prime}$. This is, of course, a direct consequence of the way in which the Alternating Halves methods are constructed. Each iteration of the Accelerated Alternating Halves method requires nearly as many operations as does the Accelerated Line GaussSeidel. If a step of the Accelerated Alternating Halves method consists of $K n$. operations which can be done simultaneously, doing the equivalent operations using the Accelerated Line Gauss-seicel method requires $k$ steps, each consisting of $n$ operations which can be done simultanecusly. If $n$ is olose to a multiple of 64, which is often the case when $I-1=J-I$ is a multiple of 64 , then the percentage of processors used by the two methods does not greatly differ. When n is not close to a multiple of 64 , however, $K * \sigma(n / 64)$ parallel operations are required by the Accelerated Line Gauss-Seidel method, but the $\sigma(\mathrm{Kn} / 64)$ parallel operations required by the Accelerated Alternating Halves may
be considerably less. For example, if $n=96$ and $K=16$, the Accelerated Line Gauss-Seidel method nequires 32 parallel operations to do what the Accelerated Alternating Halves method can do in only 24 parallel operations.

Tables 2 and 3 give the number of parallel oper. ations required by the three methods for a variety of values of $I=J$. Table 2 covers a wide range of values for $I=J$, while table 3 provides a closer look at how the operation counts vary for neighboring values of $I=J . \quad$ To aid in evaluating the improvement of the Accelerated Alternating Halves method over the other two methods, the last two columns of each table contain a ratio of the number of parallel operations required by the Accelerated Alternating Halves method to the number of parallel operations required by one of the other methods.

Tables 2 and 3 deal only with the cases where $I=J$. Some operation counts for $I \neq J$ have also been made. All the cases calculated with I > J show only about $1 \%$ difference, from the case where $J$ has the value of $I$, in the percentage of improvement of the Accelerated Alternating Halves method over either of the other two methods.

TABLE 2
Operations Required For Accelerated Point Gauss-Seidel (APGS), Accelerated Line GaussSeidel (ALGS), and Accelerated Alternating Halves (AAH) Methods When $33 \leq I(=J) \leq 257$

| Operation Type | $I(=J)$ | Number of Operations Per Iteration for |  |  | $\frac{A A H}{A P G S}$ | $\frac{\mathrm{AAH}}{\mathrm{AIGS}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | APGS | ALGS | AAH |  |  |
| * | 33 | 1024 | 384 | 180 | . 18 | . 47 |
| + | 33 | 3072 | 446 | 210 | . 07 | . 47 |
| $\doteqdot$ | 33 | 0 | 32 | 16 |  | . 50 |
| * | 49 | 2304 | 720 | 452 | . 20 | . 63 |
| + | 49 | 6912 | 814 | 522 | . 08 | . 64 |
| $\div$ | 49 | 0 | 48 | 36 |  | . 75 |
| * | 65 | 4096 | 1022 | 836 | . 20 | . 82 |
| + | 65 | 12288 | 1086 | 960 | . 08 | . 88 |
| $\div$ | 65 | 0 | 64 | 64 |  | 1.00 |
| * | 81 | 6400 | 2158 | 1388 | . 22 | . 64 |
| + | 81 | 19200 | 2398 | 1584 | . 08 | . 66 |
| $\div$ | 81 | 0 | 160 | 100 |  | . 62 |
| * | 97 | 9216 | 2878 | 2072 | . 22 | . 72 |
| + | 97 | 27648 | 3164 | 2354 | . 09 | . 74 |
| $\div$ | 97 | 0 | 192 | 144 |  | . 75 |
| * | 113 | 12544 | 3694 | 2896 | . 23 | . 78 |
| + | 113 | 37632 | 4028 | 3282 | . 09 | . 81 |
| $\div$ | 113 | 0 | 224 | 196 |  | .87 |
| * | 129 | 16384 | 4348 | 3844 | . 23 | . 88 |
| + | 129 | 49152 | 4604 | 4348 | . 09 | . 94 |
| $\div$ | 129 | 0 | 256 | 256 |  | 1.00 |
| * | 145 | 20736 | 6764 | 5012 | . 24 | . 74 |
| + | 145 | 62208 | 7340 | 5652 | . 09 | . 77 |
| $\div$ | 145 | 0 | 432 | 324 |  | . 75 |
| * | 161 | 25600 | 7996 | 6328 | . 25 | . 79 |
| + | 161 | 67800 | 8634 | 7118 | . 09 | . 82 |
| $\div$ | 161 | 0 | 480 | 400 |  | . 83 |

TABLE 2 - Continued

| Operation Type | $I(=J)$ | Number of Operations Per Iteration for APGS <br> ALGS <br> AAH |  |  | $\frac{\mathrm{AAH}}{\mathrm{APGS}}$ | $\frac{\mathrm{AAH}}{\mathrm{AL} \overline{\mathrm{G}} \mathrm{~S}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| * | 177 | 30976 | 9324 | 7800 | . 25 | . 84 |
| + | 177 | 92928 | 10025 | 8758 | . 09 | . 87 |
| $\div$ | 177 | 0 | 528 | 484 |  | . 92 |
| * | 193 | 36864 | 10362 | 9416 | . 26 | . 91 |
| + | 193 | 110592 | 10938 | 10556 | . 10 | . 97 |
| $\div$ | 193 | 0 | 576 | 576 |  | 1.00 |
| * | 209 | 43264 | 13930 | 11192 | . 26 | . 80 |
| + | 209 | 129792 | 14970 | 12532 | . 10 | . 84 |
| $\div$ | 209 | 0 | 832 | 676 |  | . 81 |
| * | 225 | 50176 | 15674 | 13116 | . 26 | . 84 |
| + | 225 | 150528 | 16792 | 14670 | . 10 | . 87 |
| $\div$ | 225 | 0 | 896 | 784 |  | . 88 |
| * | 241 | 57500 | 17514 | 15196 | . 26 | . 87 |
| + | 241 | 172800 | 18712 | 16982 | . 10 | . 91 |
| $\div$ | 241 | 0 | 960 | 900 |  | . 94 |
| * | 257 | 65536 | 18936 | 17416 | . 27 | . 92 |
| + | 257 | 196608 | 19960 | 19448 | . 10 | . 97 |
| $\div$ | 257 | 0 | 1024 | 1024 |  | 1.00 |

TABLE 3

Operations Required for Accelerated Point Gauss-Seidel (APGS), Accelerated Line Gaussm Seidel (ALGS), and Accelerated Alternating Halves (AAH) Methods When $129 \leq I\left(\mathrm{FJ}^{\mathrm{J}}\right) \leq 161$.

| Oper- <br> ation <br> Type | $I(=J)$ | Number of operations <br> Per Iteration for |
| :--- | :--- | :--- | :--- |
| APGS ALGS |  |  |$\quad$| AAH |
| :--- |$\quad$| AAH |
| :--- |
| APGS |$\quad$| ALGS |
| :--- |


| * | 129 | 16384 | 4348 | 3844 | . 23 | . 88 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| + | 129 | 49152 | 4604 | 4348 | . 09 | . 94 |
| $\div$ | 129 | 0 | 256 | 256 |  | 1.00 |
| * | 131 | 16900 | 5326 | 3998 | . 24 | . 75 |
| + | 131 | 50700 | 5846 | 4522 | . 09 | . 77 |
| $\div$ | 131 | 0 | 390 | 266 |  | . 68 |
| * | 133 | 17424 | 5672 | 4142 | . 24 | . 73 |
| + | 133 | 52272 | 6200 | 4682 | . 09 | . 76 |
| $\div$ | 133 | 0 | 396 | 274 |  | . 69 |
| * | 135 | 17956 | 6026 | 4282 | . 24 | . 71 |
| + | 135 | 53868 | 6562 | 4838 | . 09 | . 74 |
| $\div$ | 135 | 0 | 402 | 282 |  | . 70 |
| * | 137 | 18496 | 6116 | 4424 | . 24 | . 72 |
| + | 137 | 55488 | 6660 | 4996 | . 09 | . 75 |
| $\div$ | 137 | 0 | 408 | 290 |  | .71 |
| * | 139 | 19044 | 6482 | 4570 | . 24 | . 71 |
| + | 139 | 57132 | 7034 | 5158 | . 09 | . 73 |
| $\div$ | 139 | 0 | 414 | 298 |  | . 72 |
| * | 141 | 19600 | 6576 | 4724 | . 24 | . 72 |
| + | 141 | 58800 | 7136 | 5330 | . 09 | . 75 |
| $\div$ | 141 | 0 | 420 | 308 |  | . 73 |
| * | 143 | 20164 | 6670 | 4874 | . 24 | . 73 |
| + | 143 | 60492 | 7238 | 5498 | . 09 | . 76 |
| $\div$ | 143 | 0 | 426 | 316 |  | . 74 |

TABLE 3 - Continued


| * | 145 | 20736 | 6764 | 5012 | . 24 | . 74 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| + | 145 | 62208 | 7340 | 5652 | . 09 | . 77 |
| $\div$ | 145 | 0 | 432 | 324 |  | . 75 |
| * | 147 | 21316 | 7294 | 5184 | . 24 | . 71 |
| + | 147 | 63948 | 7734 | 5844 | . 09 | . 76 |
| $\div$ | 147 | 0 | 438 | 334 |  | . 76 |
| * | 149 | 21904 | 7394 | 5340 | . 24 | . 72 |
| + | 149 | 55712 | 7840 | 6018 | . 09 | . 77 |
| $\div$ | 149 | 0 | 444 | 344 |  | . 77 |
| * | 151 | 22500 | 7496 | 5504 | . 24 | . 73 |
| + | 151 | 67500 | 7946 | 6188 | . 09 | . 78 |
| $\div$ | 151 | 0 | 450 | 352 |  | . 78 |
| * | 153 | 23104 | 7596 | 5664 | . 25 | . 75 |
| + | 153 | 69312 | 8202 | 6378 | . 09 | . 78 |
| $\div$ | 153 | 0 | 456 | 362 |  | . 79 |
| * | 155 | 23716 | 7696 | 5832 | . 25 | . 76 |
| + | 155 | 71148 | 8310 | 6568 | . 09 | . 79 |
| $\div$ | 155 | 0 | 462 | 372 |  | . 81 |
| * | 157 | 24336 | 7796 | 6002 | . 25 | . 77 |
| + | 157 | 73008 | 8418 | 6756 | . 09 | . 80 |
| $\div$ | 157 | 0 | 468 | 382 |  | . 82 |
| * | 159 | 24964 | 7896 | 6176 | . 25 | . 78 |
| + | 159 | 74892 | 8526 | 6950 | . 09 | . 82 |
| $\div$ | 159 | 0 | 474 | 392 |  | . 83 |
| * | 161 | 25600 | 7996 | 6328 | . 25 | . 79 |
| + | 161 | 76800 | 8634 | 7118 | . 09 | . 82 |
| $\div$ | 161 | 0 | 480 | 400 |  | . 83 |

Cases where $J$ > I yield much different pesults, however. For example, when $I=65$ and $J$ assumes values ranging from 65 to 257 , the percentage of improvement remains almost constant, at the percentage of improvement when $I=J=65$. Thus, although the number of operations required depends on $J$, the percentage of improvement of the Accelerated Alternating Halves method over either of the other methods appears to be a function of only the value of $I$.

If we assume $h=k$, the rate of convergence of the Accelerated Point Gauss-Seidel method is less than the rate of the other two methods. From this and from the calculation of operation requirements, we conclude that the Accelerated Alternating Halves and the Accelerated Line Gauss-Seidel methods are both generally superior to the Accelerated Point Gauss-Seidel in a parallel processor environment. We also note that the Accelerated Alternating Halves method is consistently better than the Accelerated Line Gauss-Seidel. As we have just seen, the degree of improvement varies considerably ard tends to zero as I increases. Careful selection of I and $J$ can increase the improvement of the Accelerated Alternating Halves method over the Accelerated Line Gauss-Seidel.

### 5.2 Parallel versus Nonparallel

In the previous section we saw how the methods compare for particular values of the parameters. The basic assumption there was that the methods would be used on a parallel computer. We now return to the example of section 5.1 to see how the methods compare on a non-parallel computer and how much the operations counts for a method differ using a parallel as compared to a non-parallel machine. As in section 5.1, we assume $I=J=33, h=k=.1$, and that the initial error is to be decreased by a factor of $10^{-3}$. The Accelerated Point Gauss-Seidel method requires the following non-parallel operations:

$$
\begin{aligned}
& 189,440 \text { multiplications, and } \\
& 189,440 \text { additions. }
\end{aligned}
$$

The Accelerated Line Gauss-Seidel method requires the following non-parallel operations:

$$
\begin{aligned}
& 156,447 \text { multiplications, } \\
& 181,407 \text { additions, and } \\
& 26,686 \text { divisions, } \\
& \text { if } \omega \theta_{y} U_{[j-1]}^{(m+1)}, 2 \leq i \leq J-2, \text { is not stored for use in }
\end{aligned}
$$

the next iteration. If this quantity is retained to be used in the calculation of $U^{(m+2)}$, then the Accelerated Line Gauss-Seidel requires the same number of non-parallel
operations as does the Accelerated Alternating Halves:

$$
\begin{aligned}
& 131,487 \text { multiplications, } \\
& 176,415 \text { additions, and } \\
& 26,686 \text { divisions, }
\end{aligned}
$$

Assuming divisions and multiplications require approximately the same time, the latter two methods are slightly faster than the Accelerated Point Gaussm Seidel.

If we compare the non-parallel operation counts with the parallel operation counts of table 1 , we see a significant difference. Even if the non-parallel computer is as much as six times faster than the parallel machine, the latter could perform the calculations of the example in about l/l0 the time required by the nonparallel computer.

### 5.3 Further Improvements

The conclusions of the previous sections about the Accelerated Alternating Halves method are highly dependent on the particular algorithm used to determine operation counts. The goal in the selection of Chapter IV's algorithms was the maximization of processor use. Stone's algorithm appears to be the most efficient technique available for solving 4.3 .1 or 4.4 .1 with LU dem composition. If LU decomposition is not used, the
most likely approach involves initially finding
$A_{1}, 1_{1}^{-1}$ and then multiplying $A_{1,1} l^{-1}$ by the sum of products on the right of 4.3 .1 to obtain $\begin{gathered}U^{(m+1)} \\ {[i]}\end{gathered}$. When this technique is used with both the Accelerated Alternating Halves method and the Accelerated Line Gauss-Seidel method, the Accelerated Alternating Halves is faster than the other method. The large number of multiplications necessary with this technique, however, makes it considerably less efficient than the recursive doubling approach to $L U$ decomposition.

To determine how fully the algorithm of section 4.4 uses the 64 processors, we look at the individual steps. The first step can fully utilize all processors if, for example, $I-1$ is a multiple of 64 and $K$ is a multiple of 32. A similar result follows for steps 2, 3, and 4 if $K$ is a multiple of 64. When neither I - I nor $K$ is a power of two, $100 \%$ use of the pro-cessors is not possible. Because of this latter fact. some improvement of the algorithm would be possible. However, because there are cases where the processors are fully used, significant improvement does not seem likely.

As the above argument indicates, the conclusions about the Accelerated Alternating Halves method are
very dependent on the choice of 64 as the number of processors. When $I m 1$ is greater than 64 , for example, the Accelerated Line Gaussmseidel methoc is able to use all 64 processors most of the time. Since the Accelerated Alternating Halves method requires almost as many operations as does the Accelerated Line Gauss-Seidel, the difference between their processor use is small in such a case. In the example of section 5.l, the number of processors was greater than I. There we saw that the Accelerated Alternating Halves method requires only about $50 \%$ of the number of parallel operations required by the Accelerated Line Gauss-Seidel method. By increasing the number of processors to 256 , the common range of I should be less than the number of processors. The Accelerated Alternating Halves method, on the average, allows $K(I-I)$ operations to be done simultaneously, while the Accelerated Line Gauss-Seidel allows ony I - 1. Thus, the Accelerated Alternating Halves method would keep more of 256 processors busy and would complete an iteration with fewer parallel operations than would the other method. From this argument, we conclude that as the number of available processors increases, the Accelerated Alternating Halves will become a more valuable method.

Carroll, A.B., and Wetherald, R.T. "Application of Parallel Processing to Numerical Weather Prediction." Journal of the Association for Computing Machinery, $14(J u l y, 1967)$, 591-614.

Isaacson, E., and Keller, H.B. Analysis of Numerical Methods. New York: John Wiley and Sons, Inc., 1966.

Miranker, W. L. "A Survey of Parallelism in Numerical Analysis." SIAM Review, 13(October, 1971), 524-545.

Rosenfeld, J.L., and Driscoll, G.C. "Solution of the Dirichlet Problem on a Simulated Parallel Processing System." Information Processing 68 Proceedings of the IFIP Congress 68 , Edinburgh, Scotland, 5-10 August, 1968, 1, 499-507.

Stone, H.S. "An Efficient Parallel Algorithm for the Solution of a Tridiagonal Linear System of Equations." Journal of the Association for Computing Machinery, 20(January, 1973), 27-38.

Varga, Richard S. Matrix Iterative Analysis. Englewood Cliffs, N.J.: Prentice Hall, Inc., 1962.

## APPENDIX

Bibliography on Parallel Computers
and
Parallel Programming Techniques

The following bibliography is a survey of the last ten years' publications in the area of parallel computing. The listings have been organized into several subject groups, ranging from parallel programming in numerical analysis to parallel computer architecture. Most of the articles, it should be noted, deal with more than one subject area, but are listed only according to one area of emphasis.
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