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As the number of mobile devices accessing large-scale WLANs such as campus

and metropolitan area networks increases, the need for load balancing among the

cells becomes crucial. In addition, the network must also support some minimum

handoff tolerance defined by an application.

A number of load balancing techniques have been proposed in the literature that

focuses on formulating new load metrics rather than using Received Signal

Strength Indicator (RSSI) as the association metric. These schemes consider a

variety of factors such as number of STAs, enhanced RSSI, channel utilization,

queue length, bandwidth, and throughput to achieve balanced load. However,

some of these techniques require protocol modifications to both APs and STAs or

need special agents such as admission control server, extra software, and

switches. Others do not consider Quality of Service (QoS) requirements of

applications, which vary from one application to another, and thus do not satisfy



users requiring minimized handoff latency and real-time services. Moreover, most

techniques ignored the hidden node problem, which causes packet collisions and

thus the presence of such nodes can severely affect the performance of WLANs.

This dissertation proposes a new metric that provides load balance as well as

timely handoffs for WLANs by taking into account both direct and hidden node

collisions as well as the types of traffics in order to support QoS. Another novel

feature of the proposed method is the use of probe requests during the discovery

phase to monitor the states of the channels to determine the best Access Point

(AP) for association. Our simulation results show that the proposed method is

significantly better than relying only on signal strength in term of utilization,

end-to-end delay, collision rate, and packet loss.
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Chapter 1 – Introduction

Large-scale WLAN deployment is popular in locations such as conferences, univer-

sity campuses, and airports, as well as metropolitan areas due to their low cost and

ease of deployment [1]. A WLAN consists of multiple Access Points (APs) with

overlapping cells to provide a wide coverage and offers high transmission rates.

In current implementations, each user associates with an AP with the strongest

signal strength. However, recent studies have shown that this simple approach

leads to inefficient association of mobile stations (STAs) to available APs [2–7].

In particular, multimedia applications, such as streaming video and audio, video

conferencing, VoIP, and interactive games, require a certain level of guaranteed

Quality of Service (QoS) in terms of bandwidth, delay, jitter, and packet loss. Un-

even distribution of user loads among APs increases congestion and packet loss, and

thus reduces throughput. This results in inefficient medium utilization, reduced

performance, and occasionally, network collapse. Therefore, proper AP selection

is an important issue in WLANs.

A number of load balancing techniques have been proposed in the literature

that focuses on formulating new load metrics rather than using Received Signal

Strength Indicator (RSSI) as the association metric. These schemes consider a

variety of factors such as number of STAs [8], enhanced RSSI [7, 9], channel uti-

lization [10], queue length [11–13], bandwidth [14–16], and throughput [17, 18] to
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achieve balanced load.

However, there are several issues with these methods. First, most of these

methods require protocol modifications to both APs and STAs [8, 9, 19] or need

special agents such as admission control server [7], extra software [10, 16, 18], and

switches [20]. In addition, these approaches require APs to monitor the state of the

channels and the details of the entire network by using a lot of extra information

frames, which waste bandwidth and decrease overall throughput. Second, most of

the STA-based methods [11,12,14,15,17], which function without assistance from

APs, monitor the load after associating with an AP. Thus, a STA can only evaluate

the load balancing metric of the cell it is associated with, which results in extra

delay when the STA searches for a better channel and reassociates with another

AP. In addition, a ping-pong effect occurs when the STA frequently changes its

association, which in turn degrades the performance of WLANs. These limitations

do not satisfy users requiring minimized handoff latency and real-time services.

Third, prior techniques ignored the hidden node problem, which causes packet col-

lisions and thus the presence of such nodes can severely affect the performance of

WLANs. Fourth, most of the prior techniques do not consider QoS requirements

of applications, which vary from one application to another. For example, in load

balancing schemes that consider bandwidth as the main metric [14–16], all appli-

cation types are treated equally even though some applications do not have tight

constraints on bandwidth, such as email, file sharing, and web surfing. Although

there have been numerous research efforts that separately consider load balancing

with or without QoS and the hidden node problem for WLANs, unfortunately no
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work exists that considers both issues at the same time.

Therefore, this dissertation proposes a new Probe Request based Adaptive Load

Balancing Metric (PR-ALBM), which has several unique features. First, probe re-

quests are utilized during the discovery phase to unobtrusively observe the states

of all the adjacent channels to decide on the best AP to achieve a balanced load.

This is done by observing the frequency of DCF (Distributed Coordination Func-

tion) Interframe Spaces (DIFSs), probing delay, and different types of traffic to

evaluate not only contention rate but also end-to-end delay for each channel. Sec-

ond, a fixed, optimized backoff time, instead of random backoff time, is used for

probe request frames. The choice of backoff time, which is represented in terms of

number of slots, is optimized for each application to provide a sufficient amount

of time to properly observe the channel and yet lead to timely handoff. Third,

a load balancing metric is developed based on the probabilities of carrier sense

and hidden node collisions, where the former is based on the number of DIFS

and probing delay and the latter is modeled using an M/M/1/K queue. Finally,

PR-ALBM can be applied to all types of IEEE 802.11 networks, including IEEE

802.11e, without requiring any modification to the APs or new agents, such as load

balancing servers and extra software.
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Chapter 2 – Background

The basic Medium Access Control (MAC) mechanism of 802.11 is the Distributed

Coordination Function (DCF). Although IEEE 802.11 has become more and more

popular, it does not support QoS in terms of throughput, end-to-end delay, jitter

and packet loss.

IEEE 802.11e [21] is an enhanced version of IEEE 802.11 with improved DCF

and mechanisms similar to DiffServ, which is used in wired networks in order

to support QoS requirements. In IEEE 802.11e, each traffic is assigned one of

several user priorities according to the type of application. In addition, service

differentiation is performed using a different set of medium access parameters for

each user priority.

2.1 Distributed Coordination Function (DCF)

2.1.1 Introduction

The IEEE 802.11 standard provides MAC and Physical (PHY) layer functionality

for wireless connectivity of different types of STAs, which can be fixed or mobile

at pedestrian and vehicular speeds within a local area [22]. Table 2.1 shows the

basic comparison of the different 802.11 standards.

In June 1997, the Institute of Electrical and Electronics Engineers (IEEE) ini-
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tially released the 802.11 WLAN standard, which defines MAC and PHY layer

specifications [23]. The initial IEEE 802.11 standard defines an Infrared (IR) layer

and two different spread spectrum radio layers such as Frequency Hopping Spread

Spectrum (FHSS) and Direct Sequence Spread Spectrum (DSSS) with data rates

of 1 Mbps and 2 Mbps. The IR layer has not been popular, but FHSS and DSSS

are widely used within the 2.4 GHz band.

In 1999, the IEEE standardized two enhanced versions of 802.11a [24] and

802.11b [25]. 802.11b also operates in the 2.4 GHz band based on DSSS and at

speeds of up to 11Mbps. Most WLANs today comply with the 802.11b version

[22]. 802.11a operates in the 5 GHz band and at up to 54Mbps using Orthogonal

Frequency Division Multiplexing (OFDM).

In 2003, the IEEE released 802.11g [26], the third modulation standard based

on 802.11b in the 2.4 GHz band. It can support transmission rates higher than

802.11b (up to 54 Mbps) due to OFDM.

In 2009, the IEEE published 802.11n, which improves the previous 802.11 stan-

dards by using Multiple Input Multiple Output (MIMO) antennas. It operates not

only in the 2.4 GHz band but also in the less crowded 5 GHz bands.
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Table 2.1: Basic Comparison of Different 802.11 Standards.

Types 802.11b 802.11a 802.11g 802.11n

Release Sep 1999 Sep 1999 Jun 2003 Oct 2009

Frequency 2.4GHz 5GHz 2.4GHz 2.4GHz or 5GHz

Range 100-150ft 25-35ft 100-150ft 100-165ft

Speed (max) 11Mbps 54Mbps 54Mbps 540Mbps

Modulation DSSS OFDM OFDM OFDM
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2.1.2 IEEE 802.11 Design

The basic building block of the 802.11 standard is the Basic Service Set (BSS),

which is a set of all STAs that can communicate with an AP using the same

channel. There are two types of BSS: Infrastructure BSS and Independent BSS

(IBSS). Fig. 2.1 illustrates infrastructure BSS and IBSS, which are distinguished

by either the presence or the absence of an AP, respectively.

In an infrastructure BSS, all communications take place through the AP (called

a cell in cellular communications), including communications between STAs within

the same BSS. Therefore, BSS represents a basic service area covering a set of STAs

within the range of the AP. In addition, the infrastructure BSS adopts a BSS

identifier (BSSID) defined by the MAC address of the AP in order to distinguish

one BSS from an another.

In contrast, STAs in an IBSS can communicate directly with each other without

a backbone infrastructure IBSS is often referred to as an ad hoc network due to

quick network establishment and termination without a backbone infrastructure.
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Figure 2.1: Infrastructure BSS and IBSS.

Several BSSs can be connected together via a Distribution System (DS) in order

to extend network coverage to a larger area, which is called an Extended Service

Set (ESS). The IEEE 802.11 standard does not restrict the composition of the DS,

i.e., whether it is a IEEE 802 compliant network or not. A DS connects all the

APs and acts as a bridge, and thus forwards network traffic to a STA and supports

mobility of STA within an ESS. Fig. 2.2 shows an example of BSS and ESS.
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Figure 2.2: Figure of BSS and ESS.
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2.1.3 Distributed Coordination Function (DCF)

The IEEE 802.11 MAC defines two different access mechanisms, Distributed Coor-

dination Function (DCF) and Point Coordination Function (PCF). DCF is manda-

tory and the primary access protocol for sharing of the wireless medium between

STAs and APs. Therefore, most traffic uses DCF since multiple STAs can trans-

mit their data frame without central control regardless of whether infrastructure

BSS or IBSS is employed. The optional PCF is priority based and provides a

contention-free channel access mechanism. In PCF, STAs do not contend for the

wireless medium and instead access to the medium is controlled by point coordi-

nators that reside in APs. This dissertation discusses the operations of DCF in

detail since our proposed metric is related to DCF.

DCF is the basis of Carrier Sense Multiple Access and Collision Avoidance

(CSMA/CA). A STA first checks that the medium is available before transmitting a

frame, which is called carrier sensing. In DCF, there are two types of carrier sensing

functions: physical carrier sensing and virtual carrier sensing. Both functions are

concurrently used to sense the medium and enable the MAC coordination to decide

the status of the medium. Physical carrier sensing is provided by the physical

layer and its result is sent to the MAC layer. On the other hand, virtual carrier

sensing is provided by the Network Allocation Vector (NAV) performed by the

MAC coordination. NAV is a timer for indicating how long the medium is busy

and is set in the duration field of 802.11 frames. This information is used to reserve

the channel for a certain time period as shown in Fig. 2.3. A STA that acquires
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the medium reserves it by setting the NAV to the expected time to complete

the current transmission. Meanwhile, other STAs sensing the medium read the

duration field and count down from NAV to zero. When the NAV becomes zero,

it indicates the medium is idle.

Figure 2.3: MAC Frame Format and Duration Field.
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If the medium is idle for a time period equal to that of DCF Inter-Frame

Space (DIFS) and Random Backoff (RBO), the STA starts transmission, but other

STAs wait until the medium becomes idle again during the DIFS and RBO time

period. When the receiver successfully receives the frame, it replies by sending an

Acknowledge (ACK) frame after a Short Inter-Frame Space (SIFS) time period.

The IEEE 802.11 defines four different interframe spaces in order to coordinate

access to the medium. Fig. 2.4 illustrates the relationship of these spaces. Techni-

cally, these spaces provide different levels of priority for different types of frames,

such as ACK, RTS/CTS, management, and data frames.

Figure 2.4: Relationship of Interframe Space.

SIFS is the shortest of the interframe spaces and is used by ACK and RTS/CTS

frames. Since SIFS is shorter than PIFS or DIFS, the ACK and RTS/CTS frames

have priority over other types of frames that can be transmitted from STAs. The

second shortest interframe space, PCF Inter-Frame Space (PIFS), is used by AP in

the PCF mode for contention free operation. For example, STAs controlled by PCF

can send a frame after the PIFS has elapsed. Therefore, they have priority over

another data frame transmitted from a STA in the DCF mode. DIFS represents the
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longest interframe space and is used prior to sending data frames and management

frames.

2.1.3.1 Random Backoff Procedure with DCF

IEEE 802.11 adopts a Collision Avoidance (CA) scheme to avoid collisions. This

is because, unlike wired networks, collisions are hard to detect in wireless net-

works and waste valuable transmission capacity. In a wired ethernet environment,

transceivers can transmit and receive at the same time and thus collisions can be

detected. However, it is not possible to transmit and receive frames at the same

time on the same channel using radio transceivers [22]. Therefore, WLANs adopt

the CA scheme instead of collision detection (CD) schemes used in Ethernet to

reduce collisions.

In order to perform CA in WLANs and thus reduce the probability of collisions

among STAs in the same channel, a STA waits an additional time period, called

a Random Backoff (RBO) time, following DIFS and before transmitting a frame.

The RBO period is determined by the Contention Window (CW) consisting of

CW slots, where the length of a slot depends on the underlying physical layer.

RBO can be represented by the equation

RBO = Random() · SlotT ime, (2.1)

where Random() is a pseudo-random integer drawn from a uniform distribution
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over the interval [0, CW-1] and SlotTime is a constant value that depends on the

physical layer.

The STA starts decrementing its assigned RBO time slots by one slot during

the RBO process as the medium is sensed to be idle for DIFS. When the medium

is busy by other STAs during the RBO period, its counter is not decremented. The

RBO process will resume when the medium is sensed again to be idle for DIFS.

Finally, the STA can transmit when the RBO timer reach zero.

Figure 2.5: Exponential Random Backoff.

Fig. 2.5 illustrates the exponential Random Backoff process. Initially, the CW

size is set to a CWmin value, which is the minimum size of CW when the STA

first attempts to send a frame. However, when a collision occurs, CW increases

exponentially up to a maximum value, CWmax. The size of CW is limited by

the underlying PHY layer. For example, in the case of DSSS, the size of CWmin
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and CWmax are 32 and 1024, respectively. Therefore, the size of CW increases

exponentially (i.e., 32, 64, 128, 256, 512, and 1024) as shown in Fig. 2.5. When

CW reaches its maximum size, this value is used until it can be reset. The CW is

reset when transmission is successful or the number of retransmissions for a frame

reaches a limit, referred to as the Maximum Retry Limit.

2.1.3.2 Hidden node problem and RTS/CTS Mechanism

A hidden node collision occurs when multiple nodes that cannot sense each other

transmit at the same time. Thus, the presence of such nodes can severely affect

the performance of WLANs. Moreover, the importance of handling the hidden

node problem has increased with the increase of uplink data for applications such

as VoIP, video gaming, and video conferencing. The hidden node problem is well

known in ad hoc networks; however, relatively little work has been done to consider

the problem in wireless infrastructure networks.

The IEEE 802.11 standard defines Request To Send (RTS) and Clear To Send

(CTS) mechanisms to prevent hidden node collisions. Fig. 2.6 illustrates the

RTS/CTS handshake process by exchanging RTS and CTS control frames.

When STA 1 has a frame to transmit, it starts the process by transmitting

an RTS control frame and the receiver, STA 2 responds with a CTS frame after

waiting for a SIFS time period. Then, STA 1 can transmit the frame. RTS/CTS

can reserve the medium for the required duration of the complete frame exchange

sequence including data frame and ACK using the NAV mechanism. In addition,
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collisions are prevented because hidden nodes for STA 1 are noticed by the CTS

from STA 2, which significantly reduces hidden node collisions.

Although RTS/CTS is designed to mitigate the hidden node problem, a signifi-

cant amount of overhead is incurred and thus is typically not used in infrastructure

mode [18]. Moreover, efficiency will be seriously degraded when small data frames

are retransmitted.

Figure 2.6: RTS/CTS Handshake Process.

2.1.4 Summary

DCF is based on Carrier Sense Multiple Access with Collision Avoidance (CSMA/CA).

When STAs need to access a WLAN in either infrastructure or ad hoc mode, each

STA checks whether the medium is idle before attempting to transmit a frame.

Two types of carrier sensing functions, i.e., physical and virtual, are performed to
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determine if the medium is available. Virtual carrier sensing is provided by the

Network Allocation Vector (NAV), which is a timer for indicating how long the

medium is busy and is set in the duration field of 802.11 frames. A STA that

acquires the medium reserves it by setting the NAV to the expected time to com-

plete the current transmission. Other STAs sensing the medium read the duration

field and count down from NAV to zero. When the NAV becomes zero, it indi-

cates the medium is idle. The STA then waits for the channel to become idle for

the Distributed Coordination Function Interframe Space (DIFS) and performs the

exponential Random Backoff procedure.

The random backoff period is determined by the Contention Window (CW)

consisting of CW slots, where the length of a slot depends on the underlying

physical layer. The backoff period is determined by a random integer drawn from

a uniform distribution over the interval [0, CW-1]. The STA transmits a frame

after waiting for its assigned random backoff time. When the medium is busy by

other STAs during the random backoff, its counter is not decremented. This way,

random backoff time is the only factor that determines priorities among contending

transmissions.

When the receiver (i.e., AP) receives the frame, it sends back an Acknowledge-

ment (ACK) frame after waiting for Short Interframe Space (SIFS). Since SIFS

is shorter than DIFS, the ACK frame has priority over data frames that can be

transmitted from other STAs. When the STA does not receive an ACK, it con-

siders the frame to be lost and retransmits the frame. The size of CW is initially

assigned to CWmin. However, the size of CW is doubled each time a frame is lost
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with an upper bound of CWmax. When the transmission succeeds, CW is reset to

CWmin.

2.2 Enhanced Distributed Coordination Function (EDCF)

2.2.1 Introduction

IEEE 802.11 DCF only provides best effort service and does not differentiate be-

tween different types of data traffic. However, there has been a significant increase

in the use of mobile devices, not only various notebooks and netbooks, but also

smart phones (e.g., iphone, Galaxy S) and tablet devices (e.g., iPad and Galaxy-

tab) that can access WLANs using various applications.

Some of these applications, such as multimedia applications, require a certain

level of guaranteed service, Quality of Service in terms of throughput, end-to-end

delay, and packet loss, which vary from application to application. For example,

VoIP has tight constraints on end-to-end delay, while FTP has tight constraints on

data loss. Technically, all application types are treated equally by the IEEE 802.11

DCF even though some applications have tighter constraints on throughput, delay,

and packet loss.

Therefore, IEEE 802.11e was developed to provide QoS for delay sensitive

WLAN applications, such as streaming video and VoIP. IEEE 802.11e introduces

Enhanced Distributed Coordination Function (EDCF), which is designed to pro-

vide prioritized QoS by supporting differentiated, distributed access to the medium



19

using different priorities for different types of data traffic similar to Diffserv in a

wired network.

2.2.2 Enhanced Distributed Coordination Function (EDCF)

EDCF specifies enhanced interframe space, random backoff, and reservation mech-

anisms for the channel to support QoS.

Table 2.2: Priority and Access Category in 802.11e.

User Priority (UP) Access Category (AC) Types of Traffic

1 (lowest) 0 (BK) Background

2 0 (BK) Background

0 1 (BE) Best Effort

3 1 (BE) Best Effort

4 2 (VI) Video

5 2 (VI) Video

6 3 (VO) Voice

7 (highest) 3 (VO) Voice

IEEE 802.11e defines eight User Priorities (UPs) and four Access Categories

(ACs) for different types of data traffic as shown in Table 2.2. Each frame from
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the higher layer is assigned an UP ranging from 0 to 7 and is mapped to an AC

according to the type of data traffic. Note that UP0 has higher priority than UP1

and UP2. The ACs are classified into Background (BK), Best Effort (BE), Video

(VI), and Voice over IP (VO), where BK has the lowest priority and VO has the

highest priority.

Technically, each AC uses a different set of parameters shown in Table 2.3 in

order to obtain differentiated service, which results in contention differentiation.

Table 2.3: EDCF Parameters.

AC CWmin CWmax AIFSN TXOP (DSSS)

BK CWmin CWmax 7 0

BE CWmin CWmax 3 0

VI (CWmin+1)
2

− 1 CWmin 2 3.008 ms

VO (CWmin+1)
4

− 1 (CWmin+1)
2

− 1 2 1.504 ms

Fig. 2.7 shows the EDCF mechanism, which provides differentiated access based

on special parameters called Arbitration Interframe Space (AIFS) and Transmis-

sion Opportunity (TXOP) as shown in Table 2.3.

AIFS is the time period the medium has to be idle before a STA performs a ran-

dom backoff and is similar to DIFS in DCF. However, AIFS values are determined
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Figure 2.7: AIFS Relationships and TXOP Limit.

by ACs based on the following equation:

AIFS[AC] = SIFS + AIFSN [AC]× SlotT ime, (2.2)

where SIFS and SlotT ime are the same as those in DCF, and AIFSN [AC] is the

AIFS number, which is differentiated by the ACs. As can be seen by the default

AIFSN values in Table 2.3, traffic with a high priority AC has a lower AIFSN

than a low priority AC. Therefore, high priority ACs ensure that delay sensitive

applications do not suffer from long delays. The duration of different AIFSs are

shown in Fig. 2.7.

The CWmin and CWmax parameters in EDCF are applied based on Table 2.3.

The higher the AC priority, the lower the values for both CWmin and CWmax.

Therefore, ACs with lower CW values result in shorter backoff times and thus

shorter medium access delays.

TXOP is the time period that a STA is allowed to transmit consecutive frames

of the same AC separated by SIFS and ACK as shown in Fig. 2.7. This significantly
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reduces delay for applications with high priority ACs (i.e., VO and VI). As shown

in Table 2.3, the high priority ACs obtain the medium for longer durations of

TXOP than do low priority ACs (i.e., BK and BE). The TXOP value of zero for

BK and BE indicates that consecutive frame transmissions are not allowed for

these low priority ACs. Each STA has four transmit queues that are maintained

by EDCF as shown Fig. 2.8.

Figure 2.8: EDCF and Four Queues.
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2.3 Association and Handoff in WLANs

In an infrastructure BSS, a STA must associate with an AP to obtain network

service. Therefore, association is the crucial process for STAs to join a WLAN.

The association process includes discovery, authentication, and association phase.

The discovery phase, which involves identifying an AP for a network service in a

STA’s area, starts with probing for an available AP using either passive or active

scanning.

In passive scanning, a STA switches its transceiver to a channel and waits

for a beacon signal from an AP, or waits for a predefined maximum duration as

defined by the channel time parameter, which is longer than the beacon interval.

The beacon information gathered from APs on all the channels is used choose the

best AP to associate with. However, a typical beacon interval is 100ms and the

predefined maximum duration is longer than 100ms. Thus, STAs must wait for a

very long time in order to search all possible channels, which results in high packet

losses during handoff.

For these reasons, active scanning is implemented as shown in Fig. 2.9. In

active scanning, a STA broadcasts a probe request frame specifying a particular

Service Set IdentiFier (SSID) and waits for either an indication of an incoming

frame or waits for Minimum Channel Time (MinChannelTime) to expire. If the

STA receives a probe response, it means one or more APs exist in the channel.

Therefore, the STA waits until the Maximum Channel Time (MaxChannelTime),

which has a typical value of 11ms. MinChannelTime is shorter than MaxChan-
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nelTime to keep the overall handoff delay low, but it should be long enough for

a STA to receive a possible response. This process is repeated for every channel.

Then, the STA selects the best AP based on the information obtained from the

probe response frames.

Figure 2.9: Active Scanning.
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After scanning, the last two steps of the association process involve authentica-

tion and reassociation. Authentication is the process that a STA uses to announce

its identity to the selected AP. In the IEEE 802.11 standard, authentication is

performed using open system or shared key. Open system authentication is the

default method for IEEE 802.11.

The STA initiates the association processes with a unicast management frame

and an association request frame, then the AP replies with an association response

frame to the STA. Finally, the STA can obtain network service.

The handoff process in WLANs is same as that of association. In the IEEE

802.11 standard, a STA senses the degradation of signal quality in the current

channel as a STA moves from one BSS to another. The reduced signal strength of

the current channel causes the STA to start the handoff process to another BSS.

2.4 QualNet

The work in this dissertation makes use of the QualNet tool for network mod-

eling and simulation. QualNet [27] is a network simulator based on the C++

programing language for both wireless and wired communication networks. It is

derived from Global Mobile Information System Simulator (GloMoSim) that was

first released in 2000 by Scalable Network Technologies (SNT). However, QualNet

is supervised by both SNT and GloMoSim, and it is developed and maintained by

the UCLA Parallel Computer Lab. QualNet Developer is a discrete event simula-

tor and has models and libraries for common network protocols that are provided
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in source form. QualNet is organized by the Open Systems Interconnection (OSI)

stack, which provides easy implementation and the building of new protocols in

addition to network modeling at different layers. Therefore, QualNet provides a

comprehensive set of tools with all the components for custom network modeling

and simulation projects [27].

QualNet provides three different graphical modes such as design mode, visual-

ization mode, and analyzer statistical graphic mode. The design mode is used to

create and design simulations, the visualize mode is used to execute and animate

experiments created in the design mode, and the analyzer statistical graphic mode

displays statistical results generated from a QualNet simulation.

QualNet uses a layered architecture, which is similar to that of the TCP/IP net-

work protocol stack. Within that architecture, where data moves between adjacent

layers. Fig. 2.10 shows the QualNet protocol stack and the general functionality

of each layer. For example, the link (MAC) layer provides link by link transmis-

sion as in the TCP/IP network protocol. At the source node, the link (MAC)

layer receives data from the network layer and passes the data to the PHY layer

for transmission over the wired or wireless channel. At the receiving node, the

link (MAC) layer receives data from the PHY layer and forwards the data to the

network layer.
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Figure 2.10: Qualnet Protocol Stack.
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Chapter 3 – Related Work

3.1 Load Balancing Methods

A number of techniques have been proposed that considers network load rather

than just RSSI as the association metric for WLANs.

The load balancing metrics proposed in [7–9] consider factors such as the num-

ber of users currently associated with an AP, the mean RSSI value of users currently

associated with an AP, or the RSSI value and the bandwidth that can be obtained

when a new user associates with an AP. However, these methods require protocol

modifications on the AP side, and the number of users and RSSI alone cannot

be used to predict the probability of collisions and the available bandwidth in the

network.

In [10, 14], a STA observes the skewed time period of beacon frame receptions

to estimate channel utilization or available bandwidth. However, the observation

time increases because beacon frames are usually transmitted every 100 ms. The

authors in [16] proposed bandwidth as the main metric, which is the percentage

of time the AP is busy transmitting or receiving data during some time interval.

However, each STA needs to be equipped with extra client software and wastes

bandwidth by introducing additional test traffic.

Traffic Shaping [12] limits the maximum number of packets that can exist in
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the queue of an AP. Selective dropping [11] prevents a new user from entering

the system when the maximum number of users has been reached, so that offered

throughput per each user remains above the specified threshold. These proposals

are beneficial since overloading often results in queue overflow, which then increases

the frame drop rate. However, Selective Dropping may worsen the starvation of

some users, while Traffic Shaping restricts the throughput of individual connections

in order to accommodate all users.

The authors in [13] proposed IQU, a practical queue-based user association

management method for heavily loaded WLANs. IQU maintains a queue of users

requesting network accesses, and only the STAs that can be simultaneously ac-

commodated are permitted to access the network. Although each user is granted a

fair opportunity to access the network while maintaining high overall throughput,

admitted users are limited to assigned work periods and those not permitted need

to wait in a queue for admission. These limitations can not accommodate users

requiring minimized handoff latency and real time services, such as multimedia

applications, for an extended period with the AP.

In [18,20], requests are accepted if the predicted load level after the association

does not exceed some threshold, and a heavily loaded AP can disassociate a STA

from its Basic Service Set (BSS) by sending an unsolicited disassociation frame.

These approaches need modification to APs, and incur additional overhead since

the AP needs to know not only the neighboring APs’ load information but also

the details of the entire network. 802.11k [19, 28] is expected to improve IEEE

802.11 by allowing a dynamic adaptation to the radio environment. For example,
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a STA may request various information from other STAs or APs by exchanging

extra measurement requests and report frames. However, most architectural and

station service lists specified by the IEEE 802.11 standard, such as frame formats

and procedures, need to be changed and a lot of extra measurement frames are

needed not only in a BSS but also in an Extended Service Set (ESS). These incur

wasted bandwidth by introducing a lot of extra measurement frames and decrease

the overall throughput. Moreover, it needs extra time in order to converge towards

an appropriate result in the case of burst pattern traffic since it may have different

reports from different STAs.

The proposed PR-ALBM eliminates the shortcomings of these existing meth-

ods. First, the use of probe requests eliminates the need for extra information

frames and long delays waiting for beacon frames from APs or searching for a bet-

ter channel. Second, PR-ALBM is a STA-based method and thus it avoids issues

suffered by AP-based methods, such as starvation of some users and throughput

restriction of individual connections. Third, prior techniques ignored the hidden

node problem, which is becoming more important with the increase in uplink data

for applications such as VoIP, video gaming, and video conferencing. Finally, PR-

ALBM considers QoS requirements of applications without any modification to

the APs or without requiring any types of agents.
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3.2 Handoff Delay

A number of techniques have been proposed to reduce handoff delay. These tech-

niques focus on optimizing the probing process, since the probing delay represents

more than 90 percent of overall handoff delay [29,30].

In [31], handoff delay is reduced by using extra hardware in the form of addi-

tional radios. One radio is used for packet transmission, while the other radio is

used for background scanning and pre-associating with alternate APs. Selective

Active Scanning [32] uses an overlay sensor network to detect APs and the quality

of their transmission channels. For example, a STA broadcasts an AP list request

to the nearby sensor nodes, and starts the active scanning process based on this

list.

In SyncScan [33], APs send staggered periodic beacons that allow a STA to scan

for additional APs while still being associated with its current AP. In contrast,

a STA actively probes for APs in [34]. Both techniques are achieved by either

passively or actively scanning for available APs in the background [33,34].

In [35], the authors limit the number of channels to be probed by defin-

ing the topological placement of APs and the mobility patterns of STAs using

what is called the Neighbor Graph. A proposal in [36] predicts the next point-

of-attachment based on signal strength, which minimizes the number of probes

during handoffs. Mhatre and Papagiannaki [37] have shown that the use of long-

term trends in signal strength measurements allow for better handoff decisions.

However, they can frequently fail to provide correct Next-AP predictions because
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STA movement was not always identical to the last path.

Unfortunately, these proposals only consider handoff delay and do not take into

effect load balancing, which causes serious imbalance of user loads among APs and

thus substantially reduces the network performance.
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Chapter 4 – The Proposed Method: PR-ALBM

Although there have been numerous research efforts that separately consider load

balancing with or without QoS, the hidden node problem, and handoff issues for

WLANs, unfortunately no work exists that considers all these issues at the same

time.

The proposed PR-ALBM eliminates the shortcomings of these existing meth-

ods. First, the use of probe requests eliminates the need for extra information

frames and long delays waiting for beacon frames from APs or searching for a

better channel in order to timely handoff. Second, PR-ALBM is a STA-based

method and thus it avoids issues suffered by AP-based methods, such as starva-

tion of some users and throughput restriction of individual connections. Third,

prior techniques ignored the hidden node problem, which is becoming more impor-

tant with the increase in uplink data for applications, such as VoIP, video gaming,

and video conferencing. Finally, PR-ALBM considers QoS requirements of appli-

cations without any modification to the APs or without requiring any types of

agents.

Note that the proposed PR-ALBM utilizes probe requests to observe the state

of the channel and determines the best AP for association to balance the network

load. Therefore, it can be applied to any application; however, VoIP is considered

as a case study due to its delay sensitivity and has one of the shortest handoff
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requirements. In addition, PR-ALBM is presented based on 802.11b, which has

the slowest transmission rates and longest SlotT ime, DIFS, and SIFS among all

the 2.4 GHz IEEE 802.11 networks (i.e., 802.11 b/g/n).

4.1 Timely Handoff Using Optimized Backoff Time

PR-ALBM uses a fixed, optimized backoff time, instead of random backoff time for

probe request frames. The choice of backoff time, which is represented in terms of

number of slots, is optimized for each application to provide sufficient amount of

time to observe the channel and yet result in timely handoff.

Fig. 4.1 illustrates the timing for the discovery, authentication, association,

and a successful data frame transmission. In order to obtain the most appropriate

backoff time and thus provide timely handoff, the total delay Dtotal between when

the first probe request is transmitted and when the association response is received

needs to be known, which is given as

Dtotal = Dprobe +Dauth +Dassoc, (4.1)

where Dprobe represents the probing delay, Dauth is the authentication delay, and

Dassoc is the association delay.
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Figure 4.1: Total Delay between Probe Request Frame and Data Frame.
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Dprobe is defined by the following equation:

Dprobe =n · (DIFS · d+RBO + PT )+ (4.2)

n · (ttx + tprop + tch + tswitch),

where n is the number of channels, d is the average number of DIFSs, RBO is the

average random backoff time, PT is the average pause time during the discovery

phase, ttx and tprop are transmission and propagation time of the probe frame,

respectively, tch is the channel time, and tswitch is the channel switch time.

PT represents the additional pause time required when the medium is busy

by other STAs or AP, and thus RBO is not decremented. Fig. 4.2 illustrates an

example scenario consisting of four contending STAs, where STA1 observes the

traffic of the other three STAs. The RBO values in terms of number of slots for

STAs 1-4 are 9, 2, 5, and 7, respectively. The groups of slots indicated by (A),

(C), (E), and (G) represent parts or sections of RBO or CW slots, while the

other groups of slots indicated by (B), (D), and (F) are parts of PT . Note that

the slot time, i.e., SlotT ime, is a constant value found in the STA’s Management

Information Base (MIB). The SlotT ime for 802.11b is 20 µs, which results in a

PT value of 200 µs for STA1.

The value tch can be either minimum channel time (tmin) or maximum channel

time (tmax). tmin is the minimum amount of time a STA has to wait on an empty

channel. On the other hand, tmax is the maximum amount of time a STA has to

wait to collect all the probe responses, which is used when a response is received
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within tmin. Note that tch is always less than or equal to tmax. Finally, tswitch is

the average time required to switch from one channel to another.

Figure 4.2: Differentiation between RBO and PT.

In order to provide timely handoff, Dtotal should not be greater than some

minimum tolerance level defined by a multimedia application. For example, the

handoff delay for VoIP is recommended to be no greater than 80 ms [38–42]. In

our previous work [43, 44], Dauth and Dassoc were measured to be 6 ms and 4

ms, respectively, which are similar to the experimental results in [29] and ns-2

simulation results in [45]. Therefore, Dprobe for VoIP should be less than 70 ms.

Since APs in the adjacent cells use only non-overlapped channels 1, 6, and 11

to reduce interference among the cells [1, 44, 46], i.e., n=3, the time required to

probe each channel should be lower than 23.3ms. Suppose that tch is 11 ms (i.e.,

tch = tmax), ttx and tprop are both 1 µs, and tswitch is 5 ms [45]. Then, the following

inequality can be obtained from Eq. 4.2:
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DIFS · d+RBO + PT ≤ 7.3ms. (4.3)

SIFS is equal to 10 µs in 802.11b, which leads to DIFS of 50µs = SIFS +

2 · SlotT ime. In 802.11e, the management frames have the highest priority and

are thus classified into AC of 3 [23], which leads to AIFSN[3]=2. Therefore, AIFS

for probe requests is 50 µs from Eq. 2.2, and is the same as DIFS. Therefore,

determining optimum backoff time for non-QoS and QoS WLANs is identical.

As can be seen from Fig. 4.2, PT is proportional to d, and thus, can be written

as

PT = d ·m · SlotT ime, (4.4)

where m is the average number of pause slots in a section of PT , and thus term

m · SlotT ime represents the average pause time of a section. For example, STA1

observes 4 DIFSs and 10 pause slots in Fig. 4.2. Therefore, the average pause time

in a section is 50 µs. Therefore, solving for RBO in Eq. 4.3 leads to the following

equation:

RBO ≤ 50µs ·
(

146−
(

1 +
2

5
m
)
· d
)
. (4.5)

RBO can also be represented by the equation:

RBO = optBO · SlotT ime, (4.6)

where optBO is the optimized backoff time that provides a sufficient amount of

time to observe the channel and leads to a timely handoff. Based on Eqs. 4.6 and
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4.5, optBO can be written as

optBO ≤ 5

2
·
(

146−
(

1 +
2

5
m
)
· d
)
. (4.7)

Figure 4.3: optBO as function number of d.

Fig. 4.3 shows optBO as a function of d and m based on Eq. 4.7. The figure

shows that d is positive as a function of m for different optBO values, except for

the cases of 512 slots and 1024 slots, where d becomes negative. These two cases

are impossible and indicate that optBO values of 512 and 1024 cannot satisfy the

delay requirement. This figure also shows that the best candidate for optBO is 256

slots since it provides the longest duration for observing the state of the channel.
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Figure 4.4: optBO as function number of m.

Fig. 4.4 also shows optBO as a function of m and d based on Eq. 4.7. The figure

shows that m is positive as a function of d for different optBO values, except for

the cases of 512 slots and 1024 slots, where m become negative. This result is

very similar to that of Fig. 4.3. Thus, these two cases are impossible and indicate

that optBO values of 512 and 1024 cannot satisfy the delay requirement. This

figure also shows that the best candidate for optBO is 256 slots since it provides

the longest duration for observing the state of the channel, which is same result of

Fig. 4.3.

Both figures, Fig. 4.3 and Fig. 4.4 show that the best candidate for optBO is 256

slots since it provides the longest duration for observing the state of the channel.
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However, m and d, and thus optBO, may not exactly follow the analytical results

shown in Fig. 4.3 due to variations in a real environment. Therefore, the optBO

value of 128 slots will provide some cushion for these errors. Our simulation results

also show that the best value of optBO for VoIP is 128 slots (see Sec. 5.3).

4.2 PR-ALBM

Based on the optBO discussed in Sec. 4.1, PR-ALBM considers QoS requirements

of applications, which vary from one application to another. Therefore, it adopts

end-to-end delay and throughput as main factors for VI and VO, and considers

collision rate as the main factor for BK and BE. PR-ALBM observes the number

of DIFSs and Dprobe during the discovery phase to estimate the contention rate

of all the adjacent channels in non-QoS WLANs. In addition, the types of traffic

loads of all the adjacent channels are observed for QoS WLANs. The details of

PR-ALBM are presented in the flow chart shown in Fig. 4.5.

In order to achieve balanced load in a non-QoS WLAN, PR-ALBM is defined

by the probability that a STA x successfully transmits a data frame on channel i,

P i
x, which is represented as

P i
x = (1− P i

DC) · (1− P i
HC), (4.8)

where P i
DC and P i

HC represent the probabilities that a data frame experiences a

direct collision and a hidden node collision in a channel, respectively. A direct
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collision occurs when two STAs that can sense each other start transmitting pack-

ets at the same time, while a hidden node collision occurs when multiple far away

nodes that cannot sense each other transmit at the same time.

!"#
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Figure 4.6: Hidden Node Collision in the Three-entity Topology.

Fig. 4.6 depicts the conditions under which hidden node collisions occur. The

dashed and dotted circles around STAs x and h represent their carrier sense and

transmission ranges, respectively, while the circle around the AP represents its

transmission range. This figure shows that STAs x and h cannot hear each other,

but AP hears both. Therefore, the transmission from STA x will collide with the

transmission from STA h.
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To estimate P i
DC , a time-slot based observation method is used as was shown

in Fig. 4.2. As can be seen in Fig. 4.2, the number of DIFSs for STA 1-4 is

4, 1, 2, and 3, respectively, and the number of contending frames observed by

STA 1-4 is 3, 0, 1, and 2, respectively. Therefore, the number of DIFSs increases

in proportion to the number of contending frames and thus, the contention rate

can be estimated by observing the number of DIFSs. Probe delay represents the

total time delay between the time attempt to transmit a probe request frame and

receive a probe reply frame, and includes all types of delays during one channel

probing phase, such as contention delay to seize the channel, transmission delay,

propagation delay, and queuing delay at AP. Therefore, as contention increases,

the probe delay increases.

Moreover, the ratio of d and the probe delay increase, as the level of contention

increases in a channel. Therefore, both factors are used to estimate the contention

rate, P i
DC as follows:

P i
DC = α · di ·Di

probe, (4.9)

where di and Di
probe are the total number of DIFSs (or AIFSs) and the probing

delay in channel i. On the other hand, α represents a weight that normalizes P i
DC

to be a fraction. Thus, 0 < α ≤ 1
di·Di

probe
.

Unlike P i
DC , P i

HC cannot be evaluated by observing the channel since hidden

nodes cannot be heard. Instead P i
HC is modeled using an M/M/1/K queue at each

STA, which follows the Poisson process with packet arrival rate of λ, and service
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rate of µ. Thus, the probability distribution of the service time (T ) is exponential

with a mean of 1/µ. Since the queue can hold at most K packets, any additional

packet will be refused entry into the system. Therefore, λ and µ based on the

Birth-Death process shown in Fig. 4.7 are given as follows:

λk =


λ k ≤ K

0 k > K

µk = µ k = 1, 2, · · · , K (4.10)
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Figure 4.7: State-transition Diagram for M/M/1/K.

P i
HC is divided into two conditional probabilities representing when the queue

length is greater than zero and when it is zero. Let qh denote the queue length

at a hidden STA h. Then, the probability that a hidden node collision (HC) will

occur with STA h is given as

P i
HC =

K∑
k=0

P{HC, qh = k} (4.11)
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P i
HC =P (HC | qh > 0) · P (qh > 0) (4.12)

+ P (HC | qh = 0) · P (qh = 0).

If qh > 0, then STA h has packets in its queue and they will be transmitted.

Therefore, the conditional probability that packets from STAs x and h will collide,

i.e., P (HC | qh > 0), is one. In addition, even if the queue in STA h is empty at

t = 0, a collision will occur only if a packet arrives at queue of STA h before t = T .

Since STA h follows the Poisson process with the arrival rate of either λh or 0 and

service rate of µ, P (HC | qh(0) = 0) follows an exponential distribution given by

P (HC | qh = 0) = 1− e−ρh , ρh = λ/µ. (4.13)

Therefore, Eq. 4.12 can be rewritten as

P i
HC = 1 · P (qh > 0) + (1− e−ρh) · P (qh = 0) (4.14)

The probability that the queue length will be zero, P (qh = 0) = P0, can be

obtained from the Birth-Death process and is given as (see Sec. A)

P0 =
1

1 +
K∑
k=1

k−1∏
j=0

λj
µj+1

. (4.15)

The probability that the queue length will be k, Pk, is obtained based on the
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finite Markov chain diagram shown in Fig. 4.7, which leads to

Pk =


P0

(
λ

µ

)k
k ≤ K

0 k > K

(4.16)

Thus, P (qh = 0) is given by

P (qh = 0) = P0 =
1− λ

µ

1−
(
λ
µ

)K+1 =
1− ρ

1− ρK+1
. (4.17)

Therefore, the following equation can be obtained for PHC :

P i
HC =

(
1− 1− ρ

1− ρK+1

)
+ (4.18)

(
1− e−ρh

)
·
(

1− ρ
1− ρK+1

)
.

For QoS WLANs, PR-ALBM considers CWmax and AIFS as shown in Ta-

ble 2.3 since their lengths differentiate an application’s priority. Moreover, high

ACs such as VO and VI have much more opportunity to seize the channel than

BE and BK, which results in minimum delay and high throughput. As can be seen

in Fig. 4.8, there is significant difference in maximum waiting time composed of

AIFS and CWmax between high and low ACs. For example, VO and VI have 18

and 34 slots respectively, for maximum waiting time. On the other hand, BE and

BK have 1027 and 1031 slots, respectively. The difference between VO and VI is

significantly smaller than the difference between VI and BE or BK. The same phe-

nomenon can be observed in Fig. 4.9. Therefore, PR-ALBM takes into account the
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number of higher value ACs obtained during the discovery phase and then avoids

channels with large volume of such traffic. This is done by counting the number

of VO and VI types in each channel. Then, the AP with the smallest number of

VOs and VIs is chosen as the best AP. If there is a tie, then PR-ALBM considers

the number of DIFS and the Dprobe.

Figure 4.8: Maximum Waiting Time for Accessing a Channel.

Figure 4.9: Minimum Waiting Time for Accessing a Channel.
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The types of traffic loads are obtained from the QoS subfield and Traffic Iden-

tifier (TID) in the MAC header shown in Fig. 4.10 [21]. The TID field supports

8 different user priorities and the QoS subfield indicates whether a STA wants to

use QoS. For example, if the QoS subfield is set to 1 and the TID field is set to 6,

the traffic type is voice classified into AC [3] as indicated in Table 2.2.
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Figure 4.10: QoS Subfield and TID Field in the MAC Header.
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Chapter 5 – Simulation and Analysis

5.1 Simulation Environment

This section evaluates the accuracy of our model with QualNet [27] based on the

simulator parameters shown in Table 5.1, Table 5.2 and two scenarios discussed

below. Our simulation is based on an infrastructure WLAN with three overlapped

cells without Request-to-Send (RTS) and Clear-to-Send (CTS) handshake. Al-

though RTS/CTS is designed to mitigate the hidden node problem, a significant

amount of overhead is incurred and thus is typically not used in infrastructure

mode [18]. There are two different types of scenarios for simulation and analy-

sis. One evaluates the accuracy of PR-ALBM in non-QoS WLANs and another

evaluates that in QoS WLANs. For both scenarios, the simulation results are the

average of 100 simulation runs and the positions of STAs are different for each run.

5.1.1 Scenario 1

Fig. 5.1 shows the simulation topology for Scenario 1, which is implemented in

order to verify optBO for timely handoff and evaluate the accuracy of PR-ALBM

for non-QoS WLANs. The accuracy of our metric is measured by varying the

number of contending STAs and the number of backoff slots. For each simulation

run, a STA (i.e., STA x) using VoIP, based on G.711 codec with packetization
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Figure 5.1: Simulation Topology (Scenario 1 ).

interval of 20 ms and packet size of 120 bytes, enters the area overlapped by AP2,

AP3, and AP4 with random speeds of 1∼4 miles/h and random routes of 1, 2,

and 3 representing its relative proximity and thus RSSI to AP2, AP4, and AP3,

respectively. In addition, the number of STAs in each cell randomly varies from 3

to 20, and these STAs are positioned within a cell in such a way that they can all

sense each other, except one STA that is positioned to act as the hidden node for

STA x. Each STA generates UDP packets at a constant interval of 200 ms with

packet size of 256 bytes.
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Table 5.1: Simulation Parameters (Scenario 1).

Parameters Scenario 1 Parameters Scenario 1

Simulation Time 1000 seconds DIFS 50µs

Radio Types 802.11b CWmin 31

Number of APs 4 CWmax 1023

Channels 1, 6, & 11 Dauth 6ms

Number of STAs 1∼50 Dassoc 4ms

Applications Types CBR & VoIP tswitch 5ms

Data Rates 64Kbps∼2Mbps tch 11ms

Slot time 20µs Propagation delay 1µs

SIFS 10µs
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5.1.2 Scenario 2

Figure 5.2: Simulation Topology (Scenario 2 ).

This scenario shown in Fig. 5.2 is implemented to evaluate the accuracy of PR-

ALBM for QoS WLANs. STA x using VoIP enters the area overlapped by AP2,

AP3, and AP4 with random speeds between 1∼4 miles/h and random routes of

1, 2, and 3, again representing its relative proximity to APs, while it monitors the

number of high priority AC traffics for all nearby channels. STAs are distributed

across the three cells in such a way to represent different network loads not only in

terms of the number of STAs but also traffic type. AP2 has 3 STAs composed of
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1 BK STA, 1 VI STA, and 1 VO STA. AP3 has 6 STAs consisting of 2 BK STAs,

2 VI STAs, and 2 VO STAs. AP4 has 9 STAs with 3 BK STAs, 3 VI STAs, and 3

VO STAs. As in Scenario 1, each voice flow uses G.711 codec with a packetization

interval of 20 ms and packet size of 120 bytes. BK traffic is generated at a constant

interval of 200 ms with a constant packet size of 256 bytes. VI traffic is generated

the same way as BK traffic because it leads to more reasonable results than using

different traffic sizes and intervals [47–49]. In addition, the simulation results are

obtained the same way as in Scenario 1.

Table 5.2: Simulation Parameters (Scenario 2).

Parameters Scenario 2 Parameters Scenario 2

Simulation Time 1000 seconds DIFS 50µs

Radio Types 802.11b CWmin BK(31),VI(15),VO(7)

Number of APs 4 CWmax BK(1023),VI (31),VO(15)

Channels 1, 6, & 11 Dauth 6ms

Number of STAs 1∼25 Dassoc 4ms

Type of App. BK, VI, & VO tswitch 5ms

Data Rates 64Kbps∼2Mbps tch 11ms

Slot time 20µs Prop. delay 1µs

SIFS 10µs AIFSN BK(7),VI&VO(2)
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5.2 Evaluation Parameter

Some applications, such as multimedia applications require a certain level of guar-

anteed QoS in terms of throughput, delay, and packet loss. These requirements

significantly vary from application to application in WLANs. For example, VoIP

has tight constraints on end-to-end delay while FTP is prone to data loss. There-

fore, the parameter used to analyze a certain application is very important to

conduct a fair evaluation.

For the proposed metric, our evaluation is performed based on the following

parameters : utilization, end-to-end delay, and data loss. This is because the value

of utilization indicates performance rate, which is represented as successful frame

delivery. In addition, end-to-end delay represents the total delay between source

STA and destination STA and longer delays strongly restricts the performance of

application. Data loss indicates the busy state of a channel.

5.2.1 Utilization

Utilization is one of the most important parameters for measuring the perfor-

mance of wireless LANs and is defined as the achieved throughput related to the

net bitrate, which is the transmission rate of the physical layer, in bit/s of a com-

munication channel. For example, if the throughput is 1.5Mbit/s with a 2Mbit/s

transmission rate in an IEEE 802.11 WLAN, the channel utilization is 0.75. There-

fore, a large utilization value indicates high performance. Utilization is given as
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utilization =
achieved throughput (bits/s)

transmission rate (bits/s)
. (5.1)

where the achieved throughput is the average rate of successful frame delivery

over a communication channel. The achieved throughput is usually measured in

bits per second and is given as

throughput =
total number of delivered packet · packet size (bits)

total time duration of delivery (sec)
. (5.2)

Utilization is one of the most important parameters for measuring the per-

formance of a wireless LAN. This is because utilization also indicates consumed

bandwidth, corresponding to achieved throughput. Most multimedia applications,

such as streaming media, VoIP, and video conferencing can be classified as uti-

lization sensitive applications. These applications require constant bandwidth and

may seriously suffer when they connect with higher utilization channels. There-

fore, STAs using multimedia applications need to avoid associating with channels

of higher utilization and select channels which have the smallest value of utilization.

5.2.2 End-to-end Delay

End-to-end delay is another important measurement, which represents the total

delay between the time of generating a frame at the sender and the time of receiving

the frame at the receiver. Therefore, end-to-end delay includes all types of delays
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during the whole transmission time period : transmission delay, propagation delay,

processing delay, and queueing delay and is given as

Dendtoend = Dtrans +Dprop +Dqueuing +Dproc, (5.3)

where Dtrans represents the transmission delay, Dprop is the propagation delay,

Dqueuing is the queuing delay in routers, and Dproc is the processing delay.

Transmission delay is the amount of time required to transmit data into the

wireless channel, which is caused by transmission rate or link bandwidth of the

wireless link. It is given as the following formula:

Dtrans =
frame size (bits)

transmission rate (bits/s)
. (5.4)

For example, the transmission delay is 4ms when a frame with 512 bytes trans-

mits over the wireless link of 2 Mbps.

The propagation delay is the amount of time for a frame required to travel in

the wireless link which is located between sender and receiver and is given as

Dprop =
d

propspeed
. (5.5)

where d is the distance of the link, which is the distance between sender and

receiver, whereas propspeed is the propagation speed over the wireless medium. In

wireless communication, it is the speed of light.
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Queueing delay is the amount of time for a frame waits in the queue before it

is transmitted. The delay depends on the queue size and the number of arriving

frames already waiting in the queue. As the line of frames waiting in the queue

increases, the queuing delay is longer.

Processing delay is the amount of time required to examine the packet’s header,

check for bit level errors, and determine the direction of the packet. However, the

delay value is typically on the order of ms or less, thus usually ignored in simulation

study [42].

Longer end-to-end delay strongly restricts the performance of interactive real-

time applications such as VoIP, video conferencing, and multiplayer network games.

This is because longer delays severely decrease the performance of these applica-

tions. For example, end-to-end delays of smaller than 150ms are not perceived by

a human; 150ms to 400ms may be acceptable but is not ideal; more than 400ms

is often unacceptable in VoIP [42].

5.2.3 Data Loss

Data loss usually increases as traffic increases, thus it indicates the busy status

of a channel. Although a lost packet may be retransmitted from a sender to a

receiver, a lot of retransmissions seriously decrease the performance of the channel.

Therefore, our performance measurement for a STA includes not only utilization

and end-to-end delay, but also packet loss in terms of collision rate and drop rate.
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5.2.3.1 Collision rate

In order to calculate collision rate, the formula is given as

Colrate =
Ncol

Nframe

. (5.6)

where Colrate represents the collision rate, Ncol is the total number of collisions

and Nframe represents the total number of frames sent from a STA.

5.2.3.2 Drop rate

The drop rate is given as

Droprate =
Ndrop

Nframe

. (5.7)

where Droprate represents the drop rate, Ncol is the total number of drop frames

and Nframe represents the total number of frames sent from a STA.

Elastic applications such as email, FTP, and web surfing are generally data

oriented. They generally have longer end-to-end delay and low utilization tolerant

but are strictly loss sensitive and require reliable data transfer [42].
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5.3 Simulation Results - Scenario 1

5.3.1 Number of DIFSs
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Figure 5.3: Number of DIFSs vs. Number of STAs for Different Number of Backoff
Slots (Scenario 1).

Fig. 5.3 shows the number of DIFSs as function of number of STAs and backoff

slots. The average number of DIFSs is around 2∼9 slots. With the exception of the

default random backoff (RBO), which is 32 slots, the number of DIFSs increases

almost linearly for different values of backoff slots. For example, when a STA

chooses a fixed number of backoff slots of 1024 and there are three contending

STAs, it observes on average two DIFSs before it can transmit a probe request

frame. Moreover, the number of DIFSs increases linearly from 3 to 13 as the
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number of STAs increases from 5 to 20. In contrast, when a STA adheres to

the default random backoff mechanism, it only observes one DIFS regardless of

the number of STAs. Therefore, the default random backoff does not provide a

sufficient amount of time to properly observe the state of the channel.
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5.3.2 Probing Delay

Figure 5.4: Probing Delay vs. Number of STAs for Different Number Backoff Slots
(Scenario 1).

Fig. 5.4 shows the probing delay as a function of the number STAs and backoff

slots. The probing delay increases slightly as the number of STAs increases. In

contrast, the delay increases significantly as the number of backoff slots increases.

Based on the VoIP probing delay requirement of less than 23.3 ms (see Sec. 4.1),

which is indicated by the dotted line in Fig. 5.4, backoff slots of 512 and 1024

do not satisfy the delay requirement. The result for 256 backoff slots indicates

that when the number of STAs is between 3 and 8, the delay requirement can

be satisfied. However, when the number STAs exceeds 8, the delay requirement

cannot be satisfied. Therefore, choosing a backoff slot of less than 256 will provide

timely handoff.
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5.3.3 Probability of Direct Collision
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Figure 5.5: Probability of Direct Collision vs. Number of STAs for Different
Number Backoff Slots (Scenario 1).

Fig. 5.5 shows PDC as a function of the number of STAs with different numbers

of backoff slots that would satisfy the delay requirement. It is important to note

that these results, with the exception of the dotted line indicated as ‘simulation’,

were generated using Eq. 4.9 based on the number of DIFSs shown in Fig. 5.3 and

probing delays shown in Fig. 5.4. For this simulation, α is given as 1· 1
sec

for Eq. 4.9

because the values of di are between 2 and 8 and the values of Di
probe are between

0.008 msec and 0.018 msec, and thus, the values of di·Di
probe are much less than

1. In addition, the purpose of estimating PDC is to relatively select the best AP

among candidates. If the values of di·Di
probe are greater than 1, α should be 0
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< α ≤ 1
di·Di

probe
. On the other hand, the result indicated by the dotted line was

generated by keeping track of the actual number of collisions that occured during

simulation. As can be seen from the figure, the result for the backoff time of 128

slots is the closest to the simulation result, which indicates that the best value for

optBO is 128 slots.



65

5.3.4 Probability of Hidden Node Collision
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Figure 5.6: Probability of Hidden Node Collision vs. Number of STAs (Scenario
1).

Fig. 5.6 compares PHC from Eq. 4.18 and the simulation results as a function

of ρ with queue size of K = 1 and K > 100. The figure shows that the analytical

result matches the simulation result when the queue size is over 100. Note that

K = 292 for simulation, which is the default queue size in Qualnet [27]. Therefore,

the simulation results refer the plot of K = 292. As can be seen from the figure,

the analytical results for K = 292 matches with the simulation results, which show

that the probability of hidden node collisions is strongly related to ρ. For example,

when the ρ is 0.1, the collision probability is around 20%.
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5.3.5 PR-ALBM vs. RSSI
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Figure 5.7: PR-ALBM vs. RSSI for non-QoS WLAN (Scenario 1).

Fig. 5.7 compares the performance of PR-ALBM against using simple RSSI for

the cell that the STA associates with. Results are given in terms of utilization

(i.e., the proportion of throughput utilized by the traffic in a cell), collision rate,

average jitter, and average end-to-end delay, with each method reporting both

worst case and average values. The PR-ALBM results in choosing an AP with

lower utilization, which means that the available utilization for STA is higher.

Furthermore, it chooses the AP with lower collision rate, lower jitter, and shorter

delay than RSSI in both worst case and average values. This shows that the simple

RSSI approach leads to inefficient association of STAs to available APs, which is

similar to the results found in [2–5,7].
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5.4 Simulation Results - Scenario 2

5.4.1 Characteristics of ACs

Figure 5.8: Average Utilization of ACs (Scenario 2).

Fig. 5.8 compares the average utilization of each AC traffic in different APs.

As can be seen, VO traffic has the highest utilization and is stable across all APs.

In contrast, the utilization of BK traffic is significantly lower in AP4, which has

the largest number of high ACs (6 versus 2 for AP2 and 4 for AP3), while that of

VI traffic is similar across all three APs. This is because high priority ACs restrict

low priority ACs and their effect increases as their numbers increase in a cell.

Fig. 5.9 compares the average end-to-end delay of each AC traffic in different

APs. These results are based on a configuration where the four APs are connected
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Figure 5.9: End-to-end Delays of ACs (Scenario 2).

to a switch which in turn is connected to a server that also acts as the destination

server. Therefore, end-to-end delay represents the time duration between data

frame transmissions from a STA to the destination server. Fig. 5.9 shows that VO

traffic has the most stable end-to-end delay across all three APs. BK traffic in AP4

experiences the largest end-to-end delay because it has the largest number of high

priority ACs. In addition, the delays for VO traffic are significantly less than BK

and slightly less than VI in AP4. This is strongly related to the EDCF parameters

shown in Table 2.3. That is, although VO traffic has the shortest AIFS, which is

the same as VI, but it has shorter CW than VI. Therefore, VO traffic experiences

the shortest waiting time to access the channel and thus much more opportunity

to transmit frames than VI and BK resulting in shorter delay.
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Figure 5.10: Collision Rates of ACs (Scenario 2).

The collision rate results in Fig. 5.10 are directly related to Fig. 5.9. In this

figure, VO traffic has a significantly lower collision rate than VI or BK traffic and

is relatively constant across all three APs. On the other hand, the collision rate

of BK traffic significantly increases as the number of high priority ACs increases.

This is because BK traffic has the largest CW and AIFS, and thus results in a

higher level of contention among several BK flows. It is interesting to note that VI

traffic experiences higher collision rates than expected. This is because VI traffic

constantly generates packets every 200 ms similar to BK traffic. However, the rate

of increase is much more gradual and much smaller than BK traffic.

The results in Fig. 5.11 are also directly related to Fig. 5.10. In this figure,

BK traffic has the largest drop rate in AP4 while VO and VI traffics experience
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Figure 5.11: Drop Rates of ACs (Scenario 2).

no packet drops. This result is related to Fig. 5.10 in the sense that BK traffic has

the largest CW and AIFS and results in higher level of contention among several

BK flows. Although it does not experience packet drops with small numbers of

high priority ACs, it significantly increases as the number of high priority ACs

increases.

In summary, the number of high priority ACs ultimately determines the load

of a cell and the cell with the least number of high priority ACs should be chosen

as the best AP for association. These results are similar to those found in [50–55].
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5.4.2 PR-ALBM vs. RSSI

Figure 5.12: PR-ALBM vs. RSSI for QoS WLAN (Scenario 2).

Fig. 5.12 compares the overall performance of PR-ALBM against RSSI for QoS

WLANs in terms of utilization, average end-to-end delay, collision rate, and drop

rate. The simulation results are similar to those of non-QoS WLAN in Fig. 5.7.

The PR-ALBM method chooses the AP that has shorter end-to-end delays, lower

drop rates, and lower collision rates than RSSI in both worst and average cases.

This shows that PR-ALBM is applicable for both non-QoS and QoS WLANs.
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Chapter 6 – Conclusion

This dissertation proposed a new load balancing metric called PR-ALBM. The

unique features of PR-ALBM are the use of probe requests to observe the channel

and analytical models to estimate the characteristic of traffics and probability

of collision for all surrounding channels. Our simulation results show that the

proposed metric is accurate and thus very applicable in all types of IEEE 802.11

WLANs for applications requiring timely handoff and load balance.
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Chapter 7 – Future Work

As part of future research, we plan to investigate couple of issues not only for load

balance in infrastructured network but also for building a new routing protocol in

ad-hoc network.

First, an enhanced probability metric of hidden node collisions will be developed

and integrated into PR-ALBM. This can be achieved from not only the probability

of hidden node collision metric based on traffic loads introduced in this dissertation

but also the difference between the estimated number of nodes in a BSS based on

the number of DIFS during the probe request period and the real number of nodes

informed from AP during the probe reply period.

Second, we plan to develop a new routing algorithm for military Mobile Ad-hoc

NETworks (MANETs). MANETs are considered as one of the network technolo-

gies for Network Centric Warfare (NCW) because they require no infrastructure or

pre-configuration, and thus they can be used to dynamically create communication

networks for groups of wireless users in any situation, such as open areas, moun-

tain regions, and urban area (see Sec. B.1). Therefore, routing protocols are crucial

for maintaining some degree of connectivity, even as network topology frequently

changes based on the movement of military forces. In order to develop a new algo-

rithm, we plan to consider the mobility models of not only ground forces such as

infantry, tank, and artillery but also Unmanned Aerial Vehicles (UAVs) for provid-
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ing communication support to troops on the ground (see Sec. B.1). These models

consider real military tactical mobility and situation. We proposed a new ground

mobility model, called Urban Military Operation Mobility Model (UMOMM) which

will be set for ground mobility model and UAV mobility model is planned to be

developed with several ground tactical issues (see Sec. B.1). This is because one

of the missions of UAV is to provide communication support to troops on the

ground. Then, we will develop a new routing algorithm for MANETs. This will

be done by considering several military tactical environments. First, military com-

mand structure needs to be reflected in the routing protocol since traffics from

each unit commander must be transferred within a given amount of bandwidth.

Second, traffics from different emergency situation such as medical, chemical, and

warfare dangerous situation will be taken into account. Third, commanders need

to monitor everything from their solders, such as operation situation and medical

state, and report the combined information to his directive commander. Therefore,

understanding how PR-ALBM will perform under these conditions is crucial for

properly adjusting some of the parameters such as utilization, end-to-end delays,

and packet loss.
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Appendix A – Birth-Death Queuing Systems

The Markov process, named after the creator Andrey Markov, is a stochastic pro-

cess holding a Markov property in terms of memorylessness. That is, its past states

are irrelevant and its future state is determined only by its most recent state. A set

of random variables X forms a Markov chain if the probability that the next state

is xn+1 depends only upon the current state xn, regardless of the state’s previous

history [56]. Therefore, Markov property may be written as

P [X(tn+1) = xn+1 | X(tn) = xn, X(tn−1) = xn−1, · · · , X(t1) = x1] = (A.1)

P [X(tn+1) = xn+1 | X(tn) = xn]

where t1 < t2 < · · · tn < tn+1 and xi are included in some discrete state space.

Birth-Death process is a special case of a Markov process in which transitions

from state K are permitted only to neighboring states K + 1, K, and K − 1. The

state transition rate diagram for the Birth-Death process is shown in Fig. A.1.

Figure A.1: State Transition Rate Diagram for the Birth-Death Process.
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The transitions are permitted only from state K to neighboring states K + 1

or K − 1. A transition from K to K + 1 denotes a birth and a transition from

K to K − 1 is referred to as a death in the state transition rate diagram for the

Birth-Death process. In Fig. A.1, the state K in equilibrium, which clearly depend

on time, can be observed as following a set of differential difference two equations:

dPk(t)

dt
= −(λk + µk) · Pk(t) + λk−1 · Pk−1(t) + µk+1 · Pk+1(t), (k ≥ 1) (A.2)

dP0(t)

dt
= −λ0 · P0(t) + µ1 · P1(t), (k = 0) (A.3)

A Birth-Death system becomes more complicated and unmanageable when a

complex time dependent birth-death situation is consider due to a lot of transient

behaviors. A queue is in equilibrium if the following equation exists where the

probabilities Pk(t) keep constant as t goes to infinity and show no more transient

behavior.

Pk = lim
t→∞

Pk(t) (A.4)

If Eq. A.4 exists, a differential-difference equation, dPk(t)
dt

, becomes zero as t

increases to infinity. Therefore, Eq. A.2 and Eq. A.3 will be given by

0 = −(λk + µk) · Pk + λk−1 · Pk−1 + µk+1 · Pk+1, (k ≥ 1) (A.5)

0 = −λ0 · P0 + µ1 · P1, (k = 0) (A.6)
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Eq. A.5 and Eq. A.6 can be reformulated as given below since negative number

of population is not allowed:

0 = −(λk + µk) · Pk + λk−1 · Pk−1 + µk+1 · Pk+1 (A.7)

Eq. A.7 can also obtained by inspecting the state K in equilibrium as shown

in Fig. A.1 and expressed as follows:

λk−1 · Pk−1 + µk+1 · Pk+1 = (λk + µk) · Pk (A.8)

Therefore, the probability of state K = 1 is given as

P1 =
λ0
µ1

· P0 (A.9)

Then, the probability of state K = 2 with Eq. A.8 and Eq. A.9 is represented

by the following equation:

P2 =
λ0λ1
µ1µ2

· P0 (A.10)

In such way, the general probability of state K will be expressed using the

following two equations:

Pk =
λ0λ1 · · ·λk−1
µ1µ2 · · ·µk

· P0 (A.11)

Pk = P0

k−1∏
i=0

λi
µi+1

. (A.12)
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Since the summation probability of all state is one, the probability of state zero

can be obtained from Eq. A.14:

∞∑
k=0

Pk = 1 (A.13)

P0 =
1

1 +
∞∑
k=1

k−1∏
i=0

λi
µi+1

. (A.14)
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Appendix B – Routing Protocol for NCW

B.1 Network Centric Warfare and MANETs

Network Centric Warfare (NCW) is a new theory that focuses on increasing com-

bat effectiveness by linking or networking resources among military forces, and

its fundamental goal is to provide accurate, detailed, real-time information to all

levels of command and control. In NCW, future soldiers will be equipped with an

integrated set of high-technology devices such as GPS, wireless communications,

and sensors. These will be linked to an array of real-time and archived battlefield

information resources. Moreover, these soldiers will form Mobile Ad-hoc NETworks

(MANETs) to provide crucial information, such as videos and pictures of combat

situations as well as location and vital signs of soldiers, back to the command

structure.

MANETs are considered as one of the network technologies for NCW because

they require no infrastructure or pre-configuration, and thus they can be used to

dynamically create communication networks for groups of wireless users in any sit-

uation, such as open areas, mountainous regions, and urban areas. In a MANET,

the network topology frequently changes based on the movement of mobile nodes,

e.g., soldiers and Humvees. Therefore, routing protocols are crucial for maintaining

some degree of connectivity, even as nodes move. There are a number of routing
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protocols for MANETs, which include proactive and reactive routing protocols.

However, the performance of routing protocols has been difficult to properly eval-

uate because of lack of mobility models that realistically represent the behavior of

mobile nodes in military situations.

Although there have been many research efforts on synthetic entity and group

mobility models, they cannot be applied in realistic combat operation scenarios.

This is because mobile nodes in military situations are not independent but typ-

ically related to each other and have more complex mobility scenarios depending

on tactical situations and military units. For example, one typical characteristic of

military operations is that a group can dynamically partitioned into subgroups or

merge with another group. For instance, in urban areas, a number of army units

will first mobilize outside the urban area. When operation orders are given, the

units will move toward their destinations within the urban environment. During

the operation, a group may be divided into several subgroups where some of the

subgroups are assigned new tasks while the rest of the subgroups continue towards

their original objectives. After completing their new missions, subgroups will rejoin

its main force.

Therefore, we proposed Urban Military Operation Mobility Model (UMOMM)

with several unique features considering real military tactical environment as fol-

lows:

First, UMOMM is a military mobility model for infantry with restrictions on

movements within an urban area which has become increasingly important for sim-

ulating modern battlefield situations encountered by troops. It adopts a platoon,
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typically the smallest military unit, as the basic group model. A platoon can be

dynamically partitioned into smaller squads each with a new task and they can

be merged with its main force at an arbitrary point on the platoons. Moreover,

mobility of platoons can be extended to model operations of all military units such

as company, battalion, and division. The initial model of squad unit is as shown

in Fig. B.1.

Figure B.1: Model Initialization.

Second, mobility patterns differ depending on the involved mission of each

platoon, such as surveillance, gaining control of maneuver routes and intermediate

locations, and occupying assigned locations on the map. In addition, UMOMM

can model situations where each group encounters various obstacles constructed

by hostile forces and must overcome them to reach the destination. The movement

model including group partitioning, merging, and blocking area for UMOMM is as

shown in Fig. B.2.

Finally, the UMMOM is used for military urban operation in urban. Fig. B.3

shows downtown of Portland, an example of urban area and the abstracted topol-
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ogy of the area.

Figure B.2: Group Partitioning, Merging, and Blocking Area.

Figure B.3: Downtown of Portland and Abstracted Topology.

We plan to develop an UAV mobility model taking into account several issues

as follows: First, UAVs can operate autonomously and maintain network connec-

tivity among UAVs and provide coverage to its tactical operation area. Second,

movement characteristics include speed, altitude, relative direction angle of UAVs.
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Therefore, UAVs act as prominent radio nodes that connect disconnected ground

radio nodes, thus they increase node connectivity and operational range for ground

forces as shown in Fig. B.4. In addition, UAV mobility model, referred to as UAV-

UMOMM, needs to be integrated with Ground-UMOMM to better understand the

viability of the NCW concept.

Figure B.4: Increase Node Connectivity and Operation Range.

B.2 Routing Protocol for UAV/Ground-UMOMM

The objective of building an UAV mobility model is to develop UAV/Ground-

UMOMM to study the effectiveness of UAVs for providing communication support

to troops on the ground. Obviously, a new routing protocol considering military

tactical environment discussed above is required to implement NCW. In order to

build a new protocol, we adopt MANET communication between nodes based on

military command structure because MANET has been evaluated as an efficient

network for military tactical requirements, such as quick termination and estab-
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lishment of network. In addition, we also consider military command structure

and emergency situation. Therefore, the protocol should be a hierarchical routing

protocol.

Fig. B.5 and Fig. B.6 show the topology for our future study. Fig. B.5 also

shows an example of a NCW conceptual model for UAVs consisting of several types

of ground forces, i.e., infantry, tank, and artillery, and Tactical Operation Center

(TOC). A military unit, e.g., division, consists of a set of sub-units that cover

a tactical operation area. Each sub-unit forms a cluster so that all of its mem-

bers can communicate with each other, and it has a commander (head) that can

communicate with other sub-unit commanders. Sub-unit commanders can commu-

nicate with low-altitude UAVa, and these UAVs form a MANET to communicate

amongst each other. Low-altitude UAVs can communicates with a high-altitude

UAV and high-altitude UAVs may communicate with Tactical Operation Center

Head Quater (TOC HQ) or TOC Division via satellite.
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Figure B.5: NCW Conceptual Model.
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Figure B.6: UAV and Ground Network Topology.




