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 Various methods and techniques have been introduced and applied to 

advance the state of the art of mobile wireless communications technology. For 

example, some techniques are applied to overcome the problem of multipath caused 

by the mobile environment. Multipath produces replicas of the wanted signal which 

arrive at the receiver with different time delays. If not dealt with properly, this 

environment will greatly deteriorate the quality of the wanted signal. The so-called 

multiuser feature of many wireless communication systems will also add some 

interference to the signal of interest.   

 This thesis makes an attempt to improve the performance of wireless 

communication systems that use either pilot-based or blind equalization techniques 

to obtain channel side information. Specifically, these techniques are concerned with 

the estimation of multipath parameters in order to improve system performance. By 

inserting some pre-defined code which is called a pilot code on each pre-defined 

segment of a data block, we can recover the signal by pilot-based methods. Using an 

adaptive method, some knowledge of the channel characteristics and input source, 

we can achieve acceptable error rate using blind equalization as an alternate solution 



to pilot-based. Finally, new enhancements are added to blind equalization to improve 

its performance further. 
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PERFORMANCE OF MC-CDMA WITH PILOT CODE AND 
BLIND EQUALIZATION ALGORITHM. 

 

1. INTRODUCTION 

 
 Cellular telephony has undergone a tremendous growth since its inception 

in 1976. One of the first mobile radio services was established in New York City, 

and could only accommodate 543 users [36,38]. This is in contrast to today’s 

Personal Communications Systems (PCS), which use digital technology to support 

a great many users. Today, the so-called Third Generation (3G), which is a mobile 

wireless communication system that involves internet access and multimedia, is 

close to being realized. The increasing number of users gives rise to some issues. 

For example, when many users are present in the system, their signals utilize 

common shared resources and result in Multiple Access Interference (MAI) and co-

channel interference. These issues will bring the bit error rate performance of a 

communication system down. Moreover, the mobile terrestrial environment 

produces multipath interference.  

 In order to resolve the problem of multipath, a good candidate is Orthogonal 

Frequency-Division Multiplexing (OFDM) technique, which was pioneered by 

R.W.Chang. Later, he patented it. Given a spectrum bandwidth using a single 

carrier at a high rate, there is a chance that the signal will suffer Intersymbol 

Interference (ISI) because the spectrum is bigger than the coherence bandwidth 

[35,37,43]. If we could separate the signals and transmit them in parallel at lower 

speeds using multiple carriers, instead of transmitting them in serial mode, we have 

a chance to make each carrier experience a non-frequency selective channel. That 

is, the coherence bandwidth is larger than the signal’s spectrum. Ove Edfors et al 

[4] provide some ideas on how OFDM can be implemented to serve this purpose.  
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 To improve performance, we could insert a pilot signal on the user’s signal 

frame [1,13]. The pilot signal will help us to estimate the channel condition. 

Having pilot symbols on our system lead us to choose a good filter for 

interpolation, and give us the best estimation of the channel condition. Either the 

Wiener filter, Minimum Mean Squared Error (MMSE) or other kinds of advanced 

filters will do well for this purpose. 

 Although people still try to use it, OFDM technology alone cannot be used 

efficiently in today’s communication market. In order to accommodate the 

abundance of users, Code Domain Multiple Access (CDMA) is used in many 

systems. Using CDMA, users theoretically mounted on the same spectrum, can be 

identified uniquely and are immune to jamming. The combination of the two 

techniques gives us what is called Multi-Carrier CDMA (MC-CDMA). Lindner, J. 

[5,7] elaborates on this in his conceptual oriented paper and gives the feasibility of 

this technology to be used in the new trend. He created the general channel model 

into what he called the ‘channel matrix’. This channel matrix comprises channel 

modeling and is a general technique of multiplexing. On this thesis, a generalized 

form of an OFDM and MC-CDMA matrix is presented. With powerful computing 

capabilities, this technique could be implemented nowadays, such as in digital 

audio broadcasting (DAB), asymmetric digital subscriber (ADSL), and wireless 

personal communication (PCS). However, issues regarding the orthogonality of the 

carrier become important, since system performance deteriorates rather fast if 

orthogonality fails. 

 MC-CDMA falls into the category of systems with a training code. One of 

the drawbacks of these systems is their lack of power efficiency, since we insert a 

training pilot code into each of the sub-carriers. Blind equalization [26] offers 

another alternative to estimate channel impulse response, without the use of a 

training code. Instead, it estimates the state of the channel based on channel output 

measurements and the statistical behavior of the input. So far, there have been three 

blind deconvolution methods developed. They are the Bussgang [18,22] algorithm, 



 
 
 
 

 3 
the polyspectra and cumulant-based [22] algorithm, and the probabilistic [23,25] 

algorithm. The Bussgang algorithm is used in this thesis because of its simplicity. 

Although such systems promise a better efficiency from a power point of view, 

most of the systems assume a channel impulse response model especially designed 

for the system. Hence, it might not work for every channel model.  

 For the purposes of this thesis, a mobile terrestrial environment is assumed. 

Simulation will be based on multiple transmission signals from mobile users, while 

a base station with multiple antennae acts as a receptor. The Additive Gaussian 

White Noise (AWGN) channel model as well as the outdoor Rayleigh fading 

channel model are used in the simulation. Chapter 2 elaborates on MC-CDMA 

systems and their application under AWGN and Rayleigh fading. Chapter 3 

introduces its counterpart, Blind equalization with Bussgang algorithm. Unlike 

MC-CDMA simulation, Bussgang algorithm will be simulated under channel 

impulse response especially designed for the system. Achieving a lower bit error 

rate for a given energy bit as a reference is the goal of this thesis. Simulations are 

carried out using the Matlab software package [42]. 
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  2. MC-CDMA UNDER FREQUENCY SELECTIVE FADING 
WITH JOINT CHANNEL ESTIMATION AND ITERATIVE 

DETECTION 
 

2.1. MC-CDMA in a nutshell 

Multiple accesses (MA) arose to accommodate a high number of users, since 

the demand for mobile communication usage has greatly increased in recent years. 

One of the popular MA strategies is Coded Division Multiple Access (CDMA). 

CDMA assigns a unique almost orthogonal code for each user so they can share the 

same bandwidth and still permit signal recovery at the receiving end. Using CDMA 

offers the added advantage of protection from jamming. With the user’s signal 

being spread in frequency, a narrow-band interferer signal would partially distort 

the signal [33,44].  

To improve performance in a real-world multipath environment, a multi-

channel (MC) capability can be added. This multipath channel enhancement is 

introduced because of the nature of the mobile transmission medium. A single 

signal can be reflected by obstructions, which in turn create attenuated and delayed 

replicas of the original signal. These copies, including the original signal, arrive 

with different time delays at the receiver. An aggregate of these replicas appears at 

the receiver’s front end to form the resultant signal. 

Multipath causes the CDMA signal to experience frequency-selectivity. Here 

the signal experiences different amounts of attenuation throughout its bandwidth. 

OFDM can alleviate such condition by separating the signal into several 

narrowband subchannels. This way they should experience flat fading instead of 

frequency selective fading. There are several variations of OFDM. The variation 

which will be used in this thesis is the one that uses a cyclic prefix. A cyclic prefix 

is a copy of the last part of the OFDM symbol which is added in front of the 

transmitted symbol. The usage of cyclic prefix in OFDM can alleviate the ISI 
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problem. Figure 2.1 depicts the Discrete-time OFDM system. However, we assume 

that the cyclic prefix is longer than the channel impulse response and 

synchronization is perfect.  

Now, let x be the information source sequence,i.e, x = […x-2,x-1,x0,x1,x2,…], let s 

be the transmitted signal, n be Additive White Gaussian Noise (AWGN), r the 

received signal, g the channel impulse response and y the estimate of the 

transmitted signal.  

 

 
Figure 2.1: Discrete-time OFDM system block diagram 

 

The length N is chosen as the number of subcarriers. Each of N-bit long data 

sequences x is converted from serial to parallel before applying the Inverse Discrete 

Fourier Transform (IDFT).  Hence, x becomes [ … x-1,x0,x1 …], where                   

xl = [x0,l …xN-1,l]. 

Now, yl = DFT(IDFT(xl) * gl) + nl). However, the DFT does not change the 

statistical properties of AWGN. 

Hence, in the frequency domain, 

  yl = DFT(IDFT(xl) * gl)) + nl. 

  yl = DFT(IDFT(xl) ) ⋅ Gl + nl. 

  yl = xl ⋅ Gl + nl. 

 

 By adopting the idea of OFDM, MC-CDMA assigns a unique pseudo-code 

to each user of the system. Just like Direct-Sequence CDMA(DS-CDMA), the code 

will spread the user’s signal. Given the subcarrier of length N, we use a pseudo-
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code of the same length to spread the signal and then use IDFT to place each spread 

code to its corresponding subcarrier.  

For example, xt is spread with s = [s0,…,sN-1], hence, we obtain a vector of N × 1 = 

[xt.s0,…, xt.sN-1] elements. Then the IDFT will place the first spread code (xt.s0) on 

the first subcarrier (fc + ∆f0). The second spread code (xt.s1) is placed on the second 

subcarrier (fc + ∆f1), and so on. Here, we refer to fc as the carrier frequency in 

passband representation and 1,..,1,0    , −==∆ NnnN
Wf n , where W represents 

the signal bandwidth. It is important to understand that application of the IDFT will 

make subchannels overlap. There are other kinds of subchannels which do not 

overlap. 

 

2.2. MC-CDMA transmitter block set with pilot code 

After briefly describing MC-CDMA, let us look at the details of the proposed 

transmitter system more thorough. A pilot based MC-CDMA transmitter is shown 

in figure 2.2 [1]. Without loss of generality, we consider only its baseband 

representation. The system will use binary phase shift keying (BPSK). The signal 

of user k (bk(m)) packs in a block of length M. For the purpose of obtaining pseudo 

Walsh code (sk) , the following constraint has to be satisfied:  

.       1)(
1

0

2
kns

N

n
k ∀=�

−

=
     (2.1) 

where k represents the index number of users. In order to satisfy the above 

condition, we need to make sure that our Walsh code remains within the bounded 

interval (
N

1− ,
N

1+ ). 

In the block of length M, the first J symbols are dedicated to pilot training codes. 

These codes could be generated using a Walsh code too, and satisfy formula (2.1). 

The next M-J symbols are populated with the user’s signal which is convolutionally 
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coded, randomly interleaved and originated from (M-J)⋅R binary information 

source (dk(m)). R denotes the code rate. 

 

 
Figure 2.2: MC-CDMA transmitter blockset. 

 

 Using a Walsh spreading code (sk), the block is spread, converted to parallel 

form and input to the OFDM block. This gives us a vector sk⋅bk(m)ak of N × 1 

elements, where ak is the user’s amplitude. Here, we can assume ak = 1 for all k. 

Given the length of the channel impulse responses as L, we add a cyclic prefix of 

length G to the front of the block where G = P – N � L. Now let uk(m) = [u(mP), 

u(mP+1), …, u(mP+P-1)]T, be a vector of P × 1 elements after the cyclic prefix 

operation.   

We can write uk(m) as  

uk(m) = TcpFHskbk(m)ak.    (2.2) 

Matrix F is a unitary N × N Fourier matrix with elements  

1.-N .... 0 k i,          ,
1 2

, ==
−

N
ikj

ki e
N

F
π

   (2.3) 

FH is the inverse Fourier matrix, and (.)H denotes the Hermitian transpose. 
TT

N
T
cpcp ],[ IIT = , performs cyclic prefix operation, and Icp gives the last G rows of 
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the identity matrix IN. As soon as uk is formed, the signal is transmitted through the 

multipath channel. This channel model is discussed in section 2.3.   

 

2.3. Channel Model 

A multipath channel is chosen as the preferred model for our communication 

system in order to show the effectiveness of MC-CDMA modulation technique. 

There are two parameters that classify the multipath channel. They are coherence 

bandwidth BWc and coherence time Tc. 

Should the coherence bandwidth be smaller than the signal’s bandwidth, the 

channel will be categorized as frequency selective.  On the other hand, if the 

coherence bandwidth is larger than the signal’s bandwidth, then it falls into the 

frequency non-selective type. Coherence bandwidth can be represented in the time 

domain, which is called delay spread σσσσd = 1/(2π BWc). Delay spread is the 

difference in time between the earliest and latest reflected signal that arrives at the 

receiver front end. This delay spread will depend on the channel impulse response 

length as we use it in later sections. The number of resolvable paths is directly 

proportional to the parameter α, which is the fraction of the signal’s bandwidth 

over coherence bandwidth.  

Now, if the receiver (Rx) and transmitter (Tx) are mobile units with Rx either 

moving toward or away from Tx, there will be some frequency shift according to 

the Doppler Effect. By moving toward or away, the carrier frequency of the signal 

will experience Doppler shift. Since the original signal is reflected by obstructions, 

it creates some replicas of itself. The carrier frequency of the replicas that are 

moving away from Rx will be smaller than that of original signal. On the other 

hand, the carrier frequency of the replicas that are moving toward to Rx will be 

larger than that of original signal. The difference between the lowest and highest 

shifts will be called Doppler Spread. Representation of Doppler Spread (Bd) in the 

time domain is called coherence time Tc ≈ 9/(16π Bd). 
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Hence, if the signal duration (Ts) is smaller than Tc, then the signal will pass 

through the channel without substantial alteration. On the other hand, should         

Ts >> Tc, then the signal will undergo some changes and the channel is called the 

frequency dispersive channel. 

 We can use Jakes’ Model to simulate Rayleigh fading. Here, it is assumed 

that there is no Line Of Sight (LOS) component. In the case when the LOS is 

present, then, in lieu of Rayleigh Fading we should use Rician Fading. This 

technique suggests that a sufficiently large number of sinusoids can add to give an 

envelope ( )(tC ) whose PDF approximates the Rayleigh PDF [39]. The complex 

envelop (C(t)) itself will be the resultant signal of one complex frequency oscillator 

with frequency of ωm plus a summation of S0 complex lower-frequency oscillator 

with frequency of ωn.  The complex envelope can be expressed as follows: 

[ ],
12

)(
0

0
sc jxx

S

E
tC +

+
=      (2.4) 

where xc(t) and xs(t) can be expressed as follows:  

tttx mN

N

n
nnc ωφωφ coscos2coscos2)(

0

1

+= �
=

  (2.5a) 

tttx mN

N

n
nns ωφωφ cossin2cossin2)(

0

1

+= �
=

  (2.5b) 

0,...,2,1),/2cos( SnSnmn == πωω  

)/(22 vfcf dm ππω ==  

S = 2(2S0+1) 

φN = 0 

φn = πn/(S0+1). 

where c is the speed of light, v is vehicle speed, Eo = 1, fd = (fc/v) is the maximum 

Doppler Shift and f is the carrier frequency.  
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The number of S0 complex lower-frequency oscillators is chosen as a parameter to 

create the complex envelope. Jakes suggests that S0 = 8 should satisfy the following 

statistical properties: 

{ }
{ }
{ } .1)(E

1)(E

)(E

0
2

0
2

0
2

==

+=

=

CtC

StX

StX

s

c

 

One important property that must be noted in this fading propagation model is 

{ } ),2(J)(C(t)CE)( 0 tfttt d ∆=∆+=∆Φ ∗ π  

where J0 is a zeroth order Bessel function of the first kind and ()* denotes the 

complex conjugate. 

Should we need to build a frequency selective fading channel using this model, we 

need a tapped-delay line model [38] (figure 2.3). 

 

 
Figure 2.3. Tapped-delay line model for frequency selective channel 

 

The number of delay elements (L) can be chosen as � � .11 +=+�
�

�
�
�

�
α

cBW
W

 

The signal, after being convolved with the channel impulse response of the discrete 

model, can be written as   

.)()()()()(
1

0
�

−

=
−⋅=⊗=

L

l
kkkk lnulhnunhnx    (2.6) 

Here h(n) denotes channel impulse response and ⊗ denotes convolution.  
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2.4. MC-CDMA receiver block set 

Each signal, either the original or a reflected one, will pass through its own 

frequency selective Rayleigh fading channel. Before the signals arrive at the 

demodulator, the composite signal will pass through an AWGN channel (figure 

2.2). Hence, the composite signal at receiver’s front end can be modeled as 

),()()(
1

nvnxnr
K

k
k +=�

=
    (2.7) 

where v(n) is AWGN with variance of 2
vσ . Now, r(n) can be extracted by cyclic 

prefix removal and Fast Fourier Transform (FFT). Borrowing from [1] we can 

write yk(m) as  

,)diag( k (m)v(m)bkkk += sgy      (2.8) 

where gk is hk in frequency domain, namely kk NFhg =  

If we define kkk sgs )diag(~ = , we can write eq. (2.8) as 

,
~

)( (m)(m)m vbSy +=       (2.9) 

where ]~,...,~,~[
~

21 KsssS =  is called effective spreading matrix. User’s data at time m 

is called b(m) = [b1(m), …, bK(m)].  

 

 
Figure 2.4. MC-CDMA receiver blockset 
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Next, y(m) passes through Parallel Interference Cancellation(PIC), channel 

estimation and iterative detection as shown in figure 2.4. 

Each subsequent sub-section will describe important blocks shown in figure 2.4, 

namely, the channel estimator, PIC/MMSE, and the channel decoder using BCJR 

algorithm [2]. 

 

2.4.1. Channel Estimator 

Having a good channel estimator is crucial because we want the effective 

spreading matrix ( S~ ) to be as close as possible to its original value which of course 

we do not know. Estimation of K user channels ( kĝ ) in the the frequency domain 

in the least squares sense can be obtained jointly for all users but individually for 

every subcarrier q. First, we form matrix Pq to represent the user’s pilot codes on 

each subcarrier q: 

.
)1()1(

)0()0(

,,1

,,1

�
�
�

�

�

	
	
	




�

−−
=

JpJp

pp

qKq

qKq

q

�

���

�

P     (2.10) 

pk,q(m) represents the pilot spreading coefficient for user k at time index m and 

subcarrier q. The estimated channel coefficient ( )(ˆ qg k ) can be obtain using Pq and 

yq(m) for each subcarrier as follows: 

,

)1(

)1(
)0(

)(ˆ

)(ˆ
)(ˆ

#2

1

�
�
�
�
�

�

�

	
	
	
	
	




�

−

=

�
�
�
�
�

�

�

	
	
	
	
	




�

Jy

y

y

qg

qg
qg

q

q

q

q

K

��
P     (2.11) 

where (.)# denotes pseudo inverse. 

Subsequently, after the obtaining channel coefficient ( kĝ ) for each subcarrier q and 

user k, we can find the channel impulse response in the time domain (hk) which is 

comprised of L taps by using the following equation:  
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.ˆ1ˆ
k

H
LNk

N
gFh ×=      (2.12) 

This operation also reduces the noise in the channel estimation. FN×L is a partial 

Fourier matrix with only the first L columns taken from F. Then these estimates are 

supplied to PIC and MMSE detector. 

For the first iteration only eq. (2.12) will be scaled in order to compensate for the 

missing energy for n = L+1… N-1. Hence, 

.ˆ1ˆ
L
N

N
k

H
LNk gFh ×=      (2.13) 

For the second iteration, channel estimation will involve a-posteriori probabilities 

(APP) information from the channel decoder, after being interleaved and mapped. 

On each iteration i, APP information is mapped as follows: 

.1)(2))(()(
~ )()( −⋅==′ i

k
i

kk cAPPcAPPmb ϕ    (2.14) 

The channel estimation becomes: 

.

)1(

)1(
)0(

)(ˆ

)(ˆ
)(ˆ

#

2
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�
�
�
�
�
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�
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�
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=
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y

qg
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qg
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q

q

q

q

K

�� Q
P

    (2.15) 

Matrix Qq is defined as: 

.
)1(

~
)()1(

~
)(

)(
~

)()(
~

)(

11

11

��
�
�

�

�

		
	
	




�

−′−′

′′
=

MbqsMbqs

JbqsJbqs

KK

KK

q

�

���

�

Q    (2.16) 

On the third iteration and so on, each column of �
�
�

�
	
	



�

q

q

Q
P

 is normalized by NM /2 . 

The purpose of normalization is to speed up convergence. During the first iteration, 

the soft values in matrix (Pq,Qq)T can be very small due to strong interference. 

Using a solution to normalize the matrix, we can achieve a good BER performance 

for a relatively small number of iterations. 
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2.4.2. Data Detection 

Data detection is performed by calculating the estimate bk using previously 

determined values and extrinsic information. But first, before the received sequence 

is estimated, we need to cancel out the interference of other users from the user of 

interest, which is called multiple-access interference (MAI). By soft canceling for 

user k, we can eliminate most MAI, i.e., 

).(~~
)(

~~)()(~ )()()()( mmbmm ii
k

i
k

i
k bSsyy −+=    (2.17) 

The extrinsic information, was mapped for iteration i in order to form 

.1)(2))((
~ )()()( −⋅== i

k
i

k
i

k cEXTcEXTb ϕ    (2.18) 

Then using MMSE-filter, we clean )(~ )( mi
ky  from noise and MAI 

)(~)()( )()()( mmz i
k

Hi
k

i
k yf= ,     (2.19) 

where zk(m) gives the estimation of bk. 

For the MMSE-filter itself, we use an unbiased filter estimate (iteration index i, was 

omitted for simplicity) which has the form  

,~)
~~

(~
)

~~
(~

12

12

k
H

v
H

k

H
v

H
kH

k sSVSIs
SVSIs

f
−

−

+
+

=
σ
σ

     (2.20) 

where V is the error covariance matrix which was constant during iteration i and 

has the diagonal elements of  

.)(
~

1
2

)(
,

�


�

�
�
� −= mbEV i

kjj       (2.21) 

The other elements of V are zero. The variance is calculated from all symbols in the 

block belonging to user k, and we call the filter unconditional. By unconditional, 

we mean that the filter is applied to all symbol instances in a single block for a 

given user. This has an immediate impact on the assumption that V is ergodic. 

Hence, we obtain V by averaging as in eq. (2.21) rather than 

calculate })(
~

)(()(
~

)({()( HmmmmEmV bbbb −⋅−= , since V does not depend on m 

any longer. 
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2.4.3. Data Decoder with BCJR algorithm 

Data decoding is performed using the BCJR algorithm, named after its 

creators (Bahl, Cocke, Jelinek and Raviv) [2]. The decoder feeds back soft values 

of coded bits ck(l) to improve channel estimation and data detection results. These 

soft values are provided by a-posteriori probability (APP) and extrinsic information 

(EXT) from the coded symbols which are interleaved and mapped to BPSK. Here 

the BCJR decoder acts as a soft-input soft-output (SISO) decoder for binary 

convolutional codes. 

Coded symbol’s APP (APP(ck(l))), which is regarded as the probability of ck = +1 

when wk(l) is observed is given by )](/1)(Pr[))(APP( lwlclc kkk +==  (figure 2.4). 

To get the EXT for coded bit ck(l), we can link the APP values to the EXT values 

which are governed by  

)1)(|)(())(())(( +=∝ lclwplcEXTlcAPP kkkk   (2.22) 

),
ˆ2

1)(
exp()1)(/)((

2
,

2

kv

k
kk

lw
lclwp

σ
−

−∝+=     

where estimated noise variance is � =
−= M

l kkv lw
M

2

1

22
, 1)(

2
1σ̂ . 

The last part of the right-hand side of equation (2.22) is called the channel 

transition function, which is formulated as a Gaussian pdf. 

To begin our decoding activity, we should see how the APP of the coded symbol is 

generated. Unlike the Viterbi decoder, which is based on minimization of the 

probability of word error, the BCJR algorithm was based on minimization of the 

probability of symbol (bit) error.  

We assume that the source is a discrete-time finite-state Markov process, e.g, a 

binary convolutional encoder. The M distinct states of the source are indexed by 

integer m, m = 0,1, …, M-1. The state of the Markov process at time t is given by St 

and its output by Xt. A sequence of the source state from time t to t ′  is denoted 

by ttt
t
t SSSS ′+

′ = ,...,, 1 . Its output sequence is denoted by ttt
t
t XXXX ′+
′ = ,...,, 1 . 
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The state transitions of the Markov source are given by the transition probabilities 

}./Pr{)/( 1 mSmSmmp ttt ′===′ −    (2.23) 

Similarly, the output is governed by 

}./Pr{)/( 1 mXmXmmq ttt ′===′ −    (2.24) 

The markov source starts in initial state S0 = 0 and ends in state Sτ = 0. Hence, we 

might want to give our convolutional encoder initial states 0 and pad zeros to our 

original source in order to get ending state = 0. Zero padding can be done by adding 

a sequence of 2M zeros to the signal sequence. 

If the output sequence X is transmitted to some Discrete Memoryless Channel 

(DMC), we call the output of the channel Y. Given τ
1X  as the input sequence, it 

produces },..,,{ 211 τ
τ YYY=Y . Figure 2.6 shows the trellis diagram for the 

convolutional encoder with generator [7 5]8. The convolutional encoder itself is 

shown in figure 2.5. Each node on the trellis corresponds to }/{Pr APP 1
τYmSr =  

and each branch is represented by { }τ
11 /;Pr APP YmSmS tt =′=− . The objectives of 

the decoder are to examine τ
1Y  and to compute these APPs. 

 

 
Figure 2.5. Convolutional Encoder, g = [7 5]8, ½ rate 
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Figure 2.6. Trellis diagram for ½ rate convolutional encoder, g = [7 5]8. The states 

correspond to the content of delay elements as m0=(0,0) , m1=(0,1) , m2=(1,0) and 

m3=(1,1). Each input-output pair shows (dt/c1c2). 

 

Reference [2] provides the complete derivation of the algorithms, here, we only 

provide a summary of the algorithms which are implemented in the simulations.  

Let us define the probability functions: 

{ }τλ ttt YmSm ;Pr)( ==      (2.25) 

{ }τσ tttt YmSmSmm ;;Pr),( 1 =′==′ −     (2.26) 

{ }τα ttt YmSm ;Pr)( ==      (2.27) 

{ }mSYm ttt == + /Pr)( 1
τβ      (2.28) 

{ }./;Pr),( 1 mSYmSmm tttt ′===′ −γ     (2.29) 

Using the above equations, we can redefine )(mtλ  and ),( mmt ′σ as 

)()()( mmm ttt βαλ ⋅=       (2.30) 

).(),()(),( 1 mmmmmm tttt βγασ ⋅′⋅′=′ −    (2.31) 

We can calculate )(mtα  for t = 1,2,…,τ 

,),()()(
12

0 1�
−

=′ − ′⋅′=
Ld

m ttt mmmm γαα     (2.32) 

where Ld represents number of memory register (assume 1 bit length). 

Initial conditions are needed to set values at t=0. Let α0(0) = 1 and α0(m) = 0 for   

m � 0. 
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The same thing happens for calculating )(mtβ , t = 1,2,…,τ-1 

.),()()(
12

0 11�
−

=′ ++ ′⋅′=
Ld

m ttt mmmm γββ  

The initial conditions used are ��(0) = 1 and ��(m) = 0 for m � 0. 

To calculate ),( mmt ′γ , we use: 

},/Pr{}/Pr{}Pr{),( 1,,221,,112
ττγ YccYccddmm mmtmmtmmtt ′′−′ =⋅=⋅==′  (2.33) 

for β∈′ ),( mm  and βγ ∉′=′ ),(for    0),( mmmmt . 

We assumed rate ½ convolutional encoder whose outputs are codd (the first coded 

bit in output sequence ) and ceven (the second one).  

The parameter, � denotes valid branches of index pairs ),( mm′ , meaning that the 

branch exists. Using figure 2.6 as example, our � becomes  

� = {(0,0);(0,1);(1,2);(1,3);(2,0);(2,1);(3,3);(3,2)}. 

Since we are using a uniformly distributed data source, dk has alphabet {1,0}. Let 

us assume that 

,2/1}1Pr{}0Pr{ ==== tt dd  

and using the Log-Likelihood Ratio (LLR) of wk(l) (from figure 2.4) we can 

calculate the probability 

.
))(exp(1

))(exp(
}/Pr{ ,,1

1,,112 tw

twc
Ycc

k

kmm
mmt −+

⋅−
== ′

′−
τ    (2.34) 

We can see wk(t) as 
)/0)(Pr(
)/1)(Pr(

ln)/)(()( t
tk

t
tkt

tkk Ylc
Ylc

YlcLLRlw ′

′
′

=
=

== . 

For computation purposes, we create matrix A1(x) which is defined for x ∈ {1,0} as 

follows (according to trellis diagram, e.g. figure 2.6 ) : 

{ }
�
�
� =′

= ′
′ otherwise  0

 producesbranch  a is m) m(   1
)( ,,1

,1

xc
x mm

mmA   (2.35) 

The procedure is the same for A2(x). Using the same procedure we can create 

matrix A2(x). 
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{ }
�
�
� =′

= ′
′ otherwise  0

 producesbranch  a is m) m(   1
)( ,,2

,2

xc
x mm

mmA   (2.36) 

We also need to generate matrix B(1). This is done in the same manner as A1(1) to 

determine the estimated source bit ( td̂ ). 

Now, the estimated source bit ( td̂ ) can be computed using 

.)(
)0(

1
}/ˆPr{

)1(
1 �

∈
=

Bm
tt mYd λ

λτ

τ    (2.37) 

The equation above gives the { } )}(/1)(ˆPr{)(ˆAPP lwldld kkk +==  and λt(0) is the 

normalization function. Therefore, the total sum of all states (m) of a given λt = 1. 

Matrix A helps us to figure out which branch is included in �. 

Now, our iterative decoder needs to feedback soft inputs of coded bits, namely, 

ck(l). Then to get the APP of the encoder output we use 

�
∈′

− ′==
)1(),(

112
1

),(};1Pr{
Amm

tt mmYc στ    (2.38) 

.),(};1Pr{
)1(),(

12
2

�
∈′

′==
Amm

tt mmYc στ    (2.39) 

We can also normalize the above equations using λt(0). Then the extrinsic 

information (EXT) can be computed using eq. (2.22) once the APP is available. 

When performing the computer simulation, we need to take into account some 

problems regarding round off error. 

 

2.4.4. Log-MAP Decoder 

The MAP decoder using the BCJR algorithm like in section 2.4.3 provides a 

good estimate in term of symbol by symbol error rate. But, during implementation 

either in hardware or simulation, the MAP decoder faces most common problems 

which are expensive to be implemented in floating point arithmetic, thus round off 

errors occur. Especially in this iterative decoder, the MAP decoder will involve 
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small values which in turn could saturate the system fast (reciprocal of very small 

values leads to very large numbers which cannot be accommodated by hardware or 

memory). To work around the problems, we could use a modification of the MAP 

decoder ,e.g., Max-Log-MAP and  Log-MAP algorithms. Should we decide to use 

the Max-Log-MAP, we use the following approximation: 

.max)...ln(
}..1{

21
ini

neee δδδδ

∈
≈+++     (2.40) 

However, this Max-Log-MAP approach gives us a sub-optimal solution compared 

to MAP algorithms. To enhance the performance, we could use the Log-MAP 

[6,8,9] approach by using following: 

).1ln(),max()ln( 1221
21

δδδδ δδ −−++≈+ eee    (2.41) 

The second part of the right hand side is called a correction function ( )12 δδ −cf . 

The approach can be extended to accommodate more than two elements by doing 

the calculation iteratively two elements at a time. 

For example, in our case, eq. (2.32) becomes 

)....ln())(ln( )),2()2(ln()),0()0(ln( 11 mm
t

v
t

v
ttt eem γαγαα ⋅⋅ −− +=    (2.42) 

then assume )( )),1()1(ln()),0()0(ln( 11 mm tttt ee γαγα ⋅⋅ −− +=∆ , and we can calculate )ln(∆=δ  

using eq. (2.41). But, we can express δe=∆ , hence eq. (2.42) becomes 

)....ln())(ln( )),2()2(ln()),2()2(ln( 11 mm
t

v
t

v
ttt eeem γαγαδα ⋅⋅ −− ++=   (2.43) 

 

2.5. Simulation of MC-CDMA under Multipath 

Simulations were carried, K = 16 users. Each user’s message code is spread 

with N = 16 which equals to number of subcarrier. We used a simple convolutional 

encoder as depicted in figure 2.5. The pilot code length that was inserted in each 

frame is 8. Frame length is 128. As for the channel impulse response, its delay 

spread was chosen to be 3 times of the chip symbol period Tc. Cyclic prefix’s 

length (G) is 3,  then P = 16+3 = 19. Signal-to-Noise Ratio (SNR) is defined as 
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.
)(

1
2

0 JMNR
MP

N
E

v

b

−⋅⋅⋅
⋅⋅=

σ
    (2.44) 

The SNR in the above equation will determine the AWGN noise variance. By 

setting the user’s bandwidth to 20KHz, we have a total net of N×W = 32×20KHz        

= 0.32 MHz bit rate per cell. The result of this simulation is shown in figure 2.7. 

We can see the performance improvement of the bit error rate (BER) as the number 

of iterations increases. This BER will reach a limit asymptotically, which means 

that by increasing the number of iterations we do not get significant improvement 

after the threshold. This phenomenon can be seen in figure 2.7. BER performance 

after iteration 7 does not give significant improvement. Hence, it would be futile to 

increase the number of iteration to 8 or more. 

 

 
Figure 2.7. BER performance for N=16,K=16,L=3,G=3,M=128  and J=8. 
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Figure 2.8.  The spreading gain effect on fully loaded MC-CDMA systems for L=3,G=3 

and J=8. 

 

However, the system would perform better should it have more spreading gain. We 

might foresee this in equation (2.44). By increasing the number of subcarriers, 

AWNG noise variance will be lowered too when the other parameters remain the 

same. Figure 2.8 gives the BER performance of MC-CDMA systems with N = 8 

and N = 16 at the 6th iteration. 

We could also see the effect of lacking cyclic prefix (G) on MC-CDMA system. As 

we stated before, it is important that each frame should have a long enough cyclic 

prefix, which is equal or greater than channel impulse response length (L). Should 

the frame still experience some cyclic prefix shortage, we can expect degradation 

of the system in BER sense. Figure 2.9 shows such situation. 
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Figure 2.9. MC-CDMA system in case of channel prefix (CP) shortage for 

N=8,K=8,J=8,L=3 and G=3 

 

Furthermore, we might improve the system by using Turbo codes to encode user’s 

message instead of using conventional convolutional encoder. 

 In the next chapter, we shall explore the possibility of a system design 

without any pilot code embedded in the frame. In the absence of a pilot code, the 

user’s bandwidth is used for information only, which in turn enhances the 

bandwidth efficiency. We still use the uplink scenario as we do in this chapter. The 

system will also employ the MC-CDMA technique, though with higher bandwidth 

efficiency. We shall see in chapter 3 that the so-called ‘blind equalization’ works 

under certain conditions only. 
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  3. MULTIUSER DETECTION FOR A MC-CDMA SYSTEM 
USING BLIND EQUALIZATION 

 

3.1. Two Stage CMA as an alternative to pilot based system 

In Chapter 2, we described the pilot based MC-CDMA system. The proposed 

method proves to be robust in a real-world mobile communication medium which 

experiences multipath propagation. Now, if we remove the pilot signal from a 

frame, can the user signal be recovered? Recently, several detection methods have 

been developed based on blind equalization. By blind we mean that the user signal 

that arrives at the receiver front end will be estimated using the received signal 

itself and some statistical properties of the input source. Blind methods can be 

classified into three categories [21], they are: 

1. Bussgang algorithms. 

2. Polyspectra and cumulant-based algorithms. 

3. Probabilistic algorithms. 

This thesis will use the first category for its ease of usage compared to the 

other two. The earliest Bussgang algorithm developed was introduced by Sato [17]. 

This technique relies on a certain class of cost functions. Later, Godard [27] 

generalized the cost function of Sato's algorithm. A cost function is a measurement 

of the amount of ISI introduced by the channel, which does not involve the 

transmitted symbols. The optimization of the cost function should lead to the 

minimization of ISI. The name "Bussgang algorithm" itself was created by Bellini 

et al [18], which is based on the assumptions made about the equalizer and the 

channel parameters. Sato and Godard algorithms can be classified as special cases 

of this technique. The Constant Modulus Algorithm (CMA), which is a special case 

of Godard's algorithm, was developed by Treichler [28,29]. In this Two Stage 

CMA receiver, CMA is employed as the second stage to further clear out ISI. 

While for the first stage, a pre-filtering is used. The filter in first stage tries to 
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enhance the contribution of the desired-user with respect to the disturbance and 

eliminate interblock interference (IBI). This method falls into indirect Multiuser 

Detection (MUD), since the system is not trying to estimate the channel impulse 

response explicitly. On the other hand, a direct MUD system will estimate the 

channel impulse response before trying to estimate the input source. There is also a 

group-blind receiver which assumes the knowledge of the spreading codes of all 

users. However, this receiver requires a costly eigendecomposition operation and 

oversampling. The two stage receiver, on the other hand, is simpler than this. 

Hence, it is easier to implement. The Two Stage CMA can work in an 

asynchronous environment too. In this thesis, we assume synchronous transmission 

from the users (downlink). 

 

3.2. Transmitter model of blind MC-CDMA system 

The basic idea of blind MC-CDMA transmitter system is similar to the one 

which was presented in chapter 2. Here, we also assume a baseband representation. 

The transmitter simulates J users with N subcarriers. The user symbol (dj(m)), is 

produced by user j at time m, which in turn will be convolutionally encoded and 

modulated using BPSK. The rate ½ convolutional encoder uses the [7 5]8 generator 

matrix, which was also used in previous pilot-based system (fig. 2.5). After channel 

encoding, the encoded symbols are processed by a spreading block. We can also 

use a Walsh spreading code to generate our spreading vector                                   

(cj) = [ ])1()1()0( ,...,, −N
jjj ccc , which satisfies the following constraint: 

n.          
1

0

2
∀=�

−

=
Nc

N

n

n
j  

The spreading code itself has the alphabet {-1,1}. As it was shown in chapter 2, this 

blind system will also use a cyclic prefix to eliminate IBI. Then, with the help of 

IDFT, we assign each corresponding code (dj(m) n
jc  ) to its corresponding 
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subchannel (n). Figure 3.1 depicts the blind MC-CDMA transmitter. Now, in order 

to demonstrate how IBI elimination is achieved, let us mathematically describe 

how the system works. 

At the output of the transmitter, 

),()( mdm jjIDFTcpj cWTu =     (3.1) 

where 1-0,1,...N n m,   ),
2

exp(
1

),( == mn
N

j
N

nmIDFT

πW , is the N × N IDFT 

matrix, and T
N

T
cpcp ],[ IIT =  is the P×N Cyclic Prefix insertion matrix, where 

P=L+N. Icp denotes an L×N matrix, which is obtained by selecting the last L rows 

of the N×N identity matrix. Later, we can assume that L is longer than the channel 

impulse response ,e.g., L ≥ Lj + 1. Lj denotes the length of the channel impulse 

response of user j. 

 

 
Figure 3.1. MC-CDMA transmitter for blind equalization. 

 

Next, we can use a (Digital-to-Analog) D/A converter after processing the signal by 

the Parallel-Serial block. The continuous form of uj(t), which is operated at 1/Tc, 

can be expressed as: 

� �
∞

−∞=

−

−=

−−−=
m

N

Lp
jscj

p
jj mTpTtmutu

1
)( ),()()( τφ   (3.2) 
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where Tc is the chip rate, Ts is the symbol rate, τj is the transmission delay, and φj is 

the impulse response of the D/A. We can safely assume that the delay between 

transmitted and receiver signals is zero because of synchronous transmission 

model. 

 

3.3. Channel Model 

For the channel model, we consider two types of channels. The first one is a 

fictitious discrete-time channel with minimum phase, e.g., its zeros are inside unit 

circle. Then we use a multipath channel for the second type of channel model, as 

described in section 2.3. 

Here, the discrete-time fictitious channel is described as follows: 

1. h1 = [1 -0.7 0.31 0.183]. 

2. h2 = [1 -0.4 0.79 0.272]. 

3. h3 = [-1.3 0.1 0.7 1.3]. 

4. h4 = [0.8 1.1 0.7 0.9]. 

The discrete-time fictitious channel will have a length of 4 (Lj = 4). Then, we 

randomly choose a channel from the above selections for a certain user. The 

received signal, described in continuous-form, is given by  

),()(~)(~
1

tvtrtr
J

j
j +=�

=

     (3.3) 

where )()()(~ thtutr jjj ⊗=  and v(t) is AWGN. Symbol (⊗) denotes convolution. 

 

3.4. Blind MC-CDMA receiver block set 

In order to detect the nth symbol, we sample the received signal at time            

t = nTs + lTc. From eq. (3.3), we get: 

),()(~)(~)(~
1

)()()( nvnrlTnTrnr l
J

j

l
jcs

ll +=+= �
=

   (3.4) 
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Each of the samples will be grouped to form a vector )](~),...,(~[)(~ )1()( nrnrn NL −−=r  

of P elements. Since we assume zero transmission delay, we can write each 

sampled received signal as follows: 

� �
∞

−∞=

−

−=

−+−=
m

N

Lp
j

p
j

l
j plPmnhmunr

1
)()( ])[()()(~   (3.5) 

We refer to (m) as a time index with respect to the nth symbol. The time index when 

m=n will be referred to as zero. 

If we express )(  )()( kmPhmh j
k

j +∆ , we rewrite eq. (3.5) as: 

).()()(~ )(
1

)()( mumnhnr pl
j

m

N

Lp

p
j

l
j

−
∞

−∞=

−

−=

−= � �   (3.6) 

Using the matrix form of the received signal )(~ nr , we can rewrite eq. (3.6) in 

matrix form as follows: 

�
∞

−∞=
−=

m
jjj mnmn ),()()(~ uHr     (3.7) 

where Hj(m) is a P×P Toeplitz matrix whose elements are defined as 

1,...,1,0,),()( )( −== − Pbamhm ba
jabjH . As far as the channel impulse response is 

concerned, we define it as finite impulse response filter, which implies that hj(n) = 

0, for n ≠ [0,1,…,Lj]. We also assume that the length of cyclic prefix is longer than 

Lj. Having this in mind, we can readily see that Hj(m) = 0P×P for m ≠ 0,1. Now, 

without the loss of generality, we select the user of interest as the first user, that is,    

j = 1. Thus, we can rewrite eq. (3.7) as follows: 

).(~)(~)()()(~
2

1

0
111 nnmnmn

J

m
j

m

wruHr ++−= ��
==

  (3.8) 

The second term on the right hand side of eq. (3.8) is called multiple access 

interference (MAI). Here, we can see the interference due to other users on the 

desired user (j = 1). The first term, on the other hand, is IBI, which is produced by 

the channel impulse response. As long as the length of the channel impulse 
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response is shorter than the cyclic prefix, only the next block will leverage the 

current block. 

Now, the cyclic prefix is removed by multiplying eq. (3.8) by the matrix Rcp which 

has N×P elements. Rcp is denoted as [0N×P,IN]. Then RcpH1(1) = 0, provided than the 

length of the CP is greater than the length of L1. Hence, eq .(3.8) becomes 

)(~)(~)()0()(
2

1 nnnn cp

J

j
jcpcp wRrRuHRr ++= �

=

 

),()()(~~)( 111 nnnbn MAI wrcHr ++=     (3.9) 

where CPcp THRH )0(
~

11 =  is the N×N circulant matrix and 11
~ cWc IDFT=  is the 

spreading code in the time domain. The term 11
~~ cH  is referred to as the desired-user 

composite signature. Using eq. (3.9), we obtain a way to suppress IBI. The next 

section will describe the pre-filtering operation whose purpose is to eliminate MAI. 

 

3.4.1. Pre-filtering for MAI removal 

Figure 3.2 depicts the two-stage MC-CDMA receiver. The first stage is pre-

filtering, which is used for reducing MAI based on the knowledge of the spreading 

code of the desired user, even though the knowledge of the desired user channel 

behavior and timing are unknown. 

 

 
Figure 3.2. The two-stage MC-CDMA receiver. 
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Using the scheme shown in the above figure, we can get the soft estimate of the 

desired symbol ( )(ˆ nb ) through filtering of the received signal. This is given by 

)()( nny H rf=  

The filter (f) itself is decomposed into two parts f = Fu, where F is the pre-filtering 

part and u is the CMA filter. The complete derivation can be found in [19]. Here, 

we use this result in the simulation. Using the Sylvester’s structure in the matrix 

)0(1HRcp  as in [19], we can linearly parameterize the desired-user composite 

signature in eq. (3.9) as follows: 

,
~~~~

1111 hCcH =       (3.10) 

where 1
~C  is a N×(L+1) matrix, whose columns are the permutations of the first 

column, defined as  
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�
�
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�

����

�

�

C    (3.11) 

Matrix 1

~h  is a (L+1) vector, which represents the channel impulse response. Using 

eq. (3.10), we can rewrite eq. (3.9) as: 

),()()(
~~

)( 111 nnnbn MAI wrhCr ++=    (3.12) 

From figure 3.2, we have x(n) as the output of the first filter, which can be 

expressed as: 

)()( nn H rFx =     (3.13) 

By substituting eq. (3.12) into eq. (3.13), we get 

),()()(
~~

)( 111 nnnbn H
MAI

HH wFrFhCFx ++=   (3.14) 

Borrowing from [19], which states that the first filtering matrix will satisfy 

11

~
+= L

H ICF , the desired symbol (b1(n)) convolved with channel impulse response 

( 1

~h ) will be passed to the CMA stage. The filter (F) itself is given by 
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++==

1

0
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K

k

HH
rr knkn

K
nnE rrrrR . K denotes the chosen sample 

size. Now that the received signal r(n) has been filtered with F, we boost the 

desired user vector x(n) over the disturbance. 

3.4.2. CMA serves as blind equalization block 

The second stage involves a Constant Modulus Algorithm block set, which 

serves the purpose of blind equalization [14,15,20]. CMA is meant to minimize the 

cost function described by 

],)|)(|[()( 22nEJ H
CM xuu −= γ    (3.16) 

where γ = 1 for BPSK modulation. 

Using the filter u(n), we will obtain the estimate of the symbol (b1(n)), which is 

denoted by 

),()(1̂ nnb H xu=      (3.17) 

where uH has 1×(L+1) dimension and x(n) has dimension (L+1)×1. The filter u(n) 

will be updated as follows: 

).()|)(|)(()()1( 2* nnynynn xuu −+=+ γµ    (3.18) 

where µ is the learning step-size. 

 

3.5. Simulation of blind MC-CDMA under Multipath 

This section presents the simulation results of blind MC-CDMA under the 

proposed channel model, which was described in section 3.4. For the first 

simulation, we will consider fictitious discrete-time channel model . It is assumed 

that J = 16 users are present in the system. The source symbol has equiprobable 

alphabet {0,1}. Without using a convolutional encoder, we spread the source 
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symbol using pseudo-code of length N = 16, which equals the number of 

subcarrier. Signal-to-Noise Ratio (SNR) is defined as 

.
1

2
0 NR

P
N
E

v

b

⋅⋅
⋅=

σ
     (3.19) 

The SNR in the above equation will determine the AWGN noise variance. The 

user’s bandwidth is again set to 20 KHz. Cyclic prefix’s length (G) is L+2=6, thus 

P = 16+6 = 22, since the length of channel impulse response (L) is 4. The result of 

this simulation is shown in figure 3.3. The channel impulse response is kept the 

same for the whole simulation. Simulation runs for 10 million bits for each SNR 

value. 

Next, we use the same parameters as in the previous simulations; however, we vary 

the sample size for calculating the correlation matrix (K), while we fix Eb/N0 = 11.3 

dB. The result is shown in figure 3.4. 

 
Figure 3.3. BER performance for J=16,L=4,G=6 and K=500. 
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Figure 3.4.  The effect of various sample size for the calculation of correlation matrix with 

parameters set as L=4,G=6,J=16 and Eb/N0=11.3 dB. 

 

For the second environment, we will use a channel impulse response with 4 paths, 

where first path is assumed to be deterministic, 1)1( =jL . The remainder part of the 

channel impulse response will be modeled by the random complex Gaussian 

variable. We use the MATLAB command as follows: 

 hj = [1 randn(1,3)+j*randn(1,3)]; 

In order to make sure, that channel impulse response will be generated randomly, 

we use following command on the beginning of simulation series. 

 randn(‘state’,sum(100*clock)); 

The result, which is obtained by averaging 100 simulations (each simulates 500000 

bits), is shown in figure 3.5. M represents block size. We use Viterbi decoder to 

decode the convolutional code. 
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Figure 3.5. Blind MC-CDMA system under a random complex Gaussian variable, using 

M=8,K=400,J=6,L=4, G=6 and N=16 

 

In this second simulation we perform convolutional encoding on the input source 

and randomly interleave them. The frame size is 8, with 6 users. Although the BER 

performance of the blind MC-CDMA system is not as good as that obtained when 

the pilot was used, the proposed system shows some promise to deliver the user 

message in an alternative way. It is obvious from the simulation results that the 

channel impulse response, which can be viewed as filter for the transmitted signal, 

leverages the BER performance. Should the channel behave nicely, we can expect 

better results.  

Next, we use an A-Posteriori Probability Decoder to decode the soft value which is 

provided by the CMA blockset. The parameters which were used in the second 

simulation are used again in the third simulation, except that the Viterbi decoder is 

replaced by an APP decoder. The result is shown in figure 3.6. We can also see the 

original version which is developed in [19] for comparison purpose. In the paper, 
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author used a sample-based model and using direct decision device which is unable 

to use the advantage of having soft values provided by CMA equalization. By 

inserting an interleaver, the modified system eliminates burst errors which are 

introduced by the channel impulse response. 

 

 
Figure 3.6. APP decoder decodes the soft values provided by CMA blockset. 

 

The one thing that should be pointed out is that blind equalization or blind 

deconvolution heavily depends on how we model the mobile channel as a filter and 

how the CMA filter is initialized. This channel model is usually obtained from 

statistical measurements of the actual communication medium. Then, we formulate 

it as a filter. Reference [20,24] contains a good example of the wired telephone 

channel model. From that, we can initialize the CMA filter coefficient based on that 

channel model. This initialization part should make the energy of the CMA filter be 
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positive. Should the initialization value sway the CMA filter to be negative then the 

system will have difficulties. 
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  4. CONCLUSION 
 
 

Let us summarize the contribution made by this research work. We start by 

stating that the objective of this thesis was to study the channel estimation using 

either pilot-based techniques or blind equalization in MC-CDMA. Before these 

methods were introduced, however, we described the concept of MC-CDMA. MC-

CDMA alleviates the problem of frequency selectivity of the channel, which 

attenuates the signal spectrum differently throughout the signal bandwidth. By 

using a sufficiently large number of sub-carriers (narrower channels), the spectrum 

experiences flat instead of frequency selective fading. This idea is implemented by 

using the IFFT instead of a bank of modulators in order to minimize the MC-

CDMA complexity in hardware. To avoid Interblock Interference (IBI), we used a 

cyclic prefix to pad the front of the frame. By assuring that the length of the 

channel impulse response is smaller than that of cyclic prefix, IBI is suppressed 

completely. 

Next, we modeled the transmission environment that was assumed in this 

thesis. We used a multipath fading channel model which is assumed to be constant 

over one frame period. This channel model is realized by a tapped delay line model 

or transversal FIR filter. Each of the coefficients that are used as weights is 

generated by Jakes’ model. The magnitude of each tap coefficient has a Rayleigh 

probability distribution. 

After describing the channel model, we addressed the pilot based system. As 

shown in Chapter 2, a pilot code of length J was injected to each frame. This code 

was generated using a Walsh code matrix. With the aid of this pilot code, we were 

able to track down the behavior of the channel assigned to each sub-carrier. The 

channel estimator block estimated the frequency response of the channel impulse 

response on an iterative basis. On the first iteration, we scaled up the channel 

impulse response, in order to compensate for the missing energy. This was done 

because we have a length N channel frequency response and a length L channel 
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impulse response. We then used the estimated channel to clean out the received 

vector from MAI. This process is called Parallel Interference Cancellation. We also 

used MMSE filter to further reduce the effect of noise on the received signal. The 

PIC and channel estimation used the intrinsic and extrinsic values which were 

supplied by the APP decoder. However, only extrinsic values were fed back to the 

MMSE filter. The APP decoder itself was realized by using the BCJR algorithm 

which optimized the estimation process on a symbol by symbol basis. Then, we 

simulated the pilot-based system using Simulink. The results showed a promising 

BER performance. However, a saturation effect was observed. Upon reaching 

saturation, we did not get a significant improvement of BER performance by 

increasing the number of iterations. We also demonstrated that by using a larger 

number of sub-carriers we can obtain better performance. Although a system with a 

large number of sub-carriers can estimate the channel better than its counterpart, we 

need to keep in mind that these sub-carriers need to be orthogonal to each other. 

 In Chapter 3, we discussed the channel estimation without a pilot code. To 

do this, receiver needed to assume some knowledge about the transmitted signal. 

Namely, the statistical behavior of the transmitted signal. Having this information, 

the receiver could estimate the transmitted signal. The receiver itself was realized 

by two filters. The first filter was used to eliminate MAI and enhance the 

contribution of the transmitted symbol of the desired used over MAI and 

interference. After this, we applied CMA to obtain the estimate of the transmitted 

symbol. It was learned in the process that it is imperative for a blind system to 

ascertain that the initialization of the CMA’s coefficients will produce the positive 

value for the cross correlation between the CMA filter and the channel impulse 

response. Should this requirement not be fulfilled, we will have phase ambiguity at 

the output of the CMA filter. To improve performance of the blind system, we 

operated the system on a frame basis, applied an APP decoder and an interleaver on 

the receiver end. The interleaver helped the system to deal with burst errors, while 

the APP decoder enhanced the system’s immunity in AWGN. We showed via 

simulation that the system performs well under a fictitious channel with multipath. 



 39 

 For future research, we should investigate the possibility of blind channel 

estimation without the assumption of positive energy. This way, the blind system 

can be implemented in arbitrary environments. However, we must take account the 

complexity of the blind system. If the system is too complex, we cannot implement 

it in practice, simply because of its prohibitive cost. 
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These appendices will list the model that is used in Simulink. The External 

Interface listing codes using C are also enlisted. 

We are going to start with the pilot-based model system then the blind equalization 

system. 

 

A. Pilot-based System 

Following is the important parameter setting in startup stage for the pilot-based 

model system: 

M  = frame size (number of chips per frame). 

N  =  subcarrier length. 

J  =  pilot code length per frame. 

R  =  convolutional encoder rate. 

L = channel impulse response length. 

K = number of users which are served in the system. 

awgnvar = variance of the additive white Gaussian noise 

source_sample_time = sample time of input source for each user.  

 

These parameters were set by using of file “my_setup_multiuser.m”. The “Global 

Parameter” block set does this for us. We use the following S-Functions (C-MEX 

file): 

1. ColumnNorm.c -> Normalizes the column of a given matrix to a given value. 

2. myDiagonalize.c -> Makes the vector input matrix to its corresponding 

diagonal matrix 

3. LAPPDecoderBCJRbit.c -> Outputs the decoded A-Posteriori Probability of a 

given convolutionally encoded input source. 

4. LEXTDecoderBCJRcoded.c -> Outputs the encoded A-Posteriori Probability 

and its Extrinsic value of a given convolutionally encoded input source. 

 

Here, we list the “my_setup_multiuser.m” and the detail of pilot-based model. 
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Function my_setup_multiuser 
% Get parameter names and values from mask 

%Hard coded as if the K is the number of user in the system 

mask_ws_vars = get_param([gcs '/Global Parameters'],'maskwsvariables'); 

if ~isempty(mask_ws_vars) 

    for i = 1:length(mask_ws_vars), 

        curr_var = mask_ws_vars(i).Name; 

          if(curr_var == 'K') 

              num_user = mask_ws_vars(i).Value; 

          end 

        evalin('base',[curr_var ' = ' num2str(mask_ws_vars(i).Value) ';']); 

    end 

    evalin('base','input_samples_per_frame = (M-J)/(1/R);'); 

    evalin('base','frame_period = input_samples_per_frame*source_sample_time;'); 

else 

end     

%Filling the random interleaver seeding     

for i = 1:num_user 

  evalin('base',['rnd_inter_seed(' num2str(i) ') = ' num2str(get_param([gcs '/Tx User' 

num2str(i)],'rand_interleave_seed')) ';']); 

end 
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 60 
B. Blind Equalization System 

Following is the important parameter setting in startup stage for the pilot-based 

model system: 

M  = frame size (number of chips per frame). 

N  =  subcarrier length. 

J  =  pilot code length per frame. 

R  =  convolutional encoder rate. 

L = channel impulse response length. 

K = number of users which are served in the system. 

awgnvar = variance of the additive white Gaussian noise 

source_sample_time = sample time of input source for each user.  

correlation sample size = sample size of correlation calculation. 

 

These parameters were set by using of file “setup_mucma.m”. The “Global 

Parameter” block set does this for us. We use the following S-Functions (C-MEX 

file): 

1. my_conv_frame_norm.c -> convolute the input sequence with a given channel 

impulse response in the field. The channel impulse response will be normalized 

first before the result is calculated. 

2. my_cyclic_permutation_matrix.c -> outputs a permutated matrix version of the 

given input vector. 

3. Discard_N_first_frame.c -> neglect the N first input from a given sequence. 

The outputs are exactly the same, thereafter. 

4. CMA_frame.c -> operate the Constant Modulus Algorithm for a given input 

sequence and a given initial value of filter. 

 

Here, we list the “setup_mucma.m” and the detail of blind-equalization model. 

 

 



 
 
 
 

 61 
Function setup_mucma 
% Get parameter names and values from mask 

%Hard coded as if the K is the number of user in the system 

mask_ws_vars = get_param([gcs '/Global Parameters'],'maskwsvariables'); 

 

if ~isempty(mask_ws_vars) 

    for i = 1:length(mask_ws_vars), 

        curr_var = mask_ws_vars(i).Name; 

          if(curr_var == 'K') 

              num_user = mask_ws_vars(i).Value; 

          end 

        evalin('base',[curr_var ' = ' num2str(mask_ws_vars(i).Value) ';']); 

    end 

    evalin('base','input_samples_per_frame = (M)/(1/R);'); 

    evalin('base','frame_period = input_samples_per_frame*source_sample_time;'); 

else 

end     

 

%Filling the random interleaver seeding     

% for i = 1:num_user 

%   evalin('base',['rnd_inter_seed(' num2str(i) ') = ' num2str(get_param([gcs '/Tx User' 

num2str(i)],'rand_interleave_seed')) ';']); 

% end 
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