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Uninhabited aerial vehicles, also called UAVs are currently controller by a

combination of a human pilot at a remote location, and autopilot systems

similar to those found on commercial aircraft. As UAVs transition from

remote piloting to fully autonomous operation, control laws must be de-

veloped for the tasks to be performed. Flight control and navigation are

low-level tasks that must be performed by the UAV in order to complete

more useful missions. In the domain of persistent aerial surveillance, in

which UAVs are responsible for locating and continually observing points

of interest (POIs) in the environment, such a mission can be accomplished

much more efficiently by groups of cooperating UAVs.

To develop the controller for a UAV, a discrete-time, physics-based simu-

lator was developed in which an initially random neural network controller



could be evolved over successive generations to produce the desired out-

put. Because of the inherent complexity of navigating and maintaining

stable flight, a novel state space utilizing an approximation of the flight

path length between the aircraft and its navigational waypoint is devel-

oped and implemented. In choosing the controller output as the net thrust

of the aircraft from all control surfaces and impellers, a controller suit-

able for a wide range of UAV types is reached. To develop a controller

for each aircraft to cooperate in the persistent aerial surveillance domain,

a behavior-based simulator was developed. Using this simulator, con-

straints on the flight dynamics are approximated to speed computation.

Each UAV agent trains a neural network controller through successive

episodes using sensory data about other aircraft and POIs.

Testing of each controller was done by simulating in increasingly dynamic

environments. The flight controller is shown to be able to successfully

maintain heading and altitude and to make turns to ultimately reach a

waypoint. The surveillance coordination controller is shown to coordinate

UAVs well for both static and mobile POIs, and to scale well from systems

of 3 agents to systems of 30 agents. Scaling of the controller to more

agents is particularly effective when using a difference reward calculation

in training the controllers.
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1 Introduction

Uninhabited aerial vehicles (or unmanned aerial vehicles), also called UAVs, are be-

coming increasingly common in civilian and military sectors. Currently, they are

piloted remotely by a human operator at some distance from the UAV. This remote

piloting of the UAV means that constant contact is needed between the operator and

the UAV unless some form of autopilot mechanism is used for control for all or part of

a mission. Such constant contact has significant drawbacks, including a large energy

expenditure by the UAV in transmitting sensor and image data, and perhaps more

importantly, there exists a delay between the time an operator sends a command to

the UAV and the time that the command is executed.

Aircraft in general are useful largely for their speed, broad viewing area, and

ability to bypass rough terrain, making them useful for tasks such as topographical

mapping, monitoring crops, detection of forest fires, and search and rescue. Many

of these tasks are very similar and can be abstracted into a more general mission of

persistent aerial surveillance, in which UAVs will continuously observe some points of

interest in the environment which could model lost hikers, suspects fleeing from police

custody, or even wildlife. This is a domain in which having multiple UAVs observing

the same area can greatly improve the mission performance either by speeding up a

search, or allowing greater coverage of an area to more closely observe more POIs. As

the density of the UAVs in a search space increases, it is easy to see that coordination

between them becomes necessary so that they are not getting in each others way and

they are effectively using their numbers to observe many POIs.

To coordinate the UAVs, we want to develop a controller that will distribute

the UAVs in the environment in such a way that they make good use of their own

numbers in observing POIs. In performing this autonomous coordination of UAVs,
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some other controller is still necessary for the lower level tasks of flying and navigating

the individual UAVs.

Previous research has developed control methodologies for controlling the flight

and navigation of a single aircraft using a variety of different means. Flight control

can be achieved through a feedback control loop which can vary from a Proportional

Integral Derivative (PID) controller to more complex forms of control such as Linear

Quadratic Regular (LQR), and optimal control methods like receding horizon control

[22, 17]. These controllers are derived from the equations of motion governing a sys-

tem, meaning that any deviation from the expected equations of motion may produce

undesired behavior if not accounted for while developing the equations. Traditional

control methodologies such as PID typically need to be highly tuned for many appli-

cations including flight control, which means that a PID for one type of UAV may not

work well for a UAV with different control surfaces. Also, a PID controller must be

carefully designed to take into account any sort of disturbance to the system model,

but more complex controllers like LQR can build in greater tolerance, meaning that

a UAV may be more robust unexpected forces such as wind gusts or ground effects.

However, to achieve precise control of a UAV a detailed model of the system includ-

ing all control surfaces and impellers must be developed, so any shortcomings in the

model will always be present in the controller.

Learning-based control methods such as an artificial neural network have been

shown to be able to achieve level, stable flight for conditions under which traditional

control methods struggle or even fail [44, 42, 43]. This is due to limitations that

are essentially built-in to traditional control methods by approximations that must

be made in deriving these so that an analytic solution can be found. A common

example of such an approximation is the linearization of nonlinear terms in equations.

This frequently occurs when developing a state space form of a system to put into
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matrices, which must be linear for these methods to work. Linearizing specific system

parameters means that the control laws derived will only be valid for a certain range of

values that the system parameter can hold. Engineers, mathematicians, and physicists

are all familiar with the Small Angle approximation, where the sin(θ) or cos(θ) can

be approximated as θ for a small range of values that θ might take.

A learning-based control method requires no specific model of the system. In-

stead, from an initially arbitrary function, a controller that maps input parameters

to outputs is morphed to work well for the system according to some signal that pro-

vides feedback about its performance. This signal is often in the form of a function,

designated as the system utility function or objective function, that quantifies the

behavior of the system and can be minimized or maximized to achieve the desired

system performance. The set of all possible values that the inputs can take is referred

to as the state space of the system [41]. Since the values of the table entries or func-

tion variables are not derived, approximations like the Small Angle approximation

are not ingrained in the control laws, and the resulting fully-trained controller will

often handily deal with highly nonlinear system dynamics that traditional controllers

fail in [44].

Such feedback control works well under ideal conditions as such conditions are

accurately described by the model produced from the equations of motion. UAVs of

the scale typically operated today are large enough that their sheer size and mass

make them robust to moderate disturbances such as high frequency wind gusts and

turbulence [42]. However, while traditional feedback control methods may work well

for larger UAVs, MAVs suffer from a dramatic reduction in aerodynamic stability

due to their much smaller size. This means that the equations of motion from which

traditional control schema are derived are often too simplified to effectively control

any MAV that is subjected to disturbances such as wind or other atmospheric effects



4

such as precipitation [5]. In order to create a more robust controller, such disturbances

must be accounted for, either explicitly or implicitly, within the control system.

One of the most prevalent uses for UAVs is persistent area surveillance, where

monitoring of an area is performed by one or more aircraft [29]. It is not difficult to

imagine a single aircraft thoroughly searching tens of thousands of acres of rugged

terrain for lost hikers taking several days. This search time can be improved by

increasing the number of aircraft involved in the search, so that several different

aircraft could be searching in parallel allowing faster, more efficient searching. The

question then becomes how best to distribute the aircraft so that an efficient search

can be conducted.

This coordination can be achieved either through a centralized controller or by a

distributed control system. A centralized controller would be an algorithm or human

that would use the positions and headings of each aircraft and use that to decide how

best to organize the aircraft. A distributed means of controlling the system could

be constructed in many different ways, depending on how an agent is defined. For

example, an agent could be defined as a fixed navigational waypoint, and its action

could be to determine which agent or agents are assigned to it. The UAV would then

simply fly to the designated waypoint. Alternately an agent could be defined as an

aircraft, as is done for this research, and its actions would be to select a waypoint, at

which point it would, again, fly to that designated waypoint.

Similar coordination of UAVs for the persistent aerial surveillance task has been

achieved in several different ways. One such method is to formulate the problem in

such a way that a global optimum solution can be found using mixed-integer linear

programming (MILP) as in [15, 37, 38, 6]. In order to formulate the problem in

this way, Similarly, an alternate formulation divides the search space into an array of

smaller regions, so that an optimum solution can be found by minimizing the elapsed



5

time that each region is visited by a UAV [29]. These approaches to coordination of

UAVs are good because they find the optimal solution, but a number of assumptions

must be made to formulate the problem in such a way that a solution can be found

with this method at all. The assumptions made include exact knowledge by the

controller of every UAV in the system, the UAVs always do exactly what they are told

regardless of circumstances, and that communication costs are trivial. This last point

about the communication costs is perhaps the most important, as communication

becomes very costly as the size of autonomous aircraft continues to shrink.

Many different types of coordination problems between UAVs have been studied

previously, but the most commonly studied among these are path planning of multiple

UAVs [14, 51, 16], formation flight [34, 33, 46, 49], target tracking [17], and concurrent

rendezvous [8, 26]. The control systems designed for many of these are distributed

controllers, meaning that each UAV uses the information it can gather to make its

own decisions, creating reliable and resilient controllers [35].

To create these control systems, most of the focus was on either path planning

of an individual UAV or on the creation of stable formations of UAVs. In the case

of path planning, the overall approach is best typified by [8], in which a UAV must

choose the best path between its current position and a target position. This is done

by choosing a series of short path segments based on their relative value to the UAV,

decided by a function relating the speed of taking that path and the danger associated

with it. The authors then offer an extension of this work that can apply to multiple

UAVs by including in the path value calculations the proximity of other UAVs. An

approximation is inherent here because of the coupling of the spatial and temporal

relations of the UAVs in the environment, so that in choosing a path to follow a UAV

must forecast the future positions of other UAVs.

Formations of UAVs are useful because of their ability to allow UAVs to fly in close
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proximity and avoid collisions that would be catastrophic to the aircraft. In [34, 33]

these formations are assumed to be planar in order to simplify the mathematics

of the graph theory and potential functions between UAVs, limiting somewhat the

applicability of this approach. However in [46], formations capable of existing in three

dimensions are shown to be able to be controlled. While formation flight of UAVs

has benefits, it does not characterize a useful mission of the UAVs of itself, and this

is left for other research.

The ultimate goal of creating fully autonomous UAVs is to allow a single hu-

man user to be able to easily control large groups of UAVs using very high level

tactical commands. In this research we will first show that an individual UAV can

autonomously perform low level tasks including stable flight and navigation to way-

points. We then build on this to show that using a distributed system we can give a

group of UAVs a very general goal and they will be able to use the limited information

available to them to carry out their mission.

One of the most important features of a distributed system is its fault-tolerance,

or robustness to failure. In order for the control of a group of aircraft to be as robust

to disturbances as possible, a decentralized control scheme should be used. Agents

that are controlled reactively can cope with a change in the number of agents without

having to learn a new control policy, where a centralized controller must generally

reprocess.

The research presented in chapters 3 and 4 will show how a single artificial neural

network controller can be evolved that can both achieve stable flight and navigate to

a waypoint. In order to do this, a novel state space that models UAV sensory data

is developed that is then used as input to the neural network controller. From these

inputs, the neural network determines action for the UAV to take in the form of an

applied force vector that can be thought of as the combination of all of the forces
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applied to the aircraft by its control surfaces, whether these forces arise from elevators

and ailerons for a conventional fixed-wing airframe, adjusting main rotor pitch and

tail rotor speed for a single rotor helicopter, adjusting individual rotor speeds for a

quad-rotor, or from the use of jets of air [36] as from a flapless UAV like the Demon,

developed at Cranfield University.

To create the controller, a simulated environment was necessary to capture the

essential dynamics of the aircraft operating in the environment, so that at each time

step in simulation, the acceleration, velocity, and position of the aircraft are updated

according to realistic physics. Starting from a population of neural networks, each

with randomly assigned weights, the population is evolved over successive episodes

using the neuroevolution algorithm. After a neural network is used for an episode,

its performance is evaluated according to an objective function that measures how

well the neural network was able to control the aircraft both in terms of improving

its trajectory and position with respect to a waypoint. For instance, if a waypoint

is directly behind the aircraft initially, it will be critical to reward a network that is

able to steer the aircraft towards the waypoint, as the physics of the system dictate

that at least for a certain amount of time the aircraft must be moving away from

the waypoint. These two disparate types of information will be put together using

an approximation of the aircraft path length to reach the waypoint from its current

position and using its current velocity.

In chapters 5 and 6, a higher level controller will be developed to coordinate

agents by assigning waypoints to each agent based on sensory information about its

environment. Using a multiagent systems approach, agents will coevolve their neural

network controllers. Agents need not communicate directly, but will use sensory data

to make reactive decisions about where to go in a simulated environment by treating

other agents as though they were part of the environment.
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The objective of the team of UAVs here is to perform persistent surveillance

of an area by tracking either static or dynamic points of interest in the environ-

ment, similarly to [19] but with significantly different dynamics than the terrestrial

rovers studied in that research. Such points of interest could represent such things as

stranded hikers, enemy troop emplacements, or police suspects fleeing custody. Here

a different sensory setup must be used to encapsulate information not only about the

points of interest (POIs), but about other aircraft. Sensors give a rough estimate of

where other agents and POIs are relative to the agent, which will again be used as

inputs to a neural network that maps these inputs to outputs consisting of the axial

location of a waypoint for the agent to approach. The action selection for this was

specifically chosen so that the controller for an individual agent as described above

(and in more detail in Chapter 5) can be used to navigate the agent to the waypoint

described by this controller output.

In the following chapters, we will provide more specific examples of what has been

stated above. Chapter 2 will provide a solid background for this research, including

different control methodologies for flight control and for coordination of autonomous

agents. Chapter 3 presents the development of a neural network controller that

can achieve stable, level flight of an aircraft while navigating it between waypoints.

Chapter 4 presents the results of applying this controller in a simulated environment

will be presented. Chapter 5 will show how for each agent in the system, a controller

can be evolved that is capable of coordinating the agent within a group of autonomous

aircraft, and experimental results from this in Chapter 6. Finally, Chapter 7 will

discuss the implications for our work and propose future directions for the research.
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2 Background

2.1 Control of an Autonomous Aerial Vehicle

In the ongoing transition from remote operation of UAVs to fully autonomous control,

controllers must use sensory input collected from the aircraft to decide on an action.

This can be done in any of several ways. The most widely applied form of control

is traditional feedback control theory, which uses equations derived from the system

dynamics along with the sensory information to determine the action to take for

given sensor values. This need for a system model can limit the generalizability

of the solution obtained because of the mathematical approximations necessary to

arrive at an analytical solution [39]. A model of a the system is used in modern

control theory as well, including the various forms of optimal control that have been

developed over the past several decades [27].

Learning methods such as reinforcement learning and neuroevolution are con-

structed such that over time, an initially random mapping of sensory inputs to ac-

tions is improved using a reward signal that measures the performance against the

desired behavior [41]. Reinforcement learning methods achieve this through the use of

a table over the possible state space values, and each entry in the table is updated as

the state space is gradually explored. Neuroevolutionary methods perform a similar

update over time, but rather than a table, a function approximator in the form of an

artificial neural network is used and the weights between network nodes are changed

over time. As these learning algorithms do not use an explicit model of the system,

the behavior that arises as they explore the state space can work well under a variety

of conditions, often including conditions under which they have not been trained [41].
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2.1.1 Model Predictive Control

As suggested by the name of this class of control methods, to develop a controller

a model of the system to be controlled is developed. This model takes the form of

mathematical equations describing the dynamics of the system. By defining which

parameters are to be controlled, a feedback mechanism is used to set the free param-

eters in the equations to achieve the desired behavior according to the mathematical

model used. Thus, from the values of the free parameters, we can predict the output

variables using the mathematical model.

In [21], control coefficients for parameters including angle of attack, roll rate, pitch

rate, and others were determined for a specific UAV (in this micro air vehicle or MAV)

geometry and using the characteristics of the airfoil. In order to control the aircraft,

closed-loop control laws were derived using root-locus techniques. In simulation, it

was shown that this worked well and could be generalized slightly to include airframes

with slightly different centers of gravity and geometries.

For complex systems with significant nonlinearities, approximations must be made

to develop systems of linear equations so that a constant coefficient matrix can be

formed. The matrix vector form describing the system state is a prerequisite for

designing a controller. Constructing such a mathematical model requires intimate

knowledge of the internal processes of any system in order to find the equations that

describe these processes [27, 25].

2.1.2 Reinforcement Learning

In Ng et al. [28], a reinforcement learning algorithm was implemented and was able

to achieve sustained inverted flight of a helicopter, not just in simulation, but for a
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physical airframe. Helicopters are considered to be highly unstable due to their very

non-linear dynamics and noisy parameters, but the complex task of performing certain

maneuvers was accomplished by first developing a model of the system dynamics and

using this to train their own PEGASUS reinforcement learning algorithm so that it

did not have to learn every facet of the complex system behavior from scratch.

In a domain more similar to the control and navigation of an uninhabited aerial

vehicle (UAV), reinforcement learning algorithms have been used for sensory-action

pair mapping of an autonomous underwater vehicle [9]. In this paper, a reinforcement

learning algorithm is used to develop a probabilistic control policy by changing the

weights of a neural network. In a two-dimensional simulation, their underwater vehicle

agent is able to successfully follow a target using the control policy developed.

2.1.3 Neural Network Control

Neural networks are often referred to as universal approximators [7]. Because of the

way these networks are structured, they can be developed such that any nonlinear

function can be approximated. The structure of an artificial neural network (NN) a

layered structure, with input nodes on one end, output nodes on the other end, and

some number of hidden layers in between each consisting of some number of nodes.

This is easier to conceptualize in looking a general schematic such as in Figure 2.1.3.
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Inputs

Hidden units

Outputs

Figure 2.1: Schematic of the generic structure of an artificial neural network, in
which input values are fed through the structure on the left and output on the right
after some mathematic manipulations. In learning of the control policy, the weights
connecting nodes are updated using a reward signal.

Each node is connected to the nodes in the following layer by a variable weight,

which is initially a random value. Each node in the hidden layer has an activation

function so that as the value of the combined nodes coming into it are summed

together, the function determines whether or not a threshold has been reached for

the node to be active. The most common activation function is a sigmoidal function

as in Equation 2.1 due to its continuity and differentiability, but others can also be

chosen such as the unit step function.

P (t) =
1

1 + e−t
(2.1)

In applying an NN, we may choose any number of hidden layers, each containing
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any number of nodes. These choices effect the complexity of the network and thus

its ability to capture highly nonlinear data distributions. The usefulness of applying

the neural network control methodology has only begun to be addressed recently as

its usefulness as a reactive control scheme is implemented and compared to other

reactive schemes such as decision trees [40].

Using these networks as controllers and training them using an evolutionary ap-

proach has proven very successful in robotics domains closely related to UAVs such

as terrestrial rovers [10, 12, 11]. While these rovers have very different dynamics

than a system in flight, there are certain overlaps in the tasks they must perform in

navigating such as obstacle avoidance. In relating sensory data to action selection, a

wide range of options is presented in existing research. Inputs to the neural network

can be the agent location [12, 11] and battery charge remaining.

Another similar domain using neuroevolution is control of a rocket [13] not using

fins, but rather through changing the direction of the thrust. More relevant still is

work done in using neural networks to stabilize flight in micro air vehicles (MAVs)

[42, 43, 44]. For very small fixed-wing airframes, it was shown that a neural net-

work controller was capable of stabilizing flight even under large disturbances such

as strong wind gusts [42, 43]. For a very different type of aircraft, a quadrotor, it

was demonstrated that a neural network controller combined with a highly nonlin-

ear model of the system dynamics was capable of vastly outperforming a traditional

feedback controller (PID, or proportional integral derivative controller) even in the

face of a disturbance to the aircraft that flipped it completely upside down [44].
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2.2 Coordinating Uninhabited Aerial Vehicles

Coordination of groups of aerial vehicles has much in common with the coordination

of ground-based vehicles. The similarities include similar goals, restrictions on com-

munication, and the dependence of action choices of an agent on the actions of other

agents. The key distinguishing characteristics are the dynamics of motion, perhaps

most exemplified by the inability of an agent to drop below a certain speed without

catastrophic consequences. A direct consequence of this is a significant increase in

the turn radius compared to the typical terrestrial robotics platform modeled by most

research, in which an agent may come to a complete stop and turn in place if needed.

2.2.1 Traditional Control Theory

Mathematically derived feedback control laws have been derived that allow groups of

UAVs to achieve stable, coordinated formation flight [34, 33, 46, 49]. Formation flight

is potentially very useful for certain situations, as multiple UAVs are able to fly in

close proximity without collisions, and can maintain their formation while performing

maneuvers by adjusting the spacing between UAVs.

In [34, 33], this formation is achieved using structural potential functions that

act to repel UAVs from one another, together with a formation graph that serves as

a map of the coupled interactions of UAVs in the formation with one another. In

setting up the control system in this way, each UAV can change its relative velocity

to those around it using only information about its nearest neighbors, thus adjusting

its position in the formation. In order to ensure stability of the solution, it is assumed

that the formation of UAVs exists only in a single plane, so any three-dimensional

formation is not allowed.
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Similar work was done by [46] but was able to extend the usefulness by working

for formations in three dimensions. This is done by defining subsystems within the

formation that each use state feedback controller, so that individual UAVs only detect

the vehicle directly ahead of them.

Such distributed control laws have been shown to be more reliable and robust to

disturbances than centralized control of UAVs [35].

In [14, 51] and [16], the problem of path planning for multiple UAVs in hostile

environments was considered. In both of these, UAVs must find an optimal path from

their starting position in the environment to a target, while spending as little time in

hostile territory as possible. In [16], this was done using an a priori probabilistic map

of existing enemy troop locations and obstacles that may move over time. Both [14]

and [16] perform this path planning for a single UAV and illustrate how the approach

could be extended to multiple UAVs.

An alternative method for path planning uses L1 adaptive feedback for the coor-

dinated path planning of multiple UAVs so that collision avoidance is built in to the

controller [17].

Another coordination task addressed is the rendezvous of multiple UAVs at a

predefined waypoint [8, 26]. In both of these, again what is essentially happening is

the planning of a path for individual UAVs in order to minimize the amount of threat

they are subjected to in the environment. To create the paths, Voronoi diagrams

are used in conjunction with some algorithm (Dijkstra in [8]), essentially creating

segmented paths such that the threat over each path segment is minimized.

Mathematically derived feedback control laws have been applied in countless ap-

plications. Such control laws are derived using a mathematical model of the system

dynamics to be controlled as developed from physical principles such as the equa-

tions of motion of the bodies in the system. While the underlying assumptions on
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which they are based hold true, such control laws are mathematically guaranteed to

work [27, 25]. However, the soundness of such assumptions relies on the underlying

dynamics of the system being modeled and in some problem domains these simplify-

ing assumptions may hold only for narrow bounds of certain parameters [39], while

some domains may present large difficulties in even finding an adequate model of the

system from which to derive a control scheme.

Optimal control techniques such as receding horizon control have also been ap-

plied in this domain for assigning trajectories or other tasks to UAVs [22, 17]. These

controllers must be based on physical constraints of the system, so a controller de-

veloped for fixed-wing airframe in this fashion would not be able to be applied to a

different type of aircraft.

2.2.2 Numerical Optimization Techniques

In order to alleviate some of this problem, other control methods can be used. Op-

timization techniques such as mixed-integer linear programming (MILP) have been

used for control of not just single aircraft , but also for control of teams of aircraft

[37, 38, 6, 15]. These papers formulate the coordination problem as essentially having

two parts: a task allocation component, and a trajectory planning component. With

the goal of minimizing the total mission completion time of heterogeneous UAVs visit-

ing specified waypoints, they were able to formulate the problem into a solvable form

by simplifying the vehicle dynamics and putting these and the problem constraints

into matrix form. MILP was then used to find the optimal solution in the form of

setting waypoint and assigning UAVs to them.

Optimization methods, as with feedback control laws, can work well in some in-

stances. The main drawback with the traditional approach to these methods is the
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explosion of the state space. As more and more variables are considered in deter-

mining the overall state of the system, finding an optimized solution can sometimes

mean searching through hundreds of billions of possible solutions , which can become

computationally intractable [45, 50].

A related method develop in Nigam et al. [30, 29, 31] is actually tailored for the

persistent aerial surveillance task. In these papers a method is developed and ex-

tended from one to two dimensions of maintaining temporally measured observations

of the entire map. To do this, the map was divided up into cells, and for each of

these the time since its last observation is recorded. In deciding which cell to visit

next, or rather, what path to follow, an algorithm is developed that optimizes the

path to minimize the average ”age” of each cell, where the age is simply the amount

of elapsed time since it was last visited.

2.2.3 Learning Methods

Machine learning algorithms offer a form of adaptive control possessing some proper-

ties that overcome the shortcomings of both feedback control laws and optimization

techniques. Principally, the lack of a need for a system model means that although

there may be no guarantee of the control policy working for all scenarios, no simpli-

fying assumptions are present so the control policy will often work outside the range

of input parameters for most feedback control laws [44], although demonstrating this

is domain specific. While some machine learning algorithms fall prey to a state space

explosion as optimization methods do, many algorithms such as neuro-evolution, can

easily overcome this through some clever representation of the state information [32].

There is of course a trade-off between the representation of state space and the per-

formance level that can be achieved. Generally, if we decrease computational cost,
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we are also decreasing the performance that can be attained by the system.

Using a multiagent systems approach can lead to control systems for coordination

that are robust to agent failures and very adaptable to dynamic environments [19,

18, 20]. This approach prescribes that each agent in a system, or each aircraft in a

team of autonomous aerial vehicles, has its own control policy so that as the system

changes, far less computation is required to reconfigure the system meaning that such

reconfiguration can be done in real time. In [40], an evolutionary scheme was applied

to develop a reactive controller for coordinating groups of micro air vehicles where

all team members share a target that they must reach at which one will simulate a

detonation and the target will be destroyed. The sensory information to these MAVs

is provided by a central system that tells them at each time step the location of the

target in the environment.

In [50], the task of persistent aerial surveillance was addressed for heterogeneous

UAVs with simplified dynamics by having a centralized controller that learned to

adjust the distribution of UAVs in the environment to observe static or dynamic

features.
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3 Navigation

The algorithm used for simulating the flight of a single autonomous uninhabited

aerial vehicle (UAV) has a very simple main control loop for program execution. This

algorithm is just an instance of the traditional robotic control loop of sense, process,

execute. The general idea behind the state space representation used here is to

quantify the value of multiple possible flight paths surrounding the current trajectory

of the UAV. Such a representation helps to distinguish between small deviations in

trajectory for the short time-scales used here.

Learning occurs via neuroevolution, so the training consists of a series of episodes

in which the agent takes takes actions for each state it encounters and is then rewarded

based on its overall performance through the episode as shown in Figure 2.

3.1 Agent Description

The characteristics of the aircraft chosen for the simulation were modeled after a

generic fixed-wing MAV. The flight characteristics of the aircraft deemed most critical

for simulating the flight dynamics are the maximum speed, stall speed, and cross-

sectional area, and are summarized in Table 3.1.

DIMENSIONS
W Width of the simulated world 2000 (m)
H Height of the simulated world 2000 (m)
D Depth of the simulated world 1000 (m)

Table 3.1: Table of the spatial dimensions of the simulated environment.
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3.1.1 Sensors and State Space

The sensors used for the agent to determine its state consist of nine paths arrayed

around the current trajectory (~v) of the agent at each time step as can be seen in

Figure 3.1.1. Since each of the nine paths is relative to the current trajectory of the

agent, the paths themselves are easily calculated by adding or subtracting a fixed

angle of π
4

radians for the inclination and π
4

radians for the horizontal trajectory.

For each of the nine potential paths, the approximate path length Si is calculated

using the current speed of the UAV. This sensory setup does not correspond to any

particular type of sensor, but is a useful abstraction that approximates the function

of actual sensors.

Figure 3.1: Sensory state setup for the aircraft agent consisting of nine potential
paths surrounding the current trajectory of the agent. Each path has an associated
value based on the approximate path length Si.

Each of these nine paths is assessed a numerical value based on an approximation

of the length of the flight path the agent would have if it were to have that path as its

trajectory. The basic concept here is actually quite intuitive: is that path shorter than

the one we are taking? We can quantify this, but since we cannot know the actual

length of the flight path ahead of time we must approximate it. If we designate the
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actual flight path length down path i as Sactuali , then the approximation of this is

designated simply Si, or the vector containing all nine sensor values as S.

To calculate the approximate path length Si, we will use a combination of the

euclidean distance from the current position of the agent to the waypoint, and the

arclength circumscribed by the vectors ~v and the relative position vector ~Rpt between

the agent and the waypoint, shown in Figures 3.2(a) and 3.2(b).

(a) Schematic of the two-dimensional vec-
tors of absolute position Rp and Rt of the
plane and target respectively, and the rel-
ative position vector between them Rpt.

(b) Diagram showing φ, the angle between

the vectors ~vt and ~Rpt.

Figure 3.2: Diagrams of the vectors used in path length calculations. Shown are the
relative position Rpt and the angle between this and the velocity of the agent ~v. Note
that in simulation, these vectors are in 3D.

Using the angle φ between the vectors ~vp and ~Rpt, the arc length between them

using the magnitude of the ~vp corresponds to a term in the equation for Si (Equation

3.1) that takes into account the speed at which the agent is moving relative to the

waypoint. The other term in Equation 3.1 is simply the three dimensional euclidean

distance between the agent and the waypoint. This gives us a single equation that

takes into account the absolute distance between the agent and the waypoint and the
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relative motion between the two, as shown in Equation 3.1.

Si = |~Rpt|+ φvt ∗ ~vp (3.1)

In choosing this sensory setup the goal was to provide the learning agent with

information regarding the value of its current trajectory and the neighborhood of

actions that it could take from its current state.

3.1.2 Action Set

In order to keep the simulation as generalizable as possible, rather than using specific

control surfaces and engine characteristics, all of the forces applied to the aircraft from

control surfaces and engine thrust have been combined into a single three dimensional

force vector. This allows the same control policy to apply equally well to many

different types of aircraft, from fixed wing to quadrotor aircraft. In order to apply

such a general control policy to a specific aircraft, some sort of function approximation

can then be used to determine the appropriate positions of the control surfaces into

the appropriate positions to generate the required conglomerate force vector. This

vector of the sum of the applied forces, designated ~T for the total thrust of the aircraft,

will be allowed to take on any vector value regardless of the current trajectory of the

aircraft, normalized to a maximum thrust of the aircraft. For some types of airframes

~T may only be able to assume a subset of these values, but to keep this in the most

general case such constraints will be neglected here.
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3.2 Simulator

The simulator used to train the controller for the combined flight control and nav-

igation task is a physics-based real-time simulator. This means that an episode in

the simulator begins at some point in time with initial conditions including the posi-

tion in cartesian coordinates of the waypoint and the agent, and the velocity vector

(~vp) of the agent. From this initial point, we iterate forward in time, updating the

acceleration, velocity, and position of the agent at every time step by calculating the

forces on it for its current velocity. The physics used here is simplified a great deal

from most of the technically accurate flight simulators available because computation

time will be important for this simulator as it will be used for tens of thousands of

episodes at a time.

Besides the applied forces that arise from the control surfaces and engine of the

agent (~T ), the environmental forces assumed to be acting upon the aircraft are grav-

ity, drag, and lift. In calculating these they we will simplify somewhat for the sake

of reducing computational complexity, while retaining enough fidelity to provide rel-

evant results from the simulation. The following equations show how these forces are

calculated within the flight control simulator. The force of aerodynamic drag on the

aircraft, FD is a function of air density (µ), the speed of the agent, and the drag

coefficient CD which actually varies with speed but will be treated here as a constant

in order to simplify the computation (Equation 3.2.

FD =
1

2
∗∆t ∗ µ ∗ CD ∗ A ∗ |~vp|2 (3.2)

The force of lift is also a function of speed and air density, but the notable differ-

ence here is that it is dependent on the angle of attack of the aircraft, or the angle

at which the aircraft is oriented, as in Equation 3.3.
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FL = π ∗∆t ∗ ψ ∗ µ ∗ |~vp|2 (3.3)

Equation 3.4 is simply the force on the aircraft due to the constant acceleration

of gravity.

G = ~aG ∗M ∗∆t (3.4)

Each of Equations 3.2 to 3.4 are essentially operating in three dimensions, but in

approximating them we assume that FL is always acting in the positive z direction,

while FD always acts directly opposite the direction of the agent velocity ~vp. The

numerous constants in these equations are tabulated in Table 3.2.

PARAMETERS
µ Density of the air 1.297 (kg/m3)
∆t Time step 0.1 (s)
ψ Pitch of the airfoil
āG Acceleration due to gravity
v̄ Agent velocity vector
CD Coefficient of drag 1.8 (unitless)
M Mass of the aircraft 100 (kg)
A Cross-sectional area of the aircraft 0.6 (m)

Thus, at every time step, the acceleration of the agent can be calculated using

Equations 3.2, 3.3, and 3.4, and the applied force vector ~T by summing the forces in

each of the x, y, and z directions according to Newtonian mechanics. To obtain the

velocity from this, we use a standard rectangular numerical integration scheme, chosen

for its low computation cost, as in Equation 3.5. All that is stated in Equation 3.5 is

that the new velocity is the sum of the old velocity and the product of the acceleration

with the length of time that has passed. While this has a low order of accuracy, for
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a sufficiently small time step it is numerically stable and used in nearly every flight

simulator created.

~vt+1
p = ~vtp + ~at+1

p ∆t (3.5)

In computing the new position, the same numerical integration technique is used

again to go from the old position and new velocity to the new position.

3.3 Algorithms

The three algorithms presented here are all interrelated in the development of a

flight and navigation controller. To establish statistical significance, each complete

simulation must be run for a certain number of repetitions, generally accepted in the

computer science community to be at least twenty to thirty runs. Each run consists

of anywhere from several thousand to over ten thousand episodes, each consisting

of the main simulator loop executing for a predetermined number of simulated time

steps. This episodic structure is what is used by the neuroevolution algorithm to

provide feedback to the neural network controller as to how well its actions did over

the course of an episode.

3.3.1 Simulator Loop

The execution of the simulator consists of three key steps, corresponding to the general

robotics tenets of sense, process, and execute. Here those steps consist of:

1. Sense state

2. Compute control solution
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3. Apply control solution

Items 1 and 3 are interactions between the environment and the agent, so that

part of the processing is done by the agent construct, and the rest by the world

construct. Namely, once the agent has selected an applied force vector ~T , it is up to

the world to update the agent acceleration, velocity, and position since the agent does

not contain an explicit model of the physics to which it is subjected, but must learn

over time how a particular action selection affects its heading and position relative to

the sensory data it collects. Figure 1 show the serial execution of the algorithm for a

single episode of simulation, beginning at user specified initial conditions and ending

at a predetermined run-time.
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input : Randomly positioned waypoint
output: Text file charting agent performance
while T < Tmax do

Sense state s
if Not at final waypoint then

if Not at current waypoint then
Select force vector ν
Sum agent accelerations
Update agent velocity η
Update agent position ρ

end
else

Select next waypoint
end

end
else

Store network
end

end
Calculate episode reward R

Figure 3.3: Navigation Simulator Control Loop: For simulating a single episode
consisting of Tmax time steps in which the agent senses its state, selects an
applied force vector, and using this and approximate Newtonian mechanics its
velocity and position are updated.

3.3.2 Artificial Neural Network

An artificial neural network is used in this research as a functional mapping between

the agent states (path sensors) and the agent actions (selecting a force vector). As

described in Section 5.1, there are nine path sensors that collectively characterize the

agent state at each time step of the simulation according to the path length approxi-

mation described in Equation 3.1. In order to effectively use this sensor information in

the neural network structure, we must eliminate potential scale effects by normalizing

the values such that S ∈ [0, 1].
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To produce the outputs that are used to form the applied force vector ~T these

nine input values are fed forward through the neural network, so that each of the

thirty-six nodes in the hidden layer is either activated or not from the sum of the

inputs multiplied by their weights. Feeding forward continues from the hidden layer

to the output layer, yielding three output values that are again between 0 and 1, each

corresponding to one of the three cartesian components of ~T . In order to use these

components as the applied force, they are simply scaled using the maximum available

thrust of the aircraft.

So in interacting with the simulator loop, scaled sensory data is used as inputs

to the neural network which feeds these values through the network to obtain output

values that are scaled into the applied force vector ~T .

3.3.3 Neuroevolution Training Loop

To evolve a controller, we begin with an initially random population of thirty networks

for our single agent. During each episode, a single network is used over the entire

runtime. After each episode, consisting of one simulation over a series of time steps,

a reward for the network is calculated as shown below in Equation 3.6.
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input : Population of random networks
output: Trained flight controller
i = 0
for i < Episodes do

Initialize UAV
while T < Tmax do

See Figure 1
end
Calculate episode reward R
Re-rank network population

end

Figure 3.4: NeuroevolutionTraining Loop: Used over successive episodes for
the training of a neural network controller by iteratively changing the weights
between nodes to develop a trained controller for a UAV to fly and navigate.

To train the networks, their performance over an episode must be compared to

some value. For the flight and navigation domain, we will use a reward function that

is again based on the notion of the approximate path length, so that even if an agent

does not get nearer to the waypoint, as long as it turns towards the waypoint it will

be rewarded. This is necessary because instances could arise where the waypoint is

directly behind the agent and the agent cannot make a zero radius turn. The agent

must therefore get further away from the waypoint in order to complete a turn to

approach the waypoint.

DIMENSIONS
α 0.3
β 0.5
γ 0.2
zdesired 500 (m)
CruiseSpeed 22 (m

s
)

∆t 0.1 (s)

Table 3.2: Table of the parameters used in calculating the reward function F .
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Using the parameters in Figure 3.3.3, the reward function is calculated as in

Equation 3.6. The reward function is composed of three terms that characterize the

desired behavior of the agent as we have defined.

1. The first term (Λ1) is simply the difference between the altitude of the agent

and the altitude that we want it to maintain.

2. The second term is the approximate path length S.

3. The third term (Λ2) is the difference between the speed of the agent and the

cruise speed that we would like it to maintain.

F = −α ∗ |Λ1| − β ∗ S − γ ∗ |Λ2| (3.6)

Λ1 = zdesired − zagent

Λ2 = CruiseSpeed ∗∆t ∗ 1.3− |v̄p|

By rewarding the agent this way, we can evolve a neural network controller that

maintains altitude, flies at a speed reasonable for the airframe (which might be de-

termined by such factors as energy efficiency and urgency of mission), and will steer

towards and approach the waypoint.
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4 Navigation Results

The experiments that follow share some common features. The simulated environ-

ment is always the same size, with dimensions as listed in Section 5.1. For each

experiment, the waypoint for the agent to reach is located near the top center of the

world (1000, 1500, 500), so that when the agent is initialized at the center of the

environment (1000, 1000, 500) with a velocity in the (0, 1, 0) direction, the waypoint

is directly ahead of it. This puts the waypoint close enough to the agent for the initial

experiments that it is easily capable of reaching waypoint in the time allotted. While

in some experiments the starting position and velocity of the agent may change, for

each experiment the waypoint will be at this position as a common point of reference.

Recall that since the state space of the agent relies on relative positions of the agent to

the waypoint (Section 5.1, changing the position of either the agent or the waypoint

has the same effect.

To give some sense of how well the agent is able to achieve this, we decided to

implement a simple algorithm that uses a basic feedback mechanism to update its

applied force vector from one step to the next, using the same sensory information

available to the neural network controller.

While the physical equations governing the system (3.2, 3.3 , and 3.4 are coupled

in their x, y, and z components, we can approximate the system to a degree by simply

assuming that the coupling is weak. Then the vector components can be separated

into multiple single input single output (SISO) systems rather than one multiple

input multiple out system (MIMO). Then feedback can be used separately for the z

component of the applied force vector, and for the heading, or azimuth, of the vector

in the xy plane, from which new the x and y vector components can be found by

applying a rotation of θ about the z-axis.
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Equations 4.1 describe the precise mathematical operations necessary for this

where ~T is the applied force vector with components (Tx, Ty, Tz). The parameters θ

and φ in these equations are detected from the sensor inputs by performing a search

over each sensor value to find the lowest value, which as described in Section 5.1

corresponds to the shortest flight to the waypoint. The angle θ is the zenith angle

difference added to the current velocity of the agent, and the angle φ is azimuth

difference added to the velocity. So for potential paths to the left of the agent θ is

positive, to the right it is negative, and for paths upward of the current velocity φ is

positive, while for those below φ is negative.

T t+1
x = T txcos(θ)− T tysin(θ) (4.1)

T t+1
y = T txsin(θ) + T tycos(θ) (4.2)

T t+1
z = ±T tzcos(φ) (4.3)

The aim in designing this controller was to create a simple controller that uses

the same state space as the neural network controller so that a fair comparison could

be made and we could verify that the neural network has learned good behavior.

Because the angular rotations performed in Equations 4.1 are based on the direction

corresponding to the sensor (or path) with the lowest value, this controller is called

the Best Path First algorithm, abbreviated as BPF in the figures.

4.1 Level Flight

For the experiments testing the ability of the controller to achieve level flight, the UAV

agent begins at the exact center of the simulated environment, so that its coordinates
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are (1000, 1000, 500). The waypoint is set to be at the same elevation as the agent’s

initial height so that only maintaining initial altitude is necessary for the agent. While

flight control and navigation are not completely separable, the most expedient way to

test just the flight control is to set a waypoint directly along the initial trajectory and

at the same level as the agent. Thus all the agent has to do is to maintain heading

and altitude and it will reach the waypoint, maximizing the reward function 3.6.

To determine how well the controller is able to learn, we can look at the system

reward value over successive training episodes and notice that the system reward

rises. In Figure 4.1 we can see the system performance using both the evolved neural

network controller, and the linear controller.
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Figure 4.1: Plot of the performance of both the neural network controller and the
linear controller for Experiment 1: level flight. Learning of the neural controller over
successive episodes is evidenced by the rise in system value over time.

Determining the actual behavior of the controllers is difficult from looking at such

curves however, so in an effort to expedite this we have created visualization tools

that show the actual position of the agent over the course of a single episode. Each
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of these plots is a projection of the three dimensional agent position onto the ground

of the simulated environment as trying to visualize this is three dimensions becomes

very difficult. For every one of the plots generated this way, the episode chosen for

the visualization is one in which the neural network controller has been trained and

its reward has converged to some value.

Figure 6.2 shows the x, y position for an agent over an episode, using both the

neural network controller and the linear controller. The neural network learns to

go straight for the waypoint, while the Best Path First (BPF) controller struggles

somewhat as can be seen in the oscillations in its flight path. The oscillations that

are present arise largely due to the inability of the BPF controller to account for

the coupling between its speed and the resulting lift force due to the simplifying

assumptions that were made.
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Figure 4.2: Plot of the path of the agent over the course of an episode for Experiment
1: level flight. The path of the neural network controller is shown in blue heading
directly for the waypoint, while the Best Path First algorithm has some small oscil-
lations. We see both controllers able to steer the agent towards the waypoint shown
in red.
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4.2 Reaching a Waypoint

Adding significantly more complexity, we next look at having the agent not only fly

without losing altitude, but also having to turn towards a waypoint and ultimately

reach that waypoint. Beginning with a simple case and becoming progressively more

complex, the first of these experiments consists simply of the agent having to turn

approximately 270◦ towards the waypoint. In Figure 4.2 we see that the controller

again converges quickly to a solution, but as it must fly further overall in the time

allowed, it converges to a lower value than in the previous experiment.
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Figure 4.3: Plot of the performance of both the neural network controller and the
linear controller for Experiment 2: combining flight control and navigation. For this
more complex situation we see the simple BPF controller make a smooth turn, while
the neural scheme learns to make a similar smooth turn, preserving its speed and
altitude at the sacrifice of some accuracy in reaching the waypoint.

As before, it is helpful to visualize the behavior of the agent over an episode as

shown by its change in position relative to the waypoint that it is trying to reach.

Figure ?? again shows the flight paths of an agent using both the neural network

controller and the BPF controller. The controller using the BPF algorithm smoothly
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and quickly reaches the waypoint as expected, while the neural network controller

seems to place too much emphasis on maintaining speed and altitude and as such

appears on this two-dimensional projection to not come as close to the waypoint as

the BPF controller. However, as the BPF algorithm does not account for speed and

altitude as well as the neural controller, the system rewards achieved by the two are

very similar again.
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Figure 4.4: Plot of the x,y position of the agent over the course of an episode for
Experiment 2: combining flight control and navigation. The neural controller learns
to make the turn towards the waypoint with some steady state error, while the BPF
controller makes a smooth turn directly to the waypoint, sacrificing some speed and
altitude in the process.

Extending the last experiment just a little further, what happens if the agent

is facing completely the wrong way from the waypoint? We see in Figure 6.2 that

the neural network controller handles this easily, while the BPF controller handles

this significantly worse than the previous experiment that required less change in its

heading, as it tends to overcorrect its trajectory as it nears the waypoint. However,

we can see that as it passes the waypoint, it does begin to correct its heading. This
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overcompensation results from a simplistic use of the sensor information that does

not distinguish well between small and large changesin sensor values.
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Figure 4.5: Plot of the x,y position of the agent over the course of an episode for
Experiment 3: combining flight control and a full heading reversal. With an initial
heading leading it directly away from the waypoint we see the neural controller make
a complete turn very quickly to reach the waypoint, while the linear controller shows
some oscillatory behavior near the waypoint as sensor values change rapidly.

Adding further complexity to the task that must be completed, the next experi-

ment adds a significant dynamic element to the training task by changing the starting

position of the agent every 1000 episodes, so that the waypoint is not directly inline

with the initial heading of the agent. This forces the neural network controller to use

the sensor values for navigation in a similar manner to the linear controller, whereas

in the first two experiments, the static nature of the environment meant that it was

possible for the agent to simply memorize which way it had to go. To add this extra

complexity, we set the starting coordinates of the agent to anywhere in the environ-

ment, with the caveat that the height is constrained to between 500 and 1000 m, so

that the agent is not doomed to failure by starting too close to the ground and having
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an immediate catastrophic failure.

Figure 4.2 shows just one episode after the neural network controller is trained,

and while the neural controller and the BPF controller do not start from the same

(shown by the symbols on the graph), neither has an initial trajectory that leads it

directly to the waypoint so we feel that a fair comparison can be made. The BPF

algorithm is able to begin a very nice initial approach to the waypoint despite and

initial trajectory heading away from it before it ultimately begins to oscillate and

overcorrect its heading as before. The neural controller immediately starts changing

its heading to approach the waypoint before it too begins to overcorrect. Note that

the scale has changed to smaller gradations so that the behavior can be observed, so

neither controller is actually missing by as wide a margin as it might first appear.

While this does not show the neural controller converging to a solution that reaches

the waypoint quickly and every time, it does show the generalizability of the solution

and a robustness to nonlinearities that is not present in the linear controller.
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Figure 4.6: Plot of the x,y position of the agent over the course of an episode for
Experiment 4: combining flight control and navigation in a dynamic environment.
On a finer scale than previous plots, we see here that both the neural network and
BPF controllers overcorrect somewhat as they near the waypoint.

4.3 Sensor and Actuator Noise

For a flight controller to ever be applied on a physical platform, it is necessary that it is

tolerant of some noise in both the sensors and the actuators, as real robotic systems

are always stochastic in nature []. Actuators in particular tend to be particularly

problematic due to mechanical slip and other problems, so it is vital that the proposed

controller be robust to a significant amount of actuator noise. To determine how

affected the evolved controller will be to these types of noise, some noise will be

introduced into either the sensor values or the components of the applied force vector.
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4.3.1 Sensor Noise

The presence of sensory noise in any real system is possible for any number of reasons

including (but not limited to) electrical interference, aliasing, poor resolution, and

many others. Therefore, in choosing a controller it is important that such noise does

not seriously hamper performance. To evaluate this, we have introduced noise into

the simulated sensors used by our agent. The procedure is shown in Figure 3 that

modifies the agent’s vector of sensor values σ by multiplying each by a factor, giving

a modified state vector denoted σ′.

input : σ
output: σ′

for i < I do
Ω ∈ [0, ε]
if rand() mod 2 == 0 then

Ω← Ω ∗ −1
end
σ′i ← σi ∗ Ω

end

Figure 4.7: Navigation Sensor Noise Algorithm: the routine by which a level a
random error is introduced into sensor values.

To test the robustness of the neural controller to sensor noise, we will repeat a

previous experiment but add ±5% sensor noise to each sensor. Figure 4.3.1 shows

that the neural controller is sensitive to even a small amount of sensor noise. While

it does begin to turn towards the waypoint, it fails to make enough of a turn to

approach the waypoint. The BPF controller also seems to struggle greatly with this

level of noise, as its tortuous path indicates.
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Figure 4.8: Plot of the x,y position of the agent over the course of an episode for
Experiment 5: introducing 5% noise into the sensor values. We see that the neural
controller struggles to as it initially tries to locate the waypoint before it finally
begins to turn towards it, while the highly circuitous route of the BPF algorithm
ultimately steers the UAV towards the waypoint but only after a significant amount
of maneuvering.

These results indicate that the state space chosen is sensitive to even small amounts

of noise, as both controllers struggle with even a noise level of 5%.

4.3.2 Actuator Noise

It is even more important for a controller to be robust to noisy actuators than to

sensor noise if the controller is to be applied to an actual robotic platform. To ensure

that this controller can handle a reasonable amount of actuator noise, we introduced

a large amount of actuator noise (20%) into the system in a fashion nearly identical

to that shown for sensor noise in Figure 3.

As with the sensor noise, we again take the second experiment performed (the
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full heading reversal as shown in Figure 4.3.2. The neural controller again struggles

initially to turn towards the waypoint, and once it does it fails to get completely

there and passes close to it without reaching it. The BPF algorithm makes an initial

smooth turn towards the waypoint but also overshoots and only after it has passed

the waypoint does it begin to correct this.
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Figure 4.9: Plot of the x,y position of the agent over the course of an episode for
Experiment 6: introducing 20% noise into the actuators. Both controllers are ulti-
mately able to turn towards the waypoint, but with significantly different behavior.
The neural controller struggles initially before making a turn that leads it pass the
waypoint, while the BPF algorithm makes a good initial turn but overshoots and
takes awhile to begin to correct its path.

The actuator noise level of 20% used in this experiment is quite large, but both

controllers seemed able to handle it quite well especially when compared to the sensor

noise, indicating that the action selection of the net applied force vector works well

for this domain.
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5 Coordination of Autonomous Aircraft

In evolving a neural network controller, coordination among autonomous aerial ve-

hicles can be accomplished in either of two ways. These are a top-down centralized

control scheme, or a distributed multi-agent system in which each agent reacts to

the actions of the others based on simulated sensors. In selecting agents, the most

obvious selection was to have each aircraft be an agent. This was chosen for this

research because of a desire to create a controller that could eventually be applied

to prototype autonomous aircraft. Sensors collect information about the points of

interest (POIs) in the environment and about other aircraft, which is fed through

a neural network controller to output navigational waypoints. These waypoints are

then used by a simple navigational algorithm which guides the agent to the waypoint.

As with the Navigation algorithm, training of the neural network controller is

accomplished through neuroevolution. The algorithm here is the same as with training

the navigation controller, including the inputs and outputs. The only significant

differences in training are in the population sizes involved and the size of the networks

themselves.

5.1 Aircraft Coordination

As mentioned above, the agent selection for this research was an aircraft. The reasons

for this are specific to the domain chosen, which is persistent aerial surveillance of

an area using multiple UAVs. The specific reasons for this choice are that we want a

controller that will generalize to very different arrangements of POIs in the environ-

ment, and one that gives a somewhat accurate representation of how the data will

actually be collected. For instance, work in the air traffic domain has selected an
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Essential Flight Characteristics
vmax maximum speed 12 (m

s
)

vmin stall speed 5 (m
s

)

θ̇ turning rate (degrees
s

)

Table 5.1: Table of the variables effecting the flight characteristics of the aircraft in
simulation.

agent as a fix, or navigational waypoint used for air traffic management [48]. This

worked well in the air traffic domain because the fixes are directly used for metering

air traffic by assigning miles-in-trail for aircraft passing through the fix. Such an

approach does not easily lend itself to the aerial surveillance domain chosen for this

research as the layout of the POIs in the environment is not known ahead of time,

nor are the numbers of agents or the headings they will choose.

The characteristics of the aircraft chosen for the simulation were modeled after

a generic fixed-wing MAV. The flight characteristics of the aircraft deemed most

critical for simulating the flight dynamics are the maximum speed, stall speed and

are summarized in Table 5.1.

5.1.1 Sensors

Each agent collects information about the environment around it which describes its

current state. In order to construct a meaningful representation of the world that

effects the agent, information must be collected about both the relative location of

the POIs, and the relative positions of the other agents in the system. Obviously, if

only a single agent is present in the system this would simplify to only the information

regarding the POIs. This makes two sets of sensors for each agent. The resolution of
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these sensors depends on how we choose to discretize the spatial orientation of each

set of sensors. In order to make this choice somewhat realistic, the geometry of the

sensors was loosely modeled on sonar sensors, so that each sensor has a detection area

of some number of degrees, and the total sensor area is a circle centered about the

agent as depicted in Figure 5.1.1. As shown, for each set of sensors, the total sensor

area is subdivided into five equal regions about the agent, each corresponding to a

sensor. Thus, there are a total of ten sensors, the values of which quantify the state

of the agent and serve as inputs to the neural network.

Figure 5.1: Sensory setup for the agent consisting of five equal regions in a circle
centered about the agent. Two of these sensor arrays are used: one for other agents
in the system and a second for the POIs. Each sensor value is just a sum over all of
the agents or POIs in that region scaled by their approximate flight path length from
the agent as in Equation 3.1.

A value (λip) for each POI sensor i is calculated based on the number of POIs in

that region, while for each agent j sensor, a value (λja) is calculated based on the

number of agents excluding the agent sensing. Using the approximate path length

S ′ as calculated in Equation 3.1, the numerical value for each POI sensor is the sum
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over every POI in that region, of the value of the POI divided by the approximate

path length S ′ to that POI as in Equation 5.1.

λip =
N∑
n=1

Vn

S ′n
(5.1)

Similarly, the numerical value for each agent sensor is the sum over every agent

in that region, of the value of the agent divided by the approximate path length S ′

to that agent as in Equation 5.2.

λja =
M∑
m=1

Vm

S ′m
(5.2)

5.1.2 Action Set

After feeding the ten sensor values to the neural network controller, the spatial co-

ordinates for a navigational waypoint are output. The range of possible coordinates

are constrained to an area bounded by two circles, each of which represent a logical

bound on where the aircraft can feasibly go based on its current heading and speed.

The innermost circle represents the area that cannot be easily reached if a waypoint

was selected that is behind the agent due to its forward momentum, while the outer

circle represents a bound based on the speed of the aircraft. As depicted in Figure

5.1.2, this region obviously only approximates the region that can be reached easily

by the UAV. The radii of the circles (ρinner and ρouter) were tuned by hand to some

fraction of the total size of the environment.
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Figure 5.2: The grey toroidal area depicts the bounded region in which valid way-
points may be selected for the aircraft when one is not already selected and being
approached. By limiting where waypoints can be chosen, we can speed up learning
by ensuring feasibility of solutions.

Bounding the region in which valid waypoints may be selected ensures that learn-

ing will converge to reasonable solutions quickly rather than struggling with so many

different possible options that learning can only occur given an exceedingly large

number of training episodes, if at all.

5.2 Simulator

The main purpose of setting these dimensions is not to constrain the motion of the

agents, but to serve as a guide in the initial distributions of both the agents and

POIs, which are described in more detail for individual experiments in Chapter 6.

The physical dimensions of the simulated environment are:

• Width = 5000 (m)

• Height = 5000 (m)

• Depth = 3000 (m)
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Obviously, these dimensions are somewhat arbitrary, but they were chosen to work

well with the maximum speed of the aircraft agents in the sense of simulating a large

enough world for the amount of time used for each training episode.

The coordination simulator was written for the specific purpose of being able to

have many agents evolving concurrently, which can be computationally expensive

depending on the number of agents, the size of the network population that each

is evolving, and the size and complexity of the networks that comprise the popula-

tion. With this in mind, the flight dynamics for this simulator have been simplified

computationally so that reasonably short simulations can be run for effective experi-

mentation. Therefore, the physics governing flight are not modeled in this simulation,

but are instead approximated by using realistic values for the turning rate (θ̇) of the

aircraft.

5.3 Algorithms

To create a controller for individual agents using a model-free approach, the controller

must evolve over the course of many episodes using feedback from a reward function.

The value of the reward function is calculated for an episode which consists of a

controller taking multiple actions over time, so that at the end of every episode,

the controller used is evaluated over the entire episode. While such training could

conceivably occur by creating prototype aircraft and using the controller to fly them,

the cost and time taken would be prohibitive compared to training the controller in a

simulated environment. In this section we will discuss the simulator used for training

and why it can be considered a good alternative to training on physical systems, and

how the controller as modeled by an artificial neural network is actually trained.
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5.3.1 Simulator Loop

Training of the neural network controller depends on both the main simulator control

loop, and on the neuroevolution loop. An episode consists of an amount of time

that elapses in discrete time steps, and at each time step if the agent is not already

busy flying to a waypoint, the agent reads in sensory data and sends it to the neural

network which calculates the action to take in the form of a navigational waypoint

to approach. At time steps where the agent is already busy flying to within some

small distance of the current waypoint, the agent velocity and position are updated

according to the approximate flight dynamics model used.

input : Vector of sensory data
output: Navigational waypoint
while T < Tmax do

for each agent i ∈ I do
Sense state s
if Waypoint reached then

Select new waypoint ω
end
Update agent position ρ

end

end
Calculate episode reward R

Figure 5.3: Coordination Simulator Control Loop: Used to provide feedback
to a controller for coordinating multiple UAVs in persistent aerial surveillance.
Over a series of discrete time steps, the UAV senses its state, selects an action,
and this is used to update its velocity and position.

The specific flight dynamics used in the simulator do not calculate external forces

and sum them at each time step as done for the flight control and navigation simulator.

Instead, if the agent is not within some tolerance of the waypoint, and if the agent

is not directly facing the waypoint to within some tolerance, then the agent velocity

changes direction towards the waypoint by an amount equal to the turn rate of the
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aircraft. After this, all that remains is to update the agent position R̄ using simple

Eulerian numerical integration according to Equation 5.3.

R̄t+1 = R̄t + v̄t+1 ∗∆t (5.3)

5.3.2 Artificial Neural Network

The sensors as described in Section 5.1 serve as the basis for the inputs to the artificial

neural network controller. Because the inputs can range from zero to infinity, they

must first be scaled to between zero and one so that the neural network weights

are not artificially skewed by sensor values that are higher than normal in certain

scenarios. This simple scaling operation involves dividing each sensor value by the

maximum sensor value.

As before, the weights of the neural network will be mutated by the neuroevolution

algorithm and can range in value from zero to one, with a weight of zero meaning

that data from the associated node is not used at all. The activation function used

in the hidden layer nodes of the network is a sigmoidal activation function so that

discontinuities do not occur as they might if a simple step function was used.

As indicated in Section 5.1.2, there are ten inputs to the neural network, each

representing a sensor input from either POIs or other agents. The neural network has

two outputs representing the x and y coordinates of a navigational waypoint for the

agent to reach. With a hidden layer comprised of 30 nodes, there is sufficient network

complexity to provide a good mapping of inputs to outputs.
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5.3.3 Neuroevolution Training Loop

To train the networks, the reward that a network is given can be based on the system

performance, the performance of the individual agent, or some combination of the two.

Here we will denote the system performance as G, the individual or local performance

as L, and the combination of these as the difference reward D. The simplest of these

to define is L, which is just the sum over all the POIs of the value of the POI divided

by its approximate path length S ′. G is the most domain specific of the objective

function to define, as it depends the most on what the designer wants the agents to

do in the environment.

L =
M∑
m=1

Vm∣∣∣~Ri,m

∣∣∣ (5.4)

We will define G as the sum over all of the POIs of the value of the POI (Vm)

divided by its euclidean distance for only the closest agent.

G =
∑
t

∑
j

Vm
mini(Rmt,j)

(5.5)

In using G to reward individual agents, we are giving the an objective that is

closely aligned with the overall objective, ensuring that when they improve their own

performance they are also improving the system performance. We will call this quality

the factoredness of the reward function [1]. As the number of agents in the system

increases, the effect of the individual agent on the total system reward becomes less

discernible, essentially creating noise for the reward signal. This quality of being

able to distinguish the agent reward from the system level performance is dubbed

the learnability of the reward function [1]. Thus, in terms of the two criteria listed,

G has high factoredness but low learnability as an agent reward. In contrast to G,
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the reward for the individual agent will have high learnability as there are no other

agent actions being taken into account in the reward function, but the factoredness

is low because as defined in Equation 5.5 only the agent closest to each POI actually

contributes to G.

To create a reward function that possesses both high factoredness and high learn-

ability, reward shaping must be used. To this end, we will define D as a combination

of G and L such that we are able to isolate the effect that the agent has on the system

[1]. The general form of D can be seen in Equation 5.6, consisting of two terms. The

first term is just G of the entire vector of agents z̄, while the second term is composed

of G of all the agents except the agent for which D is being calculated, while adding

an additional term ci that can be defined in many different ways.

Di = G(z̄)−G(z̄ − z̄i + ci) (5.6)

To tailor this equation for the persistent aerial surveillance domain, we will choose

ci to be equal to zero, so that D simplifies down as much as possible. It is possible

to choose ci to be some other constant such as the average of all the possible actions

that the agent could have chosen from its current state, but because the training here

is taking place over many different time steps, each of which results in an action by

the agent, this average becomes difficult to define. Thus, the final form of D used for

training becomes Equation 5.7.

Di = G(z̄)−G(z̄ − z̄i) (5.7)

The training loop used is for the coordination controller identical to that used for

training the flight control and navigation as shown in 2 in Chapter 3.
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6 Coordination Results

To determine the effectiveness of evolving a coordination controller for the persistent

aerial surveillance task, it was necessary to conduct certain experiments to evaluate

the desired properties of the controller. The first step after constructing the simulated

environment was to choose which experiments would be performed and the values of

free parameters to be chosen for each, such as the number of agents, the number of

POIs, and less well defined: how dynamic to make the environment.

The agents are initially arrayed in a region of the simulated environment as de-

picted in Figure 6, and the POIs begin with positions in a circle of radius equal to

half the width about the center of the environment. This gives a simple starting

condition in which even a random control policy can be expected to do quite well.

The agents can have any initial heading but no vertical component to the velocity,

and each starts with a standard cruise-speed as the magnitude of their velocity.
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Figure 6.1: The light grey area shows the region in which agents can have initial
positions at the start of an episode. This spans 80% of the width and 80% of the
height of the environment.

6.1 Static Environment

For this domain with multiple agents that do not communicate, an agent is essentially

treating other agents as objects within the environment, so for any system with more

than a single agent, even with static POIs the environment is still essentially dynamic

in nature. A static environment is somewhat uninteresting by itself, but it allows us

to investigate aspects of the system dynamics that may be somewhat obfuscated in

more dynamic environments. Such factors include reward structure, scalability of the

controller, and the size of the available action set, as depicted in Figure 5.1.2 where

we can determine the effect of changing the radii of the inner and outer circles.
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Each experiment shows the data collected for a system of 24 POIs and 3 agents,

each with a starting population size of 20 networks. Each agent is using the total

system reward G to train its population of networks. For comparison, a controller that

chooses a random x and y waypoint location in the reasonable bounds is included.

Each series of simulations is repeated 20 times so that there is statistical significance

to the data which is clearly seen in the relative size of the error bars to the signal.

It can be seen in Figure 6.1 that the controller evolved using G easily outperforms

the random controller, and D only manages to match it with so few agents in the

system. This indicates that even though the random controller can go in nearly

any direction and have agents find POIs, because of the way agents are rewarded

cooperation between agents, or at least a self-interested desire to avoid competition

is necessary to achieve good system performance.
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Figure 6.2: Plot of system value over time for 3 agents where agents are rewarded
using G, D, L, or a random policy is used. We see that L has learned behavior
that lowers the overall system value while G maximizes it. The random policy does
well here because of the initial configuration of POIs surrounding the agents initial
position.
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We can easily see why even the random control policy does so well if we look at

visualizations similar to those presented in Chapter 4 for the flight and navigation of

a single agent. Figure 6.1 shows the arrangement of the POIs encircling the agents

and the positions over time of the three agents trained using G as a reward function.
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Figure 6.3: Positions over time of the 3 agents using G as they begin from the center
of the environment, surrounded by POIs in a circle around the edge of the plot.

In looking at this Figure 6.1 we might actually expect the random policy to per-

form nearly equal agents using G, but looking at the trajectories of the agents using

a random policy in Figure ?? we see that these agents are constantly getting in each

others way despite the abundance of value around them.
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Figure 6.4: Positions over time of the 3 agents using a random control policy as they
begin from the center of the environment, surrounded by POIs in a circle around the
edge of the plot.

To investigate the scalability of a system using the evolved controllers from the

three types of reward signal described in Section 5.3.3, the number of agents is in-

creased from 3 up to 30, and the number of POIs is increased from 24 to 120. Figure

6.1 shows the progression of the system level reward G for each of the three agent

rewards. As the number of agents has increased here, the overall value of G has also

increased, so it is not the absolute value of G that is of interest here, but rather the

relative values of the three different reward structures. The reward using only the

performance of a single agent (L) as a metric for evolving the controller not only

does poorly, but as shown by its decrease over several hundred episodes has actually

learned behavior that significantly lowers the value of the system. This is expected

here because L is not factored with G, and for 30 agents coordination must occur to

produce a good system level reward. The agents using G do seem to be learning, but

it is occurring so slowly (Figure 6.1) that by the end of the trial only marginal im-
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provement has been made from the initial value of G. Again, we expect this because

as an agent reward signal for a system of 30 agents, G has low learnability. D on

the other hand has done significantly better than either L of G, because it has high

factoredness and high learnability.
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Figure 6.5: With a system of 30 agents, the differences in value of the different reward
structures become markedly apparent. The difference reward D is superior to G and
L as an agent reward because of its high factoredness and high learnability, while the
local reward L seems to learn the wrong behavior.

Because of the very tendency of agents using the local L reward to not work well

in an environment with many other agents, we will stop considering this a viable

alternative for a coordination controller, as any controller we design may eventually

be needed to scale up significantly depending on the task.
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6.2 Mobile POIs

By allowing the POIs to move within the environment in addition to the agents

themselves, the environment becomes significantly more dynamic, and thus a more

difficult problem to solve. Because the domain specified for this research is persistent

aerial surveillance, we decided that the most interesting way to move the POIs would

be to have them move as a hiker or enemy jeep might. That is, the POIs do not jump

from one point in the environment to another, but at each time step in the simulation

they move a discrete distance from their current position in some direction. As the

agents have no capacity to model how the POIs might move, we decided that for

simplicity of simulation they would move in circles of varying radii. So with a large

enough radius the POIs may appear to be moving in a nearly straight line.

Figure 6.2 shows the trajectories of the agents and the POIs over the course of a

single episode after the controller has been trained using the global reward G. Here

again the agents are able to quickly and neatly disperse themselves so as to take full

advantage of their surroundings, corresponding to each agent observing several POIs

with no wasteful overlap with other agents.
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Figure 6.6: Position plot of 3 agents using G tracking mobile POIs. Again, the UAV
agents begin in the center of a ring of POIs which can then move from their initial
positions.

For this relatively small increase in the dynamic nature of the POIs the system

reward is virtually identical to the previous experiment, but the next experiment

begins to show more complicated behavior. While POIs moving around slowly in

the environment has easy analogies to surveilling herd migrations or something else

easy to observe and follow, some things are much more difficult to track. In Chapter

1 while introducing the domain of persistent aerial surveillance we mentioned the

scenario of a group of UAVs coordinating to locate missing hikers. One of the most

challenging aspects of tracking something small through rough terrain with extensive

canopy is that such subjects may seem to disappear and reappear somewhere else.

For the next test of our coordination controller, we look at what happens for POIs

that not only move in circles of varying sizes in the environment, but also at what

happens when all at once every POI in the system suddenly changes location relative

to the agents tracking them. For this experiment, we allow the agents to train for
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1000 episodes before completely changing their environment by shifting all of the

POIs to a significant distance from their original positions. Looking at the plot of

positions for the agents and POIs after the shift in Figure 6.2, we see that the POIs

are no longer encircling the agents, but that the agents are now on one side of the

circle of POIs.
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Figure 6.7: Position plot of POIs and agents after POIs have drastically and suddenly
changed their positions in the environment. The agents are no longer initially located
within the center of the ring of POIs, so must fly further in the same amount of time
as before if they are to reach the same level of reward.

Looking at the system performance in Figure 6.2, we see that the performance

drops precipitously at 1000 episodes when the sea change of POI positions occurs,

but that the agents are able to recover somewhat by beginning to spread back out to

observe a larger proportion of the POIs. We see that for this small system of only

three agents, those trained using the difference reward D gain no real advantage in

the added learnability of the reward signal as there is so little noise in G for such a

small system.
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Figure 6.8: Graph showing the huge drop in system value after all system POIs
suddenly change positions by a large amount, corresponding to the circle of POIs
shifting its center to a point well away from the UAV initial positions.

6.3 Agent Failure

One of the most useful properties of the multiagent systems approach is the robustness

to failures by some of the agents in the system. To test how robust to failure our

evolved neural network controller is, we recreate a previous experiment in which the

POIs were mobile but did not drastically shift positions in the environment. Partway

through the training cycle, we disable one quarter of the agents in a system of twelve

agents tracking 36 POIs.

Figure 6.3 shows the effect of this sudden failure on the system performance. A

small portion of the system reward is lost all at once at 500 episodes, and the system

is able to learn to cope with the loss and recover somewhat for both agents using G

and agents using D.
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Figure 6.9: Plot of system performance for an experiment in which a full quarter
of the agents in the system are suddenly disabled at 500 episodes into the training
cycle. We see that with the distributed nature of the system very little impact is felt,
particularly using the difference reward D for agent control.
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7 Conclusions

A great deal of work has already been done in the field of terrestrial robotics that

uses a distributed, multi-agent systems approach. In these domains, though many of

the system dynamics are quite different from those of flying aircraft, the similarities

mean that the work done here applies quite well, particularly in the coordination of

autonomous agents.

As detailed in Chapter 3, the sensory data that serve as the inputs to the flight

and navigation controller consist of nine potential trajectories surrounding the current

trajectory of the aircraft. Each of these paths is quantified by calculating an approxi-

mation of the path length from the current position of the agent to the agent’s current

waypoint using the agent’s velocity vector and relative position to the waypoint. To

map these inputs to an action space consisting of a force vector to apply to the agent,

a neural network is evolved over successive episodes of simulation by comparing the

performance of each network to a function value that relays data about the state of

the agent in the environment (see Equation 3.6).

The agent was trained in this fashion for several different scenarios of increasing

complexity, and for each of these we evaluated how well the agent was able to learn

to perform the task or tasks required. First, we wanted to make sure that the agent

could learn to maintain altitude and heading, which was shown by placing the agent’s

waypoint directly along the initial heading of the agent. The controller quickly learned

to only adjust the z component of the force vector to maintain altitude and ignore the

other components. The second task was to force the agent to learn to steer towards

the waypoint from any orientation. This was done by initializing the agent’s position

in a random spot in the environment for each episode of training, while leaving the

waypoint in the same absolute position, so that the relative positions and the angle
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between the velocity and the relative position is different. Again, the agent quickly

learns to steer towards the waypoint while maintaining altitude.

From this point we moved from flight control and navigation of a single agent, to

developing a controller that coordinates agents for the persistent aerial surveillance

domain, in which the aircraft agents try to keep as many environmental points of

interest (POIs) in sensor range at any given time as possible. To ensure cooperation

and efficiency, only the agent closest to a waypoint is given credit for the surveillance

task according to Equation 5.5. Alternate credit assignment schemes are also explored

including the local and difference schemes [1, 2, 3, 4, 47, 23, 24].

7.1 Contributions

The research presented in this thesis has been inspired by research in a similar domain.

For terrestrial rovers a neuroevolutionary approach has been used for both naviga-

tion of an individual rover [19] and for emergent coordination of multiple rovers ??.

The largest distinction between that research and this research is the vastly differ-

ent dynamics of the agents with the environment, as they have significant physical

constraints placed on them including a nonzero turning radius that depends on the

speed of the agent, and a minimum speed that must be maintained to avoid stall.

The selection of the sensory and action sets for a single agent in developing a

flight and navigation controller are quite novel and designed specifically to allow

such a controller to be easily constructed for aircraft with widely different flight

characteristics With a state space setup that analyzes nine paths surrounding the

current velocity vector of the agent and quantifying each with an approximation of

the flight path 3.1, the agent state is succinctly qualified with information including

both distance to the target and its relative motion. The selection of the action as
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the combination of all applied forces from the control surfaces and impellers of the

aircraft into one vector ~T means that this controller could theoretically be modified

for use with any type of aircraft.

A coordination controller was developed using a behavioral simulator that realisti-

cally captured the system dynamics or multiple interacting UAVs without the added

computational burden of simulating the physics for each agent at every time step.

Using two types of sensor data for each of five sectors surrounding the agent, infor-

mation is collected about the other agents in the system and the points of interest

(POIs) in the environment around the agent. This information is crystallized into

two values for each sector using the path length approximation in Equation 3.1, one

value for the other UAVs and one for the POIs.

These values are then used as inputs to a neural network which is evolved over time

using either the global system reward G, the local agent reward L, or the difference

rewardD that is both easy for agents to learn on and also allows actions that positively

affect the agent to have a similar effect on overall system performance.

7.2 Future Work

In the flight and navigation domain, future work will necessary lead to additional

complexity in the representing a realistic world. This means the agent must be able

to sense obstructions along each potential path and learn to avoid these. In theory

this can be done simply by the addition of a weighted penalty term to the value of

each of the potential paths surrounding the agent’s current trajectory. Also necessary

in adding complexity to the controller would be some way to detect and adjust for

sustained or gusting winds, as these are present in any real environment and can

have drastic influences on smaller airframes such as MAVs. These adjustments to the
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simulator and sensor data would be enough to be able to put the controller on an

actual aircraft, which must be the ultimate goal as simulated aircraft aren’t terribly

useful by themselves.

For the coordination controller, the most interesting extensions to this work would

be to develop new system reward functions for other types of missions that could be

encountered by teams of UAVs. Such missions could include terrain mapping, combat,

or supply delivery. Perhaps even more important would be research into hierarchical

control methods that can determine what type of controller to use in what situation,

without the need for user input.
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