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Chapter 1 – Introduction

Digital electronics are a large part of recent popular culture. We continually see new

products that amaze and inspire us to do new things. With each new product released,

be it a phone, tablet or computer, the limits of what was previously thought possible are

pushed further. These advances in technology are made possible by modern day digital

design in embedded systems.

1.1 Embedded Systems

Embedded systems are present in everyday life in ways we can see and ways we cannot.

The author of [19] defines an embedded system:

An embedded system is a microprocessor-based system that is built

to control a function or range of functions and is not designed to be pro-

grammed by the end user in the same way that a PC is.

We can find embedded systems in a number of places including popular devices such

as smart phones, tablets and TV’s as well as places we would not think of such as cars,

washing machines, toys and kitchen appliances [19]. These systems perform operations

over and over during their lifetime often without ever having user direct input.

Embedded systems are comprised of a processor, memory, power supplies, periph-

eral devices and software. Each of these components perform a critical role in the op-
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eration of the system. The microprocessor is the brain of the design that performs all

of the computation necessary to carry out the function of the system. The increasing

performance of these microprocessors in past years has led to an increasing demand for

computational power and energy efficiency [37].

1.2 Energy Efficient Design

The need for energy efficiency in digital designs is increasing. This has been fueled by

increased demand for wireless multimedia devices [37]. The increase in health monitor-

ing devices has also required energy efficient design [14, 33].

The contributors of [33] have identified that in order to develop wearable health mon-

itoring devices, low energy designs must be realized to reduce the battery size. With en-

ergy savings comes a direct correlation to improved functionality of future bio-medical

devices. [33] finds that digital systems will need to achieve medium computational

throughput while operating at ultra-low energy. Achieving this will unlock a number of

bio-medical devices that can be worn on the body and provide new information on our

health.

Work in [14, 33, 37] cite the need for adaptive supply scaling to meet the require-

ments of the system while saving energy. In this work we will propose a new scheme

for adapting supply voltages of digital circuits to achieve energy savings. We will re-

view current energy saving techniques, propose our design for energy savings and show

simulated overhead for the design.



3

Chapter 2 – Energy in Digital Design

This chapter will review energy consumption and energy saving techniques in digital

circuits.

2.1 Energy Consumption

With the increased capabilities and demand of mobile devices, there has been an in-

creased need for longer battery life in such devices [37]. A longer battery life can be

achieved through a reduction in the energy consumed by the digital components on the

device. In order to lower the total energy consumption of a device we must first under-

stand where and how the energy is being consumed.

Energy consumption in a digital circuit can be broken into two parts: dynamic

(Edynamic) and leakage (Eleakage). The combination of the two comprises the total en-

ergy consumption:

Etotal = Edynamic + Eleakage

We now must examine each type of energy to find where possible energy savings

exist.
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2.1.1 Dynamic Energy

Dynamic energy is the energy that is consumed through charging of the load capacitance

of a circuit. This energy is consumed from the supply rail when the output of the circuit

transitions from a low value (0) to a high value (VDD). This can best be seen with a

simple CMOS inverter example shown in Figure 2.1. When the input of an inverter goes

from high to low (VDD → 0) the output will toggle from low to high. This transition re-

quires that current from the supply rail passes through the PMOS transistor and charges

the load capacitance, CL.

CL

VDD

Vin Vout

Idyn

Figure 2.1: Output charging through PMOS transistor of a simple inverter.

When the input transitions from low to high (0 → VDD), there is no energy con-

sumed from the supply because the energy being discharged through the NMOS is from

the load capacitance, as seen in Figure 2.2.

The authors of [38] found that the total energy consumption from the supply during

one transition in the following manner:
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CL

VDD

Vin Vout

Idyn

Figure 2.2: Current discharging through NMOS transistor of a simple inverter.

EVDD
=

∫ ∞
0

iV DD(t)VDDdt

= VDD

∫ ∞
0

CL
dvout
dt

dt

= CLVDD

∫ VDD

0

dvout

Edynamic = CLV
2
DD

This equation shows that there are two ways of lowering the dynamic energy: de-

crease the load capacitance or decrease the supply voltage. Because energy has a

quadratic relationship with supply voltage (EVDD
∝ V 2

DD), the best way to decrease

dynamic energy is to lower the supply voltage.

2.1.2 Leakage Energy

The other major component to total energy is leakage. Leakage energy is energy that

is consumed by a circuit due to current leaking from the supply to ground. Because all



6

digital CMOS circuits are configurations of MOSFETs tied from the supply to ground,

there is always a path of finite resistance from the supply to ground. This finite resistance

is very large, but it is never infinite. As a result, there is a small leakage current through

the circuit at all times
(
Ileak = VDD

Rtrans

)
. Leakage energy tends to increase as the feature

size of the transistor is decreased making leakage energy an increasing problem. This

leakage energy can be seen in the simple inverter in Figure 2.3.

CL

VDD

Vin Vout

Ileak

Figure 2.3: Leakage current through a simple inverter.

The authors of [38] found the leakage energy to be:

Eleakage = Pleak × t = Ileak × VDD × t

Again, the main way to reduce leakage energy is to lower the supply voltage (VDD);

however, there are additional techniques for lowering leakage that we will see later.

2.2 Energy Saving Techniques

There are multiple techniques for energy savings at both the circuit and architectural

level. This section reviews some of the more common techniques.



7

2.2.1 Dynamic Voltage and Frequency Scaling

While running a circuit at its maximum possible frequency and nominal supply voltage

provides the fastest possible operating conditions, energy savings can be achieved by

operating the same circuit at lower values of frequency and supply voltage. This can be

seen from previous analysis of the total energy consumed in a circuit per clock cycle:

Etotal = Edynamic + Eleakage

=
(
CLV

2
DD

)
+ (IleakVDDt)

As the supply voltage is lowered, the dynamic energy consumption is reduced quadrat-

ically and the leakage energy is reduced in a linear fashion. The same circuit operating

at less than nominal supply voltage will require a longer time to complete computations

(have a stable output at logical ‘0’ or ‘1’) resulting in a slower operating frequency.

The general technique that achieves these energy savings is Dynamic Voltage and

Frequency Scaling (DVFS). Under this traditional approach, the voltage and frequency

are dynamically reduced whenever the throughput of a the given circuit permits. The

challenge with this technique is the control scheme for selecting when and to what level

to switch. There are a number of proposed control schemes such as those based on

workload [30], leakage current [23] and thermal sensors [29]. While the management

of DVFS may differ from design to design, the principle remains the same: lower the

voltage and frequency whenever possible to save energy. This theme will reappear in

other more complex energy saving techniques.
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2.2.2 Clock Gating

Clock gating is a technique that reduces energy of timed circuits by turning off the clock

signal to circuits that are not active. This attempts to save the consumption of dynamic

energy in a sequential circuit by removing the clock, which is the signal to the circuit to

refresh [17]. If there is no change in output, there is no need to refresh and thus energy

will be saved by removing the clock signal for that cycle. As seen in Figure 2.4, when

the clock enable signal (clk ena) is set to 0, the clock signal is terminated before it

enters a sequential circuit, thus eliminating the energy consumption from changing the

output on the clock edge.

DFF
D      Q

Φ0
clk_ena

Figure 2.4: Clock gating of a D-Flip flop.

There are a number of potential issues with this method. One is the introduced

overhead and complexity involved with determining when and where to gate the clock

[17]. There have been attempts to improve upon the efficiency of clock gating controls

such as [6]. Another shortcoming of traditional clock gating is its locality. Clock gating

a small number of sequential circuit can save power in that circuit, but the entire clock

tree is still oscillating. A larger energy savings can be achieved if more of the root clock

structure is gated as was shown in [43]. This method attempts to gate the clock closer to

the source and thus save more energy.

Clock gating is a fundamental technique for reducing energy consumption in sequen-
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tial circuits. It can have a complex control overhead, but the results can be significant

if there are large sections of sequential circuits such as in a design with a large pipeline

depth.

2.2.3 Sub-Threshold Operation

Power savings can be realized by operating a circuit at a lower supply voltage as was

seen in DVFS. These power savings need not be dynamic; the supply voltage of a circuit

can be lowered statically to provide a constant energy savings. If the supply rail is close

to the threshold voltage, Vth, of the CMOS transistors that compose the circuit it is

known as operating in the “near-threshold” regime. If it operates below the value of Vth

then it is said to operate in “sub-threshold” regime.

Conventional first-level analysis of a CMOS transistor indicates that there are three

regions of operation for the transistor to operate:

VGS − VT < 0 (cutoff)

VGS − VT < VDS (triode)

VGS − VT > VDS (saturation)

This would indicate that operating with a supply voltage less than the threshold

voltage would result in non-functioning logic, however, this is not the case as current

still flows due to weak inversion of the channel [18]. This allows for operation of the
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circuit all the way to the theoretical minimum of ≈ 36mV (found in [31]). While the

circuit will still function at this low supply voltage, there are a number of issues that

arise with this regime of operation.

The first, and perhaps most important issue with sub-threshold operation is the delay

induced by operating in this regime. Because the current charging the output of the

circuit is only from a small weak inversion, there is very little current to charge the

output capacitance and thus it takes a long time for the circuit to complete its operation.

This increased delay means that the maximum clock frequency of a system using this

circuit must now be lowered to account for the delay. A decrease in clock frequency

cannot be tolerated in all applications which limits the practicality of implementing sub-

threshold circuits.

While the power of sub-threshold circuit is significantly less than that of a super-

threshold circuit, the increased time delay leads to a diminished return on lowering

energy. This is mostly because of the leakage energy that dominates at super low supply

voltages. The increased time delay allows for a larger window where leakage current

is burned in the circuit. This becomes significant at supply voltages less than 300mV

where the total energy is almost entirely leakage [18].

A final consideration of sub-threshold operation is the risk of process variations.

Process variations such as slow or fast devices, random dopant fluctuation and body

biasing can result in variation of the performance of circuits on the same die (intra-die)

and across dies. These effects can also be systematic or dynamic in nature. Systematic

variations are those that present a constant offset to the performance while dynamic

variations depend on the operation that the circuit is performing. All of these variations
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are present in the circuit regardless of what region the supply voltage is in, but the effects

of variation are significantly increased when operating in sub-threshold. This has been

found in empirical works [18] as well as in real world designs [34].

There are a number of circuit and architectural level techniques that have been pro-

posed to combat some of the issues with sub-threshold operation. One of the most

well-known techniques is Razor [16] which is an error detection circuit that can identify

when errors have occurred and can assist a designer in recovering from such errors. De-

tecting and correcting errors can allow for a circuit to operate at sub (or near) threshold

voltage where more errors will occur [13]. Other techniques for improved performance

in sub-threshold include micro-rollback, tunable replica circuits (TRC) and modular re-

dundancy [13].

2.2.4 Voltage Islands

We have seen that a circuit can benefit from different supply voltages, such as in DVFS

and sub-threshold. Voltage islands partition a circuit layout based on supply voltage

needs. With this technique, designers identify supply voltages for portions of the circuit,

then route the floor plan of the design to partition circuits with the same supply voltage

onto the same “island” [35]. An example floor plan with partitioned voltage islands can

be seen in Figure 2.5. Voltage islands provide power savings by operating circuits at

near ideal supply voltages for their desired performance per power.

There are also a number of challenges in designing voltage islands. The choice of

floor plan, the physical layout of the circuit on a silicon die, can make or break the
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VH

VL

Figure 2.5: An example floor plan with different voltage islands (shown in shades of
gray).

potential energy savings. The authors of [20] propose a unique routing algorithm that

attempts to optimize energy and die area. Work done in [40] provides an algorithm for

voltage assignment and floor planning based on a given application. There is also a large

consideration for the level shifters that translate signals between islands. Work in [35]

analyzes the need for an efficient converter between high and low voltage islands.

While the benefits of voltage islands can be great in terms of energy savings, there

is a large amount of complexity in the implementation of the technique.

2.2.5 Power Gating

When a combinational circuit is not in use, the most prevalent energy that it is consuming

is leakage energy. Power gating is a circuit level technique that attempts to eliminate this

leakage energy by placing a PMOS transistor in between the supply rail and a virtual

supply [32]. A simplified version of this circuit can be see in Figure 2.6. A PMOS

power gate can be turned “on” or “off” to disconnect the supply from the circuit thereby

eliminating leakage energy.
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circuit

on/off

virtual supply

Figure 2.6: A simple power gate implemented with a PMOS transistor.

While power gating can significantly reduce energy consumed during idle periods of

operation, there are a number of considerations for this technique [24], the first of which

is the sizing of the device. If a minimum sized PMOS transistor is used then the current

through the device will cause the circuit to operate slower than the nominal case. The

current through a PMOS device in saturation is modeled by [38] as:

ID =
k

′
p

2

W

L
(VGS − VT )2 (1 + λ (VDS − VDSat))

This equation shows that as the width of the PMOS power gate is reduced so is the

driving current that can be delivered to the virtual supply and thus the circuit. Because

the transistor exhibits an “on” resistance, a minimum channel length transistor will have

a high resistance and thus a large voltage drop between the supply and virtual supply

[2]. For both of these reasons, the size of the PMOS power gate should be large.

By making the PMOS transistor large there are negative trade offs [2, 39]. One of

these is the increased delay in turning the MOSFET “on” or “off.” The increased size

requires a large amount of energy to charge (or discharge) the gate and thus it takes

longer to transition states than with a minimum sized gate. Another negative is the
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increased area required for a larger gate. Making a very large gate takes up space that

could otherwise be used for logic.

The result of all of these considerations is a trade-off between power and perfor-

mance [24, 2]. Large power gates will take up die space and operate slowly but provide

maximum power savings while small power gates allow for faster operation at the cost

of energy savings. These trade-offs have no golden ratio; it is up the designer of the

circuit to determine what is optimal for each circuit block.

2.2.6 Multi-Rail Supplies

In a similar fashion to voltage islands, multi-rail supplies attempt to supply parts of a

circuit with different supply voltages, however, the implementation of this technique is

more dynamic through the use of power gates. As seen in the example in Figure 2.7,

multi-rail supplies are connected to a single virtual supply through multiple power gates.

This technique achieves energy savings with a moderate control overhead.

In a multi-rail design there are two or more power rails routed to each subcircuit.

Each subcircuit also has a virtual supply rail that is connected to all of the power rails

through an individual PMOS power gate. The control system must decide which of the

power rails the subcircuit should be connected to while disabling the others. The result

is a circuit that can operate at a supply voltage that best suits the needs of the system:

high, medium or low in this example.

While the power savings of this approach can be great, there are are also a number

of considerations. The authors of [15] find that there are two main factors to the supply
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circuit

virtual supply

VDDL

VDDM

VDDH

Figure 2.7: Three power rails (low, mid and high) connected to a circuit through three
PMOS power gates.

choice: switching delay and switching energy. The switching delay is the amount of

time that it takes to transition from one rail to another. In [15], the authors determine

that the delay can be modeled with an RC delay that results in:

tswitch = −ln
(

1− VH + VL
2VL

)
τ

where

τ =
2CoW + CoxWL+ 2bCjLSW + 2CjwsLSc+ CL

|µp|Cox
(
W
L

) (
|VGS| − |Vtp| − |VDS |

2

)
Notice that the delay is a function of the difference between the supply rail voltages

and PMOS power gate widths. As was seen with a single power gate, making the power

gates larger will dramatically decrease switching delay at the cost of area.

The second factor in supply choice is the switching energy. With each transition

between supply rails there is some energy consumption in the control overhead. This

energy comes from charging and/or discharging the gates of the power gate PMOS’.
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Finally, the authors of [15] find that there is a break even point where more energy was

saved than expended in lowering the supply voltage. They found this point to be:

NBE =
(Ehigh − Elow)

Eswitch

The authors then find that this break-even number is less than 1 for their test adder

and multiplier from 500mV − 900mV . This means that there is no energy penalty

for switching from a higher to lower rail and it is always advisable. The concept of

switching delay (tswitch) and switching energy (Eswitch) are two key components in any

multi-rail design.

2.2.6.1 Multi-rail adaptations

Panoptic Dynamic Voltage Scaling (PDVS), introduced in [36], offers the benefits of

multi-rail with the advantages of architectural level control. By scheduling the voltage

level based on knowledge of upcoming instructions, Panoptic DVS is able to achieve

energy savings at a medium (40% − 60% of maximum) workload. This is done by

operating at the energy optimal voltage for units with time insensitive tasks. Take an

example seen in Figure 2.8 where an adder unit can be delayed to save energy.

In order to reduce the switching energy, the authors of [25] implement a unique

control scheme they call Stepped Supply Voltage Switching. This technique uses the

intermediate (or medium) rail when switching from low to high or high to low. With

this small change in overhead, the authors claim that they achieved between 15% and

50% switching energy savings.
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+

x

+

a)
+

x

+

b)

Figure 2.8: An example of Panoptic DVS. By lowering the first adders supply voltage
and using slack time while the multiply completes, energy is saved in case (b) compared
to (a) without an impact on execution time.

Work in [41] implements a single voltage supply, multi-supply and PDVS on a single

90nm test chip. They also implement a sub-threshold voltage level for comparison based

on work in [5]. The authors compare the results in terms of energy savings and area

overhead.

2.2.6.2 Voltage dithering

Work in [5] showed a multi-rail design with two rails, VDDL
and VDDH

. The interesting

usage of the multi-rails that this work introduces is local voltage dithering (LVD). With

this approach, the control signals can be used to not just select one voltage, but it can

also dither between the supply voltages to reach the energy optimal VDD. Work in [1]

also implement voltage dithering.
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Chapter 3 – Proposed Design

In this chapter we introduce the Time Interleaved Multi-Rail (TIMR) design for en-

ergy savings. We also show implementations of the design with on and off chip power

supplies and propose a number of control schemes. The chapter concludes with consid-

erations for the design.

3.1 TIMR: Time Interleaved Multi Rail

We have seen the need for energy reduction in Chapter 1. We have also seen a number of

energy saving techniques from Chapter 2. Here we introduce Time Interleave Multi Rail

which reduces energy by managing multiple power rails with an adaptive power supply

control. This method attempts to offer the energy savings seen in both Dynamic Voltage

and Frequency Scaling (DVFS) and Multi-Rail Supplies (Section 2.2.1 and Section 2.2.6

respectively) without the need to stall the execution flow as in DVFS or operate at a static

supply voltage as in Multi-Rail Supplies.

The methodology of TIMR is a combination of DVFS and Multi-Rail Supplies to get

the benefits of both without the overhead of either. DVFS offers the ability to operate

a circuit at an energy optimal supply voltage provided that the control overhead exists

and the circuit can tolerate stalling while the voltage regulator that feeds the supply

line changes from one voltage to another. Multi-Rail Supplies offer two or more static
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supply voltages to operate with a very small switching time, but it does not offer the

ability to dynamically change the voltage level of these supplies. As such, a designer

must currently choose between fast switching times or achieving a fine granularity of

supply voltages. TIMR will allow for both fast switching times and fine granularity

between supply voltages.

TIMR uses the physical design of Multi-Rail Supplies to provide each circuit with

two power rails. As seen in Figure 3.1, two power rails are routed to each circuit and

connected to a virtual supply via PMOS power gates. These power gates serve the

same function as those in traditional power gates, seen in Section 2.2.5, to connect or

disconnect the power supply from the virtual supply that sources the circuit. The TIMR

design does not use the power gates to implement voltage dithering as seen in Section

2.2.6.2, so the control lines to the gates of the PMOS headers are boolean 0 or VDD

signals.

circuit

virtual supply

VDD1 VDD2

rail_on_1 rail_on_2

Figure 3.1: A simplified schematic of Time Interleaved Multi Rail.

The supply voltage on each rail is not static, as with Multi-Rail Supplies, rather it

varies with the circuit’s needs and the energy optimal point as is seen in DVFS. The
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typical operating condition is as follows: the first rail (VDD1) is connected to the virtual

supply by setting the control signal rail on 1 to a zero and thus turning on the PMOS

power gate as seen in Figure 3.2. While the first rail is actively sourcing power to the

circuit, the second rail (VDD2) is disconnected from the virtual node as signal rail on 2

is tied to VDD and the PMOS power gate is off. Because the rail is not active, it may

undergo a voltage change without an induced time penalty on the circuit.

circuit

virtual supply

VDD1 VDD2

‘0’ ‘VDD2’ X

Idyn

Figure 3.2: TIMR circuit operating with no change in supply voltage.

If the power management hardware determines that the circuit benefits from oper-

ating at a different supply voltage (higher or lower than VDD1) it signals the voltage

regulator to change its output voltage on rail two (VDD2 → V
′
DD2) as seen in Figure

3.3. While the regulator performs the change in voltage, the circuit continues to oper-

ate normally (no stalls are introduced) because it can continue to operate on the first

supply. When the second supply has settled to its new voltage level, the power manage-

ment hardware toggles the values of rail on {1, 2} and the circuit transitions to use the

second rail at the energy optimal supply, seen in Figure 3.4.

This approach allows the circuit to transition to its energy optimal supply voltage
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circuit

virtual supply

VDD1 V’DD2

‘0’ ‘VDD2’ X

Idyn

Figure 3.3: TIMR circuit changing voltage of second rail.

(within the constraints of the power supply, as we will see later) without incurring the

stall time delay seen in DVFS by continuing to operate on the first rail while the tran-

sition occurs on the unused second rail. Because the switching time for the power rails

is much less than the stall time [15], much less operating time is wasted in changing

supply.

circuit

virtual supply

VDD1 V’DD2

‘VDD1’ ‘0’X

Idyn

Figure 3.4: TIMR circuit switching to second supply rail.
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3.2 Implementation

Now that TIMR has been introduced, we will examine some implementations of the

design. These implementations include the use of off and on chip voltage regulators and

some of the possible control schemes.

3.2.1 Off-Chip Regulators

One major component to TIMR is the power supply. Most modern day embedded sys-

tems consist of a central processing chip and one or more power supply chips that exist

on the same board. This configuration, shown in Figure 3.5, is known as off-chip regula-

tors. These regulator’s size and topology depends on the needs of the embedded system,

but are often “buck” (or DC-DC) supplies for the main processing core [42]. The choice

of supply can have a major impact on the implementation of TIMR as a number of fac-

tors affect the design. These factors include voltage level granularity, control interface,

pad requirements, loading capacitance, settling time and feedback stability.

A system using TIMR will need to consider the following factors as part of the

design process. The power supply control interface is a critical part of the methodology

of TIMR. The power management hardware must be able to control the voltage level

of the regulator through either the regulator itself or using a VID controller [7, 8]. The

control lines, along with the two power supply lines for each block, must be considered

when laying out the chip and the accompanying printed circuit board. This may lead to

an increased number of pads on the chip.

The loading capacitance is another factor that plays into the design. As seen in Fig-
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microprocessor

power supply 2

power supply 1
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te

rfa
ce

memory

printed circuit board

Figure 3.5: Typical off-chip power supply configuration.

ure 3.6, the design of a typical power supply circuit includes a somewhat large capacitor,

CL, which acts as a decoupling capacitor and filter for the power supply rail. The sizing

of this capacitor is dependent upon the power supply choice as well as the load, desired

ripple and output transient response [21, 22]. Sizing this capacitance, and the proper

choice of capacitor type, will impact the performance as the settling time and stability

of the power supply will be affected.

While there are a number of design choices that must be balanced, the use of an

off-chip regulator for TIMR can be very beneficial. Because separate regulators are

common in an embedded design, very little would need to be done at an architectural,

layout or board level to add support for TIMR. It is not uncommon for regulators to have

multiple rails available on a single chip [21], so only one part would be necessary for
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Figure 3.6: Typical off-chip power supply schematic [9, 10].

the TIMR rails.

3.2.2 On-Chip Regulators

Another option for power supplies is an integrated on-die regulator. While taking up

silicon space on die is expensive (using space that could be used by other circuitry),

the integration of the voltage regulator on-die removes the need for an expensive item

off-chip as the voltage regulator is often one of the most expensive items on the bill of
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materials (BOM) in an embedded system. The use of an on-die regulator also removes a

number of pads off the chip (both power supply and control lines). The integration offers

faster speeds in both communication and changes in voltage as the on-die regulator has

shorter lines that take less energy to drive and can thus be done at a faster rate [38].

This approach can only be done if a practical voltage regulator exists that can meet

the requirements of the system. This is becoming more viable option as shown by a

number of research works. In [26] the authors demonstrate a DC-DC power supply that

focuses on fast switching for Dynamic Voltage Scaling. This work builds a test chip

in 130nm CMOS that can provide up to 1W of output power and operate at voltages

as low as 400mV . This is ideal for the TIMR design as it could operate in the sub to

near-threshold regime. This proposed design attempts to combine both a buck regulator

and a switched capacitor design.

Work done in [28] presents another option for an on-die regulator done in 28nm

technology, a very modern technology that is currently being used for digital designs.

The work presents a design that is capable of operating at sub 1V level and produce

more than 500mW of output power. This regulator could be used for TIMR on a large

circuit within a modern digital design.

The authors of [27] present a design that is capable of up to 90% efficiency while

operating in either buck or boost mode. This design also has dual outputs which would

be ideal for a TIMR design as the same regulator can provide both power supply rails

to the target circuit. The proposed design is interesting because it does offer a boost

capability so it could be useful for an embedded system that has the need for low input

voltage operation (such as a voltage harvesting system). In such a case, the input voltage
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could be boosted for operation.

While on-die regulators are not currently commonly used in modern digital systems,

their use may become more prevalent in the future. This can be seen as the technology

is developing and constantly being improved upon. There are a number of proposed

designs that could be used for a system designed with TIMR [26, 27, 28]. These designs

offer a number of benefits over off-chip designs that include faster switching times,

fewer off-chip lines and components and lower part costs for board designers.

3.2.3 Control Scheme

The final part of implementation of TIMR is the control scheme. Once the hardware

exists and the power supply has been designed for the system, the last piece is controlling

the two power gate transistors along with coordinating the changes of voltage on the

inactive rail. Here we propose a number of possible control schemes including one

based on traditional DVFS, one that aggressively saves energy and one that is based on

“race to sleep”.

3.2.3.1 Traditional DVFS Based

This control scheme attempts to mimic traditional DVFS. When the processing load of

the circuit is found to be less than full, the circuit will attempt to operate at a lower

voltage and clock frequency that still finishes the computation on time but does so with

less energy. The method by which the computational throughput is measured need not
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be specific to this scheme; rather, it will be an architectural or circuit level choice. Load

monitoring can be done by thermal sensor, performance counter or energy/power mon-

itor. Once it is determined that the circuit is operating with some slack (the throughput

is less than maximum and the circuit is completing the required work with time to spare

each cycle) then the voltage can be lowered to save energy.

With this control scheme, TIMR would perform much the way traditional DVFS

does because it follows the same algorithm to apply voltage changes. The difference will

be in the speed that the voltage switches can occur. As seen in Figure 3.7, traditional

DVFS will stall the execution while the voltage on the supply rail changes, whereas

TIMR does not need to stall the execution because the change occurs on the second

rail. Notice that there is a small time delay to switch the power gate, but this is very

small (on order of nanoseconds) when compared with the power supply switching (on

order of hundreds of microseconds). Because little execution time is lost in making a

supply transition, only the timing and energy constraints of TIMR limit the number of

transitions that can occur as can be seen later.

rail2

rail1

execution stall

DVFS

TIMR

t

power gate switch

Figure 3.7: Supply rails of both traditional DVFS and TIMR.
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3.2.3.2 Energy Aggressive

While the Traditional DVFS scheme does offer moderate energy savings, it is possible

to operate TIMR with a much more aggressive approach towards energy savings. While

DVFS moves to a lower supply voltage when sensors or control indicate that slack exists,

Energy Aggressive attempts to operate at a lower voltage without any indication of slack

and then report if the resulting operating conditions are too low. This can be done in a

number of different ways. We will propose three techniques in this section: Bottom up,

Top down and Aggressive rail.

Bottom up

This approach starts out at the lowest supply voltage possible and then checks the

throughput sensors (thermal, performance counters, energy monitors, etc.) to ensure

that the new voltage meets the throughput requirements of the circuit. Take the example

in Figure 3.8: the voltage starts at its lowest level on both rails and rail two immediately

goes up one level of granularity to accommodate the next step up. Because the through-

put sensors report that the throughput level is acceptable (simplified in this diagram), the

supply stays at the lowest level. As soon as the sensors report an unacceptable through-

put the supply transitions to rail two. With this scheme, an extreme importance is put on

energy savings as the control attempts to go as low as possible and then move the supply

up as necessary.
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rail2
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t
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unacceptable

Figure 3.8: Supply rails and throughput sensor with TIMR under bottom up control
scheme.

Top down

This approach is very similar to Bottom up with the supply voltage starting at the

nominal value and then moving downward. This scheme will immediately move down

by one voltage step and then rely on sensors to check the throughput as seen in Figure

3.9. If the throughput level is still acceptable, then the voltage scales down by another

step. This approach puts importance on energy savings, but does not sacrifice throughput

to achieve it.

Aggressive rail

One thing that has not been seen to this point is a control scheme that uses the time

interleaving of the rails to pursue energy savings. Aggressive rail is a method that moves

one rail to a lower voltage followed directly by the next rail. As seen in the example in

Figure 3.10, the voltage on rail two is lowered. The system switches to rail two as soon

as the voltage stabilizes on it. Once the circuit begins to operate on rail two, rail one

immediately lowers below rail two. This method moves from the highest voltage down
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Figure 3.9: Supply rails and throughput sensor with TIMR under top down control
scheme.

as in Top down without checking that the throughput is acceptable after each transition.

This means that Aggressive rail can suffer from over shooting the energy optimal supply

voltage.

rail2

rail1

Throughput 
sensor

Supply 
rails

t

power gate switch

acceptable

Figure 3.10: Supply rails and throughput sensor with TIMR under aggressive rail control
scheme.
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3.2.3.3 Race to Sleep Based

The final control scheme that we propose is one that implements race to sleep. Race to

sleep is a method that operates a circuit at its fastest possible settings and then goes to

sleep when the computation has completed [4]. Race to sleep attempts to save energy

by avoiding numerous power state changes and spending a maximum amount of time

in sleep where minimum energy is consumed. It has been a well known power saving

technique in embedded systems. Because race to sleep focuses on minimizing power

state transitions, TIMR does not seem like a good fit to implement race to sleep.

One difficulty in practically implementing race to sleep is the granularity of the

operations to be completed before going to sleep. If fine grained operations can be

selected for this method, then a greater energy savings can be achieved. As seen in

Figure 3.11, a traditional example performs an entire program (functions 1-5) and then

goes to sleep. This means that the each function of the program operates at a single

supply voltage. With a TIMR approach, each function of a program could operate on a

much finer grained race to sleep. The functions could operate with their optimal supply

voltage (found through simulations or trial and error) and then sleep in between function

calls. This approach could allow for energy savings especially if there were long waits

for cache or memory access that could take advantage of TIMR based race to sleep to

save energy.
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Race to 
Sleep

TIMR

t

f1 f2 f4 f5f3

f1 f2 f4 f5f3 sleep

sleep

sleep

V

Figure 3.11: Function execution (1-5) under traditional race to sleep and TIMR based
race to sleep. Note that function 3 (f3) is too short to go to sleep based on the switching
time of TIMR and each function can now operate at a unique supply voltage.

3.3 Considerations

Along with the implementation choices that are made with TIMR, there are also a num-

ber of design considerations that must be addressed. These considerations include the

finite power supply switching time, the loading of the power supply and the control

overhead introduced by the TIMR circuitry.

3.3.1 Power Supply Switching

When there is a desired level change on one of the power supply rails, the control hard-

ware of TIMR must communicate to the voltage regulator (either on or off chip) the new

output voltage level. Once the power supply receives this signal it will begin changing

the output voltage. The time from when the output voltage begins to transition from its

original value until it settles to its new desired level is the switching time, tswitch. The
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timing of this sequence can be seen in Figure 3.12. This time is affected by the power

supply, the change in voltage output and the power supply loading which is discussed

later.

rail2

rail1

Control
signal

Supply 
rails

t

change voltage

tswitch   

Figure 3.12: The switching time, tswitch, illustrated in a TIMR design.

The choice of power supply topology affects the switching time. The best way to

adapt to this consideration is to simulate with the exact topology that will be used in the

design. Also, the size of the output voltage change will have an effect on the settling

time. Simulating with the largest possible voltage change (from Vmin → Vmax and

Vmax → Vmin) will find the worst case switching time from this effect. We will show

later that simulations with an accurate power supply model with the largest voltage

change can identify the settling time.

The implication on the design of the value of tswitch is the speed (or frequency) at

which the power supply rails can be changed. Because the circuit must wait for the rail

to settle before changing the active rail, it cannot switch the supplies faster than tswitch

plus a buffer time. This means that the upper limit on time interleaving is set by tswitch.
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3.3.2 Power Supply Loading

The loading of the power supply is another consideration of the design of a TIMR sys-

tem. The circuit acts as a load on the power supply that will draw current from the active

rail up to a certain limit, Imax. The power supply wires from the voltage regulator to the

circuit will add to the effective loading of the supplies they have a parasitic capacitance

to other components on the silicon die [38]. The power supply must be able to supply

the circuit with enough power for operation (as with any design), but it also must not

have an increased switching time due to the loading.

Simulation of the circuit with accurate loading models is important to ensure that the

switching time will be sufficient. Proper guard bands added to the switching frequency

of the TIMR control can also help reduce the effect of the loading. Solid routing prac-

tices on the chip can help alleviate the parasitic loading due to the power line routing.

It is important to note that while the switching time will be impacted by the loading

of the power supply, a voltage rail that is being changed is not sourcing any dynamic

current to the circuit. In the TIMR design when a voltage regulator changes its output

it is the regulator that is not active. This means that the switching will occur on a rail

that has ideally zero Iload. There is non-ideal leakage through the power gate PMOS

that allows for some finite Iload, but this value is much less than the current through the

circuit during normal operation. As such, the transients introduced on the power rail by

switching the output voltage should have no effect on the operation of the circuit and

should not be made worse due to the loading on the rail.



35

3.3.3 Control Overhead

The final consideration that we will examine is the control overhead introduced in the

design by TIMR. This overhead comes from two places: the control hardware and the

second power supply line that must be routed to the circuit.

The control hardware is a digital circuit that can be synthesized from register transfer

level (RTL) code written in Verilog or VHDL. This circuitry will continually monitor

the throughput sensors (thermal, performance counter, energy monitor, etc) and make

decisions on switching the voltage regulator. If a change is needed, the circuitry must

communicate to the power supply the new desired output level. Once the supply has

settled, the control circuitry must toggle the power gate headers. The control hardware

circuit can be made through a simple state machine, the implementation of which is

beyond the scope of this work. The resulting circuitry takes up area on the die that could

otherwise be used for other circuitry and consumes energy to operate which are both

overhead to the TIMR design.

Because TIMR requires a second power supply rail for the circuit, there is increased

area used in routing the design and increased energy in the leakage of the second rail. A

traditional multi-rail design, as seen in [15, 25, 36], has static rails so it does not require

that the operating circuit have its own unique power supply lines; multiple circuits can

share the same power supply lines on the same silicon die. TIMR requires that each

circuit have its own dedicated pair of power supply lines on the same silicon die, which

is unique to the TIMR approach. There is also an energy overhead in changing the

output voltage of the power supply which we will discuss later.
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The area overhead must be an acceptable cost of the implementation of TIMR. The

energy overhead must be less than the energy saved by the design or there is no point in

implementing TIMR.
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Chapter 4 – Simulation and Results

We will present our simulation setup and results in this chapter. We will conclude with

comparison to other techniques.

4.1 Off-Chip Regulator Simulations

As we have seen in Section 2.2.6 and Section 3.3, there are two main factors that make

the implementation of TIMR possible. These two factors are the switching time, tswitch,

and the switching energy, Eswitch. Both are overhead to the implementation and must

be less than the time and energy savings or the implementation of TIMR is impractical.

To find values for tswitch and Eswitch, we propose and execute a number of SPICE sim-

ulations. These simulations, which use existing power supply models, find values that

show that the timing and energy overhead of TIMR is less than the potential savings and

demonstrates that the implementation is practical.

4.1.1 Simulation Setup

The first part of the simulation is the choice of voltage regulator. While there are a

number of choices of voltage regulators that could be used, we chose a regulator from

Linear Technologies, the LTC3605 [9] with specifications found in Table 4.1.

The LTC3605 regulator was chosen for a number of reasons which include input
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Table 4.1: Specifications of LTC3605 voltage regulator.
Type Specification

Input voltage 4↔ 15V
Output voltage 600mV ↔ Vin
Output current 5A

Topology Synchronous buck regulator
Efficiency 96%

Output tracking Yes
Reference 0.6± 1%

Integrated FETs 70mΩ top and 35mΩ bottom

voltage range, output voltage range, internal MOSFETs, output power and topology.

These design choices are detailed as follows:

Input voltage range The input voltage range (4↔ 15V ) makes this part acceptable for

power sources of both 5V and 12V , both common source voltages from batteries

and larger power supplies [42].

Output voltage range The output voltage range of this part needs to be low enough

to operate at (or at least near) near-threshold levels to demonstrate the potential

energy savings. The selected part can have an output voltage ranging from 600mV

to the input voltage, Vin. This part will be able to approach the threshold voltage

to allow for low energy operation.

Internal MOSFETs Internal MOSFETs (power FETs that are internal to the voltage

regulator package) are desirable because they take the uncertainty of the MOSFET

selection out of the process. With internal FETs, we can describe results that are

dependent on one part, rather than three (voltage regulator and two FETs).
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Output power The output power of the regulator must be able to power the circuit.

For our tests, we assume a large load that will require up to 5W . This means the

system must be able to deliver 5A at 1V . The selected part can deliver up to 5A

output current.

Topology The topology choice is important because it needs to represent a typical de-

vice. The selected part is a high efficiency (up to 96%) synchronous buck regu-

lator which is representative of the application space we are targeting (embedded

digital systems) [42].

With the regulator selected, we now setup the simulation circuit. We use the circuit

that was shown previously in Section 3.2.1. The author of [12] provided the foundation

of the circuit along with the design SPICE file found in [10]. This base schematic

requires two changes to meet the needs of this simulation. First, the feedback circuit

must be modified to allow dynamic digital control. Second, the load capacitance, CL

must be updated to match the simulated circuit.

The foundation circuit uses a resistor divider to provide feedback to the regulator.

This technique is simple, but does not offer any method for digital control. To add this

functionality, we add a VID controller. The LTC1706-61 [11] from Linear Technolo-

gies was chosen because of its feedback range and reference voltage (600mV ) which

matches that of the LTC3605 regulator. This part provides the reference voltage to the

FB pin on the regulator based on a sample of the output voltage and a set-point which is

determined by five digital control lines. This part is recommended for use with the AMD

Opteron processor line [11] so it is a practical addition to our circuit, not a theoretical
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linchpin.

The other change to the foundation circuit is the loading capacitance, CL. This

capacitance, as discussed in Section 3.2.1, is used to affect the ripple and transient re-

sponse of the regulator [21, 22]. With the additional load from the circuit and the design

practice found in [21, 22], we selected a large value for CL of 500µF . This large value

of capacitance will effectively reduce load transients and model the loading capacitance

of the circuit.

With the adaptations to the foundation circuit, we arrive at the simulation circuit seen

in Figure 4.1 with the values in Table 4.2. This circuit will be used for our simulations.

Table 4.2: Values of components in simulation circuit.
Component Value

C1 22µF
C2 2.2µF
C3 0.1µF
C4 10pF
C5 220pF
C6 1nF
CL 500µF
L1 1µH
R1 162kΩ
R2 16kΩ
D1 CMDSH2− 3
VIN 5V
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Figure 4.1: Circuit used for SPICE simulations.

4.1.2 Simulation for Time

We ran simulations to find the value to tswitch with our simulation circuit. This was

done by allowing the circuit to stabilize, then changing the value of the digital input

on the VID controller to change the output voltage of the regulator. The time that it

took to settle to the new output voltage is the switching time. This was done from

Vmin → Vmax and Vmax → Vmin under 10% and 100% maximum load conditions. The

resulting waveforms can be seen in Figure 4.2. The exact values of tswitch can be found
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in Table 4.3.

Table 4.3: Values of tswitch.
Transition 10% load 100% load
Vmin → Vmax 74.7µs 64.8µs
Vmax → Vmin 63.6µs 61.6µs

Note that in these simulations we assume that the load is connected during the volt-

age transition, thus the maximum possible value of tswitch is observed. In a system

described in the Implementation section, the voltage would transition and be exposed to

a small transient followed by a large transient when the load was reconnected to the rail.
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Figure 4.2: Simulation results for tswitch.
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4.1.3 Simulation for Energy

We conclude the simulations with finding the switching energy, Eswitch. This is the

value of the energy consumed by switching the voltage regulator output. The value of

this energy can be found with the following equation:

Eswitch = Ptransition × tswitch − Eactive

Where Ptransition is the power consumed by the voltage regulator during the transi-

tion period andEactive is the energy consumed by the regulator during normal operation.

Both of these values can be found from simulation.

As Figure 4.3 demonstrates, there is a large spike in power consumption by the reg-

ulator during both transitions of the output voltage. The simulation results for average

power over this time and total energy consumed are shown in Table 4.4.

Table 4.4: Result from eswitch simulations.
Transition Average Power Energy

None 212mW 6.57µJ
Vmin → Vmax 5.67W 125µJ
Vmax → Vmin 2.61W 104µJ

The power consumption of the regulator during a high to low transition is less than

that of a low to high transition because the regulator is able to use some of the stored

charge while lowering output voltage. This can be seen in the plot of power consumption

of the load capacitance CL, seen in Figure 4.4. During lowering, the load capacitor, CL,

supplies charge to the circuit and thus has a negative power consumption, while it has a

very large positive power consumption during the charging of a low to high transition.
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Figure 4.3: Simulation results forEswitch showing the power consumption of the voltage
regulator. Note the spike around 400µs as the output voltage is lowered and the large
spike at 460µs as the output voltage is raised.

4.2 Results

In this section, we will discuss how the results of simulation effect the implementation

of TIMR. Using the experimental values of tswitch and Eswitch we can determine the

practical limitations of the TIMR approach.

We will begin by looking at the time overhead. As discussed in Section 3.3.1, the

switching time limits how often a transition can be made on one of the supply rails. We

found that the worst case switching time is 74.4µs (Vmin → Vmax with 10% load). We
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Figure 4.4: Simulation results for Eswitch showing the power consumption of the load
capacitance.

cannot transition the supply voltage at a rate faster than the switching time. In practice,

it makes sense to add an additional guard band to this number. Applying a 25% padding

to this time gives 100µs or 10kHz operation. This will be the limit of how often we can

change the supply voltage on a single rail.

Now we will examine the energy overhead of TIMR. We found that the worst case

energy was 118.43µJ when switching from a low to high voltage. This energy overhead

is much more significant than that of multi-rail designs [15], but the difference can still

be made up by the energy savings. We find that the power savings is given by:
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Psavings = (VH − VL)× Iload

In our example case of switching from 1V to 750mV we find that the power savings

is 1W or 1µJ/µs. This result gives the break even point for the transition, which is given

in [15] as:

NBE =
Esavings
Eswitch

=
Psavings × t
Eswitch

=
1µJ/µs× t
118.43µJ

This leaves us with a time of 118.43µs ≈ 120µs that we must stay at the new voltage

level to break even. This is slightly longer than the time requirement, so it must be taken

into consideration from the control logic.

The final results show that as long as the switching of the voltage rails is limited

to greater than 120µs the time and energy requirements of TIMR are met. As long as

the control logic of TIMR does not attempt to operate faster than this, we will see and

energy savings and proper operation.

4.3 Comparison

With the overhead of TIMR discussed, we can now compare the results to other energy

saving techniques.
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4.3.1 Traditional DVFS

TIMR offers a significant advantage over traditional DVFS in both time and energy.

As was described in Section 3.2.3.1, the timing of TIMR allows for nearly no time

overhead as long as the control is not switched faster then tswitch. This behavior was

seen in Figure 3.7. There is only a very small energy overhead. The voltage regulator

changes its output in both techniques, so the only energy difference is the power gate.

This is a very small overhead (≈ 2pJ [15]). If the designer can afford to route the

second power line and construct the power gates and control circuitry, TIMR can offer

a significant time advantage to traditional DVFS.

4.3.2 Multi-Rail Supplies

While TIMR and multi-rail supplies are similar, there is a significant difference in their

overheads. Multi-rail supplies offer static supply voltages with a very minimal time and

energy overhead. TIMR offers dynamic supply voltages at a modest time and energy

overheads; the area and control overheads are similar. The comparison between the two

techniques depends on the implementation and application. Because multi-rail offers

energy savings with a very low overhead, it may be the best option for conservative

designs. When large energy savings are needed, TIMR offers dynamic supply rails

that can offer greater energy savings if the design can afford more coarse grained rail

switching. The choice between the two techniques depends heavily on the application

as both offer energy savings.
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4.3.3 Race to Sleep

While race to sleep attempts to eliminate leakage current, TIMR may offer a better

energy savings and finer grained control over this technique. As illustrated in Figure

4.5, if the execution time of the sub-functions that make up the program (f1-5) is less

than the switching time of TIMR then each function can operate at an individual supply

voltage. This can offer energy savings on a finer grain when compared to traditional

race to sleep. We can also see that there are a number of opportunities for “sub-sleep,”

sleeping after the end of function. This additional energy savings can be used in the

case when there is a long memory access at the end of a function in processors where

out-of-order execution is not possible (common to low power ARM architectures [3]).

t

f1 f2 f4 f5f3 sleep

sub-sleep

>100μs <100μs

V

Figure 4.5: TIMR based race to sleep with individual voltage supplies and “sub-sleep.”
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Chapter 5 – Conclusion

While a number of energy saving techniques currently exist, trade offs exist with each.

We have shown a technique that provides large energy savings without timing restric-

tions or static supplies. Time Interleaved Multi Rail offers a dynamic supply rail as

seen in traditional DVFS without the time penalty of switching the supply. TIMR also

offers multiple supply rails as seen in typical designs with multi-rail supplies, but does

so without a static supply voltage. We have demonstrated a number of possible control

schemes for TIMR as well as the design considerations. We have shown that there are

time and energy overheads of the design that must be taken into account with the con-

trol scheme. Finally, we compared TIMR with a few common energy saving techniques.

Our approach to energy savings offers a number of benefits with manageable overhead.
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