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Abstract 

Recently new classes of binary Gray codes have been proposed for the Lee 

distance Gray codes over Z4 with the mapping: 0 +-+ 00, 1 +-+ 01, 2 +-+ 11 and 3 +-+ 

10. For these codes of length n if the Hamming distance between the Gray codes 

g(i) and g(j) is d, where i and j are integers , then it is proved that Ii - jl > 1\2d 

and Ii - jl < 2n - 1\2d ford odd , and Ii - jl > i75 2d and Ii - j l < 2n - i75 2d ford 

even. 
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1 Introduction 

In a binary Gray code, the set of 2n binary vectors of length n is arranged in a sequence 

such that the consecutive words differ by exactly one bit. 

Over the last 5 decades binary reflected Gray codes have found applications in diverse 

areas [1) such as: VLSI testing [2), signal encoding [3), ordering of documents on the 

shelves [4), data compression [5), graphics and image processing [6), processor allocation 

in the hypercube [7), hashing [8), computing the permanent [9), information retrieval 

[10], puzzles (such as the chinese rings and towers of Hanoi) [11), efficient combinatorial 

algorithm designs [9, 12, 13), low power VLSI design [14, 15], etc. 

The binary reflected Gray code can be defined in two equivalent ways: If Ln stands 

for the Gray binary sequence of n-bit strings, then Ln can be recursively defined using 

the two rules: 

Here E denotes the empty string, 0Ln denotes the sequence Ln with O prefixed to each 

string, and lL: denotes the sequence Ln in reverse order with 1 prefixed to each string. 

For example, L1 = 0, 1, L2 = 00, 01, 11, 10, L3 = 000, 001, 011, 010, 110,111,101,100, 

etc. 

Another way to define the binary reflected Gray code is to give a function g as 

follows: Let i be an integer in the range O :S i :S 2n - 1 with binary representation 

i = (in-1 in-2 · · · io), ik = 0, 1 for k = 0, l, · · · , n - l; the i-th Gray code g(i) has the 

binary representation: 

g(i) = (9n-1 9n-2 .. · 9o) 

where 

9k ik + ik+l mod 2, k = 0, 1, · · · , n - 2 

For example , when n = 8 and i = (0 0 0 0 0 10 1), g(i) = (0 0 0 0 0 111) . 
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Originally, the Gray code was introduced in [16, 17] for the purpose of minimizing the 

number of erroneous bits in the transmission of bit strings over analog channels. If the 

strings were coded arithmetically, then a small error in the analog signal could cause a 

large number of bits to be received incorrectly. However, if the Gray codes are used then 

a one-level error can only cause an error in one bit, since neighboring numbers in Gray 

code differ in only one binary digit. In general, a two-level error can generate nothing 

worse than a two-bit error and a three-level error can generate at most a three-bit error. 

On the other hand, the minimum analog error required to generate m-bit errors increases 

more rapidly with m than the above three examples indicate. [18] and [19] present 

the separabilities, i.e. the lower and upper bound on the signal error that produces a 

m-bit error in the reflected binary Gray code. That is, suppose i and j are encoded as 

the reflected binary Gray codewords g(i) and g(j); if DH(g(i),g(j)) = m, m ~ 1, then 

Ii - j I > 2
; and Ii - j I < 2n - 2

;. 

In this paper, we present lower and upper bounds on the analog error that generates 

ad-bit error in the Lee distance Gray code over Z4 and its corresponding binary Gray 

code given in [20, 21]. Section 2 describes the Lee distance Gray code over Z'f:, where 

two consecutive codewords differ in exactly one position by ±1. Then the new class of 

binary Gray code generated from Z4 code is given. Lower and upper bounds are derived 

in Section 3. In Section 3 the main results of this project, the separabilities of these 

codes, are derived. Section 4 ends with the conclusion and discusses topics of future 

research. 
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2 Preliminaries 

2.1 Lee Distance 

Let A= (an_1an_2 · · · a0 ) be an n - digit radix k vector i.e. each component ai obeys 

0 ::; ai ::; k - 1. The Lee weight of A is defined as 

n-1 

WL(A) = L lail, 
i=O 

where jail= min(ai, k - ai), for i = 0, 1, · · · , n - l. 

The Lee distance between two vectors A = (an-1an-2 · · · ao) and B = (bn-1bn-2 · · · bo) 

is denoted by DL(A, B) and is defined to be WL(A - B). That is, the Lee distance 

between two vectors is the Lee weight of their digitwise difference mod k. In other words, 

DL(A, B) = I::~:01 min(ai - bi, bi - ai), where ai - bi and bi - ai are computed mod k. 

For example, when k = 4, W£(321) = min(3, 4 - 3) + min(2, 4 - 2) + min(l, 4 - 1) = 

1 + 2 + 1 = 4, and DL(123, 321) = WL(202) = 4. 

2.2 Lee distance Gray code in Zk 

Iri a Lee distance Gray code C, the set of kn vectors over Z'J: are arranged in a sequence 

such that two adjacent vectors are at a Lee distance 1. Further, the first and the last 

vectors in this sequence are also at distance 1. 

2. 2 .1 Code design 

Let the radix k representation of a~ integer i, 0 :S i :S kn - l, be (in-iin_ 2 · • -i 1i0 ), 

where it E Zk = {O, 1, 2, · · · , k - 1} fort= 0, 1, • • • , n - 1; the ith Gray code g(i) has 

the representation [21, 22]: 

g( i) = (gn-lgn-2 · ··go) 
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Radix Gray 

0 00 ~ 00 

1 01 ~ 01 

2 02 ~ 02 

3 10 ~ 12 

4 11 ~ 10 

5 12 ~ 11 

6 20 ~ 21 

7 21 ~ 22 

8 22 ~ 20 

Table 1: Lee distance Gray code in Z3 

where 

'lt - 'lt+1 mod k, t = 0, 1, 2, ... , n - 2, 

Example 1 A Lee distance Gray code is shown in Table 1 fork= 3 and n = 2. 

Claim !Function g given in (1) generates a Lee distance Gray code in Z'f:. 

Proof Let i = (in- 1in-2 · · · io) and j = Un-l]n- 2 ···Jo) be the two consecutive integers 

in radix k number system and g( i) = (g~_1g~_2 • • • gb) and g(j) = (g~_1g~_2 • • · g~) be 

the corresponding Gray codewords of i and j, respectively. Then we need to prove that 

DL(g(i), g(j)) = l. 

Case 1 : If Jm = im + 1 for some m, 0 :S m :S n - l, then it = k - l and Jt = 0 for all 

t = 0, 1, · · · , m - 1 and it = Jt for all t = m + 1, m + 2, · · · , n - l. Now 

g; gf 

g:n im - im+l 

i 
9m-1 (k - 1) - im 

gfn )m - )m+l 
j 

9m-1 0 - jm 

fort = 0, 1, · • • , m - 2, m + 1, m + 2, • · · , n - l 

modk 

mod k 

modk 

modk 

8 

k - l - im 

mod k 

modk 



-------------------------------------------

Thus DL(g(i), g(j)) = l. 

Case 2 : If i = ( k - l k - l · · · k - l) and j = ( 0 0 · · · 0), then g ( i) = ( k - l 0 · · · 0) 

and g(j) = (0 0 · · · 0). Thus DL(g(i), g(j)) = l. 

Therefore , this construction produces a Lee distance Gray code in Z!. I 

A concise way of writing the relation between g(i) and i is 

g(i) = i e [i/k], 

where e is the digitwise difference mod k, while [x] denotes the largest integer not 

exceeding x. 

We can recover i from g( i) as follows: 

'lt it+1 + 9t mod k 

which gives 

'ln-2 - 9n - 1 + 9n-2 mod k 

in-3 9n-1 + 9n-2 + 9n-3 mod k 

Thus 
n - 1 

it = L9m mod k 
m=t 

2.2.2 Binary Gray code 

The Lee n-digit distance Gray code over Z4 under the mapping f: Z4 --+ ZJ such that 

0-+ 00, 1-+ 01, 2-+ 11, and 3-+ 10 gives a binary Gray code of length 2n. Under this 

mapping f, the Hamming distance between two distinct codewords is equal to the Lee 

distance between them [20, 22]. 

Example · 2 Table 2 shows the two-digit Lee distance Gray code over Z4 and the cor­

responding binary code after applying the function f to this Lee distance Gray code. 
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Gray code in Zl Binary Gray code 

00 0000 

01 0001 

02 0011 

03 0010 

13 0110 

10 0100 

11 0101 

12 0111 

22 1111 

23 1110 

20 1100 

21 1101 

31 1001 

32 1011 

33 1010 

30 1000 

Table 2: Lee distance Gray code in Zl and Binary Gray code 
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Note that this binary Gray code is not equivalent to the binary reflected Gray code. 

Thus, by designing a Lee distance Gray code Cover Z4 and then applying the function 

f on the digits in C, we get a new class of binary Gray code C' over z?n. 

[18] and [19] present the lower and upper bound on the signal error that produces 

am-bit error in the reflected binary Gray code . That is, suppose i and j are encoded as 

the reflected binary Gray codewords g(i) and g(j): if DH(g(i),g(j)) = m, m ~ 1, then 

Ii - JI > 2; and Ii - JI < 2n - 2; . 

In the following section, we shall present the lower and upper bounds for the Lee 

distance Gray code over Z4 and the binary Gray code generated from Z4 code. 

3 Separability on Lee distance Gray code in Z4 

Claim 2 Let i = (in-1in-2 · · · io) and J = Un-lJn-2 ···Jo) be two integers in the radix 

k number system. Then g(i) e g(j) = g(i e J). 

Proof Let g(i) 8 g(j) = (xn-lXn-2 · · · xo) and g(i 8 J) = (Yn-lYn-2 ···Yo). Then 

Xn-1 
. . 

modk in-1 - Jn-1 - Yn-1 

Xt (it - it+i) - Ut - Jt+i) modk 

(it - Jt) - (it+l - Jt+1) modk 

Yt for t = 0, l, · · ·n- 2 

Thus g(i) e g(j) = g(i e J). I 

The following theorem gives us the lower bound in the Lee distance Gray code in Z4. 

Theorem 1 If the Lee distance between g(i) and g(j) is d, then Ii - JI > i7
5
2d ford 

even and Ii - J I > 1~2d ford odd. 
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Proof Without loss of generality, assume i > j. Let Ii- }lmin be the minimum distance 

between i and j . 

Since DL(g(i), g(j)) = d, it implies that WL(g(i) 8 g(j)) = WL(g(i 8 j)) = d. Let 

l = (ln-1 ln-2 · · · lo) = i 8 j and g(l) = (9n-1 9n-2 · · · go); so WL(g(l)) = d. Two cases, 

d even and d odd, are considered below. 

Case 1: Suppose d is even. 

Case 1.1: d = 0 mod 4, i.e. d = 2m and m even. 

Since WL(g(l)) = WL(g(i 8 j)) = d, i - j is minimized when 

for t = m -1 

otherwise 

for t = m - 3, m - 5, · • • , 1 

otherwise 

In this case, i 8 j = ( 0 • • • 2 0 2 0 • • • 2 0), g ( i 8 j) = ( 0 • • • 2 2 · • • 2) and 

WL(g(i 8 j)) = 2m. (For example, with n = 8 and d = 12, i = (0 0 2 0 0 0 0 0), 

j = ( 0 0 0 0 2 0 2 0), i 8 j = ( 0 0 2 0 2 0 2 0), g ( i 8 j) = ( 0 0 2 2 2 2 2 2) and 
' 

DL(g(i), g(j)) = WL(g(i 8 j)) = 12.) 

Thus, Ii - Jlmin = 2 · 4m- l - 2(4m- 3 + 4m- 5 + • • • + 41). 

Let 

A - 41 + 43 + · · · + 4m- 3 and 

B - 40 + 42 + ... + 4m-4 

Note that 

A+B 
4m-2 - 1 

and -
3 

4B - A 

It follows that 

A 
4(4m- 2 - 1) 

and -
15 

B 
4m-2 - 1 

-
15 
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Consequently, we have 

Ii - Jlmin 

Therefore, 

for d even. 

Case 1.2: d = 2 mod 4, i.e. d = 2m + 2 and m even. 

In this case, i - j is minimized when 

for t = m 

otherwise 

for t = m - 2, m - 4, • • • , 0 

otherwise 

Then i8j = (0 · · · 02020 · · · 202), g(i8j) = (0 · · · 022 · · · 2) and WL(g(i8j)) = 

2m + 2. (For example, if n = 10 and d = 10 then i = ( 0 0 0 0 0 2 0 0 0 0), 

j = (0 0 0 0 0 0 0 2 0 2), i 8 j = (0 0 0 0 0 2 0 2 0 2), g(i 8 j) = (0 0 0 0 0 2 2 2 2 2) and 

DL(g(i), g(j)) = WL(g(i 8 j)) = 10.) 

Thus, Ii - Jlmin = 2 · 4m - 2(4m-2 + 4m-4 + • • • + 4°). 

Let 

A - 4° + 42 + · · · + 4m-2 and 

B - 41 + 43 + ... + 4m-l 

Note that 

A+B 
4m _ l 

and -
3 

4A - B 
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It follows that 

Consequently, we have 

Therefore, 

Case 2: Suppose d is odd. 

A -

(
4m - 1) 

I
,; - 1· 1 . - 2 . 4m - 2 15 r, min 

- 2_4m+1 + ~ 
15 15 

i - j > 2_4m+1 
15 

- !_2d for d even. 
15 

Case 2.1: d = l mod 4, i.e. d = 2m + 1 and m even. 

Then i - j is minimized if 

1 

for t = m 

otherwise 

for t = m - 1, m - 3, · · · , 1 

Jt - 3 for t = m - 2, m - 4, • • · , 0 

0 otherwise 

In this case, i e j = (0 .. · 0 131 3 · · · 131), g(i 0 j) = (0 · · · 0 122 .. · 2) and 

WL(g(i e j)) = 2m + 1. (For example, when n = 8 and d = 9, i = (00010 0 0 0), 

j = (0 0 0 0 1 3 1 3), i e j = (0 0 0 1 3 1 3 1), g(i e j) = (0 0 0 1 2 2 2 2) and 

DL(g(i), g(j)) = wL(g(i e j)) = 9.) 

Thus, li-Jlmin = 4m_(1.4m-l+3.4m- 2 +1.4m- 3 +3.4m- 4 +. · ·+3·4°) = 4m_A 

where 

A - 1 · 4m-l + 3 · 4m- 2 + 1 · 4m- 3 + 3 · 4m- 4 + · · · + 3 · 4° 

_ 3(40 + 42 + ... + 4m-2) + (41 + 43 + .. . + 4m-1). 
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Note that 

We obtain 

Consequently, we have 

Therefore, 

A+B 

4B+3 

Ii - Jlmin 

i - j > i_22m+1 
15 

_ i_ 2d for d odd. 
15 

Case 2.2: d = 3 mod 4, i.e. d = 2m + 3 and m even. Then i - j is minimized if 

{~ for t = m+l 
'lt -

otherwise 

1 for t = m, m - 2, • • • , 0 

)t - 3 for t = m - 1, m - 3, • • • , 1 

0 for other values oft 

In this case, i8j = (0 · · · 01313 · · · 13), i = (0 • · • 010 • • • 0), j = (0 • • • 01313 • • -131), 

g(i 8 j) = (0 · · · 0 1 2 2 · · · 2) and WL(g(i 8 j)) = 2m + 3. (For example, when 

n = 8 and d = 7, i = ( 0 0 0 0 1 0 0 0), j = ( 0 0 0 0 0 1 3 1), i e j = ( 0 0 0 0 1 3 1 3), 

g(i e j) = (0 o o o 122 2) and DL(g(i), g(j)) = WL(g(i e j)) = 7.) 

15 
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Thus, li-}lmin = 4m+l_(1·4m+3·4m-l+1·4m- 2 +3·4m- 3 +. · ·+1-4°) = 4m+l_A 

where 

Note that 

We obtain 

A - l · 4m + 3 · 4m-l + 1 · 4m-2 + 3 · 4m-3 + · · · + 1 · 4° 

(4m + 4m-2 + ... + 40) + 3(4m-1 + 4m-3 + ... + 41). 

A+B 

4B+ 1 

and 

Consequently, we have 

Therefore, 

i _ j > _!22m+3 
15 

_! 2d for d odd. I 
15 

Corollary 1 Let f: Z4 ~ Z? be the mapping such that 0 --+ 00, l --+ 01, 2 --+ 11, 

and 3--+ 10 and let f(g(i)) and f(g(j)) be the binary Gray codewords of g(i) and g(j), 

respectively. If the Hamming distance between f(g(i)) and f(g(j)) is d, then li-jl > i75 2d 

ford even and Ii - }I > /
5
2d ford odd. 

The following theorem shows the upper bound in the Lee distance Gray code in Z4. 
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Theorem 2 If the Lee distance between g(i) and g(j) is d, then Ii - }I < 4n - i75 2d for 

d even and Ii - }I < 4n - 1~2d ford odd. 

Proof Without loss of generality, assume i > j. Let Ii- j I max be the maximum distance 

between i and j. 

Since DL(g(i), g(j)) = d, it implies that WL(g(i) e g(j)) = WL(g(i e j)) = d. Let 

l = (ln-iln-2 ···lo)= i8j and g(l) = (9n-l9n-2 ···go); so WL(g(l)) = d. Clearly i-j 

is maximized if i = l and j = 0. Two cases, d odd and d even, are considered below. 

Case 1: Suppose d is odd 

Case 1.1 : d = 1 mod 4, i.e. d = 2m + 1 and m even. 

Then l is maximized if 

3 for t=n-1,n-2,··· ,m 

lt 1 for t=m-1,m-3,··· ,1 

3 for t = m - 2, m - 4, · · · , 0 

In this case, l = (33 · · · 31313· · -13), i = (33 • • • 31313· • • 13), j = (00 • • • 00), 

g(i 8 j) = (3 0 0 · · · 0 2 2 2 · · · 2) and WL(g(i e j)) = 2m + 1. (For example, when 

n = 8 and d = 9, l = i = (33331313), j = (00000000), g(i8j) = (30002222), 

and WL(g(i 8 j)) = 1 + 2 + 2 + 2 + 2 = 9.) 

Thus, 

Ii - }lmax = 4n - 1- A 

Let B = 2(4m- 2 + 4m- 4 + ... + 4°). 

Then 

A+B 

4B 

where A= 2( 4m-l + 4m- 3 + ... + 41 ). 
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We have 

Finally, we obtain 

Therefore, 

Ii - Jlmax 

i-j < 4n - ~4m 
15 

_ 4n _ ~22m+l 

15 

_ 4n - ~2d for d odd. 
15 

Case 1.2 : d = 3 mod 4, i.e. d = 2m + 3 and m even. 

Then l is maximized if 

3 for t = m + 1, m + 2, · · · , n - l 

for t = m, m - 2, · · · , 0 

3 for t = m - 1, m - 3, • • · , 1 

In this case, l = i e j = (3 .. • 3 131 3 .. • 131), i = (3 .. • 3 131 3 • • • 131), 

j = (00 · · · 00), g(i8j) = (300· .. 022 .. · 2) and WL(g(i8j)) = 2m+3. (For 

example, when n = 10 and d = ll, l = i = (3333313131), j = (0000000000), 

g(i 8 j) = (3 0 0 0 0 2 2 2 2 2), and WL(g(i e j)) = 1 + 2 + 2 + 2 + 2 + 2 = 11.) 

Thus, 

Note that 

A+B 

4B+2 

Ii - j I max = 4 n - l - A 

where A= 2(4m + 4m-2 + ... + 4°). 

- 2 ( 4 O + 41 + · · · + 4 m) = ~ ( 4 m+ 1 
- 1) 

3 
- 2( 4m-l + 4m-3 + ... + 40) = A 
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We have 

Finally, we obtain 

Therefore, 

Case 2: Suppose d is even. 

Ii - Jlmax 

i - j < 4n - ~4m+1 
15 

_ 4n _ i_22m+3 
15 

_ 4n - ±-2d for d odd. 
15 

Case 2.1 : d = 0 mod 4, i.e. d = 2m and m even. 

Theri l is maximized if 

3 for t = n - l, n - 2, · · · , m 

for t = m - 1, m - 3, • • • , 1 

0 for t = m - 2, m - 4, · · • , 0 

In this case, l = (33 · · · 32020 · · · 20), i = (33 • · · 32020 • • • 20), j = (00 • • • 00), 

g(i8j) = (300 · · · 0322 · · · 2) and WL(g(i8j)) = 2m. (For example, when n = 8 

and d = 8, l = i = (3 3 3 3 2 0 2 0), j = (0 0 0 0 0 0 0 0), g(i 8 j) = (3 0 0 0 3 2 2 2), 

and WL(g(i 8 j)) = 1 + 1 + 2 + 2 + 2 = 8.) 

Thus, 

Ii - Jlmax = 4n - 1- A 

where A= (4m- l + 4m- 3 + · · · + 41) + 3(4m- 2 + 4m- 4 + • • • + 4°). 
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Then 

A+B 
4m_l 3(4m-l _ l) 

- 3 + 3 
7 · 4m-l - 4 

-
3 

4B+3 - A 

We have 

Finally, we obtain 

Ii - Jlmax 

Therefore, 

i-j < 

for d even. 

Case 2.2 : d = 2 mod 4, i.e. d = 2m + 2 and m even. 

Then l is maximized if 

3 for t = m + 1, m + 2, · · · , n - l 

for t = m, m - 2, · · · , 0 

0 for t = m - l, m - 3, · · ·, 1 

In this case, l = i e j = (3 .. · 3 2 0 2 0 .. · 2 0 2), i = (3 .. • 3 2 0 2 0 .. • 2 0 2), 

j = (00 .. · 00), g(i0j) = (300 .. • 322 • • • 2) and WL(g(i0j)) = 2m+2. (For 

example, when n = 10 and d = 10, l = i = (3333320202), j = (0000000000), 

g(i 0 j) = (3 0 0 0 0 3 2 2 2 2), and WL(g(i e j)) = 1 + 1 + 2 + 2 + 2 + 2 = 10.) 

Thus, 

Ii - Jlmax = l = 4n - 1 - A 

20 
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where A= (4m + 4m- 2 + · · · + 4°) + 3(4m-l + 4m- 3 + • • • + 41
). 

Then 

We have 

Finally, we obtain 

Therefore, 

A+B 
4m+1_l 3(4m-1) 

3 + 3 
7 · 4m - 4 

3 

4B+l A 

Ii - Jlmax 4n - 1 - 2_4m+1 + 13 
15 15 

4n _ 2_4m+l _ ~ 
15 15 

i - J < 4n - 2_4m+1 
15 

4n _ 2-22m+2 
15 

4n - 2-2d for d even. I 
15 

Corollary 2 Let f: Z4 ----+ Z? be the mapping such that 0 -+ 00, l -+ 01, 2 -+ 11, 

and 3-+ 10 and let f(g(i)) and f(g(j)) be the binary Gray codewords of g(i) and g(j), 

respectively. If the Hamming distance between f(g(i)) and f(g(J)) is d, then Ii - JI < 
22n - i75 2d ford even and Ii - JI < 22n - 1~2d ford odd. 

4 Conclusion and Future Research 

In this paper, we have presented the lower and upper bounds on the signal error that 

produces ad-bit error in the Lee distance Gray code over Z4 and the binary Gray code 
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generated from this Lee distance Gray code. Our future research will include extending 

these results to the Lee distance Gray code over Z'f:. 

In [20, 22, 23], another Lee distance Gray code in Z'f: is introduced: The function 

h : Z'f: ----t Z'f: which generates a Gray code can be obtained as follows: 

{ 

h( a) = a for n = l 

h(a2m-l a2m-2 · · · ao) = h(a2m-l a2m-2 · · · am)h(dm-1 dm-2 · · · do) for n = 2m (
2

) 

where dm-1 dm-2 ... do= (am-l am-2 ... ao) 8kn (a2m-l a2m-2 ... am) 

and 8kn is the minus operator in z;:. 

Example ·3 Let A = (21132301) over Z4 . The Gray codeword of A can be computed as 

follows. 

h(21132301) h(2113)h(2301 8 44 2113) 

h(2113)h(0122) 

h(21)h(13 8 42 21)h(0l)h(22 8 42 01) 

h(21)h(32)h(0l)h(21) 

h(2)h(l 84 2)h(3)h(2 8 4 3)h(0)h(l 8 4 0)h(2)h(l 8 4 2) 

h(2)h(3)h(3)h(3)h(0)h(l)h(2)h(3) 

(23330123) 

The separabilities of these codes are still not known and this is an open research problem. 
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