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The problems of determining whether or not a digital circuit operates correctily, and of ensuring its correct operation even when some of its parts fail are of both practical concern and theoretical interest. Present-day digital systems may be disabled by almost any internal failure, and the trend toward miniaturization makes the problems of maintenance and fault detection even more urgent. Digital systems may suffer two classes of faults: temporary faults, which occur due to noise and the nonideal transient behavior of switching components, and permanent faults, which result from component failures. We shall primarily be concerned with permanent faults due to component failures. It is assumed that other procedures will be employed to protect the circuit against the effects of transient faults.

One way of determining whether a combinational circuit operates properly is by applying to the circuit all possible input combinations and comparing the resulting outputs with either the corresponding truth table or a faultless version of the same circuit. Any deviation indicates the presence of some fault. Moreover, if a known relationship exists between the various possible faults and the deviations of output pattems, it is possible to diagnose the fault and to classify it at least within a subset of faults whose effects on the circuit outputs are identical. Such exhaustive tests are generally very long, and in many cases impractical.

In order to arrive at fault-detection procedures which will be relatively easy to devise and short enough to be practical, it is necessary to make several simplifying assumptions. In this paper we shall develop procedures for circuits composed of loop-free interconnections of AND, OR,

NOT, NAND, and NOR gates. That is, feedback loops are not allowed in the circuits being tested. We shall be concerned primarily with procedures for the detection of single fault. All the tests are developed for irredundant combinational circuits. If a circuit contains logical redundancies, not all faults are detectable, since a redundant connection may be cut without altering the logical value of the function.

A permanently open diode, or a cut input connection to an AND or NAND gate, is logically equivalent to having the input "stuck-at-one" A permanently open diode, or a cut input connection to an OR or NOR gate, is logically equivalent to having that input "stuck-at-zero". In designing fault-detection tests we shall be concerned only with those faults which cause any wire to be (or appear logically to be) stuck-at-zero or stuck-at-one (abbreviated s-aw-0 and s-a-1). Restricting our consideration to just this class of faults is technically justified since most circuit failures fall in this class, and many other failures exhibit symptomatically identical effects.

Now, several methods have been commonly used for the design of minimurn length fault tests for combinational circuits. Most of the methods use either of the four techniques: "Hap", "Tabular", "Matrix", or "Scoring". There are four typical methods considered in the following sections, and each of these corresponds to one of the techniques named above. Also, these four typical methods axe relatively easy to use and result in tests that are short enough to be practical. However, there is no method that can give an absolutely minimum length fault test among all possible designs except those on the simple circuits containing only a few variables. The four methods we shall consider have been gleaned from the original literature and some critical comments on each original
paper will be provided. We discuss two-level circuits in sections II-1, II-2, II-3, and III, for which the "map", "tabular", and "fixed schedule $(\mathrm{F} \rightarrow \mathrm{G}$ matrix)" methods are applied. Nultilevel circuits are considered in section II-4 and IV, and for those the "tabular" and "scoring" methods are applied.

## II Map and Tabular method

II-1 Boolean difference function ${ }^{(1)}$ fault tests
Before developing test generation by this technique, let us first discuss the Boolean difference function itself, which is the theoretical support on which the map and tabular methods are based. The Boolean difference function can be expanded to form two analytical expressions that can be used to calculate the tests for any s-a-0 and s-a-1 fault within combinational circuits. The map and tabular methods of developing a fault test can be developed directly from these analytical expressions. The minimum test for the complete circuit can then be taken directly from the map or table as we shall illustrate subsequently below.

For switching function $F$, the Boolean difference function with respect to variable $x_{i}$ is defined as:

$$
\frac{d F(x)}{d x_{i}}=F\left(x_{1}, x_{2}, \ldots, x_{i}, \ldots, x_{n}\right) \oplus \cdot F\left(x_{1}, x_{2}, \ldots, \vec{x}_{i}, \ldots, x_{n}\right)
$$

which describes the condition which by a change in a variable $x_{i}$ will cause a change in the output. of course $F$ is the logical function corresponding to a combinational circuit. Notice, the variable $x_{i}$ does not appear at the right side of $\frac{d \mathrm{~F}(\mathrm{x})}{\mathrm{dx}} \mathrm{i}_{\mathrm{i}}$, as follows immediately from an argument based on the usual Shannon expansion about variable $\mathrm{x}_{1}$ :

$$
\begin{aligned}
F\left(x_{1}\right) & =x_{1} f\left(1, x_{2}, \ldots, x_{n}\right)+x_{1}^{\prime} f\left(0, x_{2}, \ldots, x_{n}\right)=x_{1} f_{1}+x_{1}^{\prime} f_{0} \\
F\left(x_{1}^{\prime}\right) & =x_{1}^{\prime} f\left(1, x_{2}, \ldots, x_{n}\right)+x_{1} f\left(0, x_{2}, \ldots, x_{n}\right)=x_{1}^{\prime} f_{1}+x_{1} f_{0} \\
\frac{d F\left(x_{1}\right)}{d x_{1}} & =\left(x_{1} f_{1}+x_{1}^{\prime} f_{0}\right) \neq\left(x_{1}^{\prime} f_{1}+x_{1} f_{0}\right) \\
& \left.=\left(x_{1} f_{1}+x_{1}^{\prime} f_{0}\right)\left(x_{1}^{\prime} f_{1}+x_{1} f_{0}\right)^{\prime}+\left(x_{1} f_{1}+x_{1}^{\prime} f_{0}\right)\right)^{\prime}\left(x_{1}^{\prime} f_{1}+x_{1} f_{0}\right) \\
& =x_{1} f_{1} f_{0}^{\prime}+x_{1}^{\prime} f_{1}^{\prime} f_{0}+x_{1}^{\prime} f_{0}^{\prime} f_{1}+x_{1} f_{1}^{\prime} f_{0} \\
& =f_{1} f_{0}^{\prime}+f_{1}^{\prime} f_{0} \\
& =g\left(x_{2}, \ldots, x_{n}\right)
\end{aligned}
$$

For example:

$$
F(x, y)=x^{\prime} y
$$

For $\mathrm{x}:$

$$
\begin{array}{cl}
f_{1}=0 & f_{1}=x^{\prime} \\
f_{1}^{\prime}=1 & f_{1}^{\prime}=x \\
f_{0}=y & f_{0}=0 \\
f_{0}^{\prime}=y^{\prime} & f_{0}^{\prime}=1 \\
\frac{d F(x, y)}{d x}=f_{1} f_{0}^{\prime}+f_{1}^{\prime} f_{0}^{\prime}=0 \cdot y^{\prime}+1 \cdot y=y \\
\frac{d F(x, y)}{d y}=x^{\prime} \cdot 1+x \cdot 0=x^{\prime} &
\end{array}
$$ For y:

This definition of the Boolean difference function has some disadvantages: the first disadvantage is due to the fact that the Boolean difference of a function with respect to a variable does not distinguish between the effects of that variable changing from a one to a zero and from it changing from a zero to a one. It also doesn't give any information about the effect of the variable perturbation on the output, i.e., whether the output changes from a one to a zero or a zero to a one. In order to overcome the problem of not knowing which test is valid for
a s-a-0 fault condition, the variable can be lagically appended to the Boolean difference taken with respect to the variable question, i.e., $x_{i}\left(d F(x) / d x_{i}\right)$ will yield the equation for which a change in $x_{i}$ from one to zero will cause a change in the circuit output. Conversely, the equation for a change in $x_{i}$ from zero to one can be obtained by $\vec{x}_{i}\left(d F(x) / d x_{i}\right)$. We will use the symbols $\nabla_{x_{i}} F$ for $x_{i}\left(d F(x) / d x_{i}\right)$ and $\Delta x_{i} F$ for $\bar{x}_{i}\left(d F(x) / d x_{i}\right)$.

The problem of determining what the correct output should be for a given test can be solved by intersecting the tests for a $s-a-1$ and s-amo with both the function and i.ts inverse. We now define two equations that define completely the test for an individual fault:

$$
\begin{align*}
& \nabla x_{i} F=x_{i} \frac{d F}{d x_{i}}(F, \vec{F})  \tag{1}\\
& \Delta x_{i} F=\bar{x}_{i} \frac{d F}{d x_{i}}(F, \vec{F}) \tag{2}
\end{align*}
$$

In these two equations, the tests for the variable $x_{i} s-a-1$ and $s-a-0$ are intersected with the ordered pair ( $F, F$ ). Equation (1) gives the test that will detect a s-amo fault in variable $x_{i}$, and furthermore it partitions these tests into tests corresponding to a one on zero output for the overall circuit output F. Equation (2) yields the tests for variable $x_{i} s-a-1$ and partitions them according to their effect on the circuit output. For example,

$$
F=A^{\prime} B+B D+A C D
$$

then

$$
\begin{aligned}
\frac{d F}{d A} & =\left(A^{\prime} B+B D+A C D\right) \oplus\left(A B+B D+A^{\prime} C D\right) \\
& =\left(A^{\prime} B+B D+A C D\right)^{\prime}\left(A B+B D+A^{\prime} C D\right)+\left(A^{\prime} B+B D+A C D\right)\left(A B+B D+A^{\prime} C D\right)^{\prime} \\
& =A^{\prime} B^{\prime} C D+A B D^{\prime}+A^{\prime} B^{\prime} D^{\prime}+A B^{\prime} C D
\end{aligned}
$$

$$
=B^{\prime} C D+B D^{\prime}
$$

From this we see that

$$
\nabla_{A^{F}}=A \frac{d F}{d A}=A B^{\prime} C D+A B D^{\prime}
$$

So the test will be $A B^{\prime} C D$ ( $A B D^{\prime}$ is undetermined on $C$, so neglected) for sma-0 on A. Now, what should the output of $F$ be if we apply $A B^{\prime} C D$ (i.e. 1011) as an input?

Since $F=A^{\prime} B+B D+A C D$
whence $\overrightarrow{F^{\prime}}=A^{\prime} B^{\prime}+B^{\prime} C^{\prime}+B^{\prime} D^{\prime}+A D^{\prime}$
by conventional algebraic methods.
Now, $A B^{\prime} C D$ is intersected with $F$ (since $A C D$ is in $F$ ), but not with $\vec{F}_{\text {, }}$, so the output of $F$ will be 1 if we apply $A B^{\prime} C D(1011)$ as an input. Also

$$
\Delta_{\Lambda} F^{\prime}=\bar{A} \frac{d P}{d A}=A^{\prime} B^{\prime} C D+A^{\prime} B D^{\prime}
$$

$A^{\prime} B^{\prime} C D$ is intersected with $\tilde{F}$ (since $A^{\prime} B^{\prime}$ is in $\bar{F}$ ), but not ${ }^{5}$, so the output of F will be 0 if we apply $A^{\prime} B^{\prime} C D$ (0011) as an input to test $A$ $s-a-1$.

If we complete each derivative with respect to $B, C$, and $D$, then we will get a test set:

$$
\begin{array}{ll}
\left(A B C^{\prime} D 1\right), & \left(A B^{\prime} C D 1\right), \\
\left(A B C D^{\prime} 0\right), & \left(A^{\prime} B C^{\prime} D^{\prime} 1\right) \\
\left(B^{\prime} C D 0\right), & \left(A B^{\prime} C^{\prime} D 0\right)
\end{array}
$$

The one or zero in these terms mean faultwfree output.
In following sections II-2 and II-3, we will discuss map and tabular methods, and both of these two methods are based on the Boolean difference function.

II-2 Map method
At first minimum, two-level, sum-of-products circuits will be considered. We will discuss multilevel circuits later, since they need "path sensitizing" techniques besides those yielded by map and tabular techniques. Assume, then, that we have a sum-of-product expression consisting of three product terms:

$$
F=f(x)=x_{1} \Pi_{1}(x)+x_{2} \Pi_{2}(x)+\Pi_{3}(x)
$$

where $x_{1}, x_{2}$ are literals that we wish to test, and $x$ is another set of independent literals. $\Pi_{1}, \Pi_{2}$, and $\Pi_{3}$ are in product forms. Now, we examine the literal $x_{1}$. The Boolean difference with respect to $x_{1}$ is:

$$
\frac{d F}{d x_{1}}=\Pi_{1}(x)\left(\overline{x_{2} \Pi_{2}(x)+\Pi_{3}(x)}\right)
$$

and

$$
\nabla_{x_{1}} F=x_{1} \Pi_{1}(x) \quad\left(x_{2} \Pi_{2}(x)+\Pi_{3}(x)\right) \quad(\mathrm{F}, \bar{F})
$$

and also

$$
\Delta x_{1} F=\bar{x}_{1} \Pi_{1}(x)\left(\bar{x}_{2} \Pi_{2}(x)+\Pi_{3}(x)\right) \quad\left(F_{9}, \bar{x}\right)
$$

as illustrated in section II-1
Considering $\nabla x_{1} \mathrm{~F}$ carefully, one can easily find that the test for $\mathrm{x}_{1}$ s-a-0 must be chosen from the unique minterms of the function which is chosen from $\nabla x_{1} F$ (since there is no complement symbol on the above of $x_{1} \Pi_{1}(x)$ ). Unique minterms of the function are the minterms in a given term but not in any other term of the function. Similarly, a test for $x_{1}$ sma-1 must be chosen from $\Delta x_{1}$ F. Following these observations, the map method for obtaining a complete and minimum test for a sum-of- :
products implementation of a. logic expression is given by the following steps:

Step 1: Choose one unique minterm from each term in the expression.
Step 2: Choose a set of $\mathrm{x}_{\mathrm{i}}$ - adjacencies from $\overline{\mathrm{F}}$ that completely test a.ll literals of each term.

Of these two steps, the more difficult is that of choosing the proper set of $x_{i}$ - adjacencies ${ }^{1}$ in step 2. In looking for a minimum set of adjacencies we are in reality interested in looking for the adjacency with the most coverage. ("Coverage" is used here to mean that an adjacency is adjacent to more than one term of the function.) To aid in the selection of adjacencies it is advantageous to label each adjacency with a number that corresponds to the nomber of terms to which it is adjacent. For example, consider the map in Fig. 2 for the circuit of Fig. 1. In the map of Fig. 2 the mintexm $A^{\prime} B^{\prime} C D$ is labeled with a 3 since it is adjacent to the terms $B D, A^{\prime} B$, and $A C D$. Blank seqares are not $x_{i}$ - adjacent to any term of $F$.


Fig. 1 Circuit for $\mathrm{F}=\mathrm{A}^{\prime} \mathrm{B}+\mathrm{BD}+\mathrm{ACD}$


Fig. 2 Map for circuit of Fig. 1

The minterms of $A B^{\prime} C^{\prime} D$ and $A^{\prime} B^{\prime} C D$, labeled 2 and 3 , respectively, are essential since $A B^{\prime} C^{\prime} D$ is the only term that is C-adjacent to $A C D$.

1 A minterm $m_{1}$ is $x_{i}-$ adjacent to $m_{2}$ if $x_{i} \rightarrow \bar{x}_{i}$ implies that $m_{1} \rightarrow m_{2}$ ? where $x_{i} \in m_{1}, x_{i}$ is a variable in $m_{1}$.

As a by-product which are also B-adjacent to BD and A'B. After choosing these two essential tests we must choose the remaining tests so as to complete the entire test schedule. We proceed by selecting the minterm with the highest number of in Fig. 2. In this case the 3 corxesponding to the term ABCD' is investigated, it is D-adjacent to ACD, D-adjacent to $B D$, and $A$-adjacent to $A^{\prime} B$, with the selection of test $A B C D$ we have a complete test as shown in Fig. 2. A minimum test is then

$$
\begin{array}{ll}
\left(A B C^{\prime} D 1\right), & \left(A B^{\prime} C D 1\right), \\
\left(A B C D^{\prime} 0\right), & \left(A^{\prime} B C^{\prime} B^{\prime} C D\right),
\end{array}\left(A B^{\prime} C^{\prime} D C\right)
$$

The one or zero in these terms indicates the fault-free output when the inputs axe set to the value described by the associated minterm. Now we have determined that the test schedule indicated is (1101, 1011, 0110, 1110, 0011, 1001).

II-3 Tabular method (3)
The procedure in the map method suffers from the Iimitation inherent in any operation involving a Karnaugh map. When the number of variables increases, the manipulation of the map becomes unvieldy. In this case the tabular method and other methods such as those described in the following sections must be considered.

To apply the tabular method we shall construct a so-called testing table which consists of an array of $u$ columns and $v$ rovis. In this context, $u$ designates the total number of inputs to all the AND gates, and $v$ designates the number of possible s-a-0 and s-a-1 tests. Each AND gate input defines a column heading and
every possible test defines a row heading. The $s-a-0$ and $s-a-1$ tests are arranged in two disjoint groups and the column headings are grouped by gates, as show in Fig. 3 for the circuit of our running example:

$$
f(A, B, C, D)=A^{\prime} C^{\prime}+C^{\prime} D+A B D+B C D
$$

The table contains ten columns corresponding to the ten AND gate inputs, and 13 rows (It should be 16 rows in the table. However, $1,5,13$ are removed since they are contained in two true subcubes) correspoading to the possible $s-a-0$ and $s-a-1$ tests. (Recall that every input combination for which $f=1$ and which is contained in only one true subcube is a valid s-amo test, and every input combination for which $f=0$ and which is contained in a subcube adjacent to a true subcube is a valid s-a-1 test). The entries of the ith column in the table consist of $x^{\prime}$ s placed at the intersection with the nows that correspond to $s-a-0$ and $s-a-1$ tests for the ith input. The problem now is to select minimal subsets of $s-a-0$ and $s-a-1$ tests, such that each column contains at least one $x$ in an $s-a m 0$ row and one $x$ in an s-a-1 row corresponding to the selected subsets. We can summarize the process by showing how we first determine the essential tests and then proceed to find a cover. (Sometimes, two or more tests are valid for detecting the same fault. In this case, only one of them is used.) In the present example, test 9 and 15 are essential in the s-a-0 group, and tests 7, 11, and 12 are essential in the $5-a-1$ group. The complete experiment consists of the following eight tests:

$$
\{7,9,11,12,15,0 \text { or } 4,6 \text { or } 14,2 \text { or } 10\}
$$

If one uses the map method, the same result will obtain, as the interested reader can varify. Again, we can distinguish the faults between s-an0 and s-au-1 with the above eight inputs. (Usua,lly, it is unnecessary to make this distinction, if we are only concern about the fault detection.)

|  |  | Gate 1$A^{\prime} C^{\prime}$ |  | $\begin{gathered} \text { Gate } 2 \\ C^{\prime} \quad D \\ \hline \end{gathered}$ |  | Gate 3 |  |  | Gate 4 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | A | B |  |  | D | B | C | $D^{\prime}$ |
| s-a-0 tests | 0 |  |  | $x$ | X |  |  |  |  |  |  |  |  |
|  | 4 | x | $x$ |  |  |  |  |  |  |  |  |
|  | 6 |  |  |  |  |  |  |  | $\times$ | $\times$ | $x$ |
|  | 9 |  |  | X | X |  |  |  |  |  |  |
|  | 14 |  |  |  |  |  |  |  | $x$ | $x$ | $x$ |
|  | 15 |  |  |  |  | X | $x$ | X |  |  |  |
| $\begin{aligned} & 4 \\ & y \\ & 3 \\ & \hdashline \end{aligned}$ | 2 |  | $x$ |  |  |  |  |  | X |  |  |
|  | 3 |  | $x$ | $x$ |  |  |  |  |  |  |  |
|  | 7 |  | $\times$ | $x$ |  | $x$ |  |  |  |  | X |
|  | 8 | $\times$ |  |  | $x$ |  |  |  |  |  |  |
| $\begin{aligned} & \text { T } \\ & \text { s } \\ & 1 \\ & i \end{aligned}$ | 10 |  |  |  |  |  |  |  | $x$ |  |  |
|  | 11 |  |  | $x$ |  |  | $X$ |  |  |  |  |
|  | 12 | $x$ |  |  | $x$ |  |  | $x$ |  | $x$ |  |

Fig. 3 Testing Table

Although this method was demonstrated for the case of AND-OR logic, its extension to OR-AND logic and NAND-NOR logic is straight-forward and will not be discussed further.

II-4 Multilevel Circuits
II-4-1. Path sensitizing (4)
Before examining the details for multilevel circuits, we shall first discuss the idea of "path sensitizing". The main idea behind the path-sensitizing procedure will be illustrated by deriving a test which detects a $\operatorname{sma-1}$ fault at input $A$ of Fig. 4.


Fig. 4 A portion of a circuit describing a sensitized path Suppose that this path is the only one from $\Lambda$ to the circuit output. In order to test a sma-1 fault at input A, it is necessary to apply a. 0 to A and $1^{\prime}$ 's to all remaining inputs to the AND and NAND gates in the path, and $0^{\prime}$ 's to all remaining inputs to the OR and NOR gates in the path. This ensures that all the gates will allow the propagation of the signal from A to the circuit output, and that only this signal will reach the circuit output. This assignment of values is shown in Fig. 4. The path is now said to be sensitized.

If input $A$ is $s-a-1$, then $m$, the output of the NAND gate, changes from 1 to 0 , and this change propagates through connections $n$ and $p$ and results in point $q$ changing from 0 to 1. Clearly, in addition to detecting a s-a-1 fault at $A$, this test also detects sma-0 faults at $m, n$, and $p$ and a s-a-1 farlt at $q$. A s-am0 fault at $A$ is detected in a similar manner. A 1 is applied to $A$, while other gate inputs xemain as before. This second test would also detect the complementary set of faults to those detected by the previous test on this path. Thus the two tests together are sufficient to detect a.11 s-a-0 and s-a-1 faults on this path.

Consequently, if we can select a set of tests which sensitize a set of paths containing all connections in the circuit, then it is
sufficient for the detection of just those faults which appear on the circuit inputs. In circuits in which each gate output is connected to just one gate input, there is only one path from each circuit input to the output, and thus the set of paths originating at the inputs will indeed contain all connections. In circuits which do not possess the above property, care must be taken to include all connections in the selected set of sensitized paths. As we shall see, such sets of sensitized paths can be found for most circuits, but there is no guarantee that they exist for every circuit. For example:


If often occurs that an assignment of values to the circuit inputs sensitizes several paths simultaneously. Moreover, in general, a path may be sensitized by assigning values only to a subset of the circuit variables. (Since some other variables are not involved in through the sensitized path.) In many cases this makes possible the assignment of the remaining variables in such a way that several paths will be sensitized simultaneously in one test. Unfortunately, no efficient direct methods are available for the selection of these tests for multilevel circuits. In order to utilize these properties and to find a good (i.e., nearly minimal) set of tests, it is necessaxy to first transform the circuit into its "equivalent normal form" and
then to derive these tests from the transfomed circuit.
The equivalent nomal form of a switching circuit is obtained by expressing the circuit output as a sum of products such that each path has a corresponding distinct product term. As an example, consider the circuit of Fig. 5, which has four input variables, $A, B, C$, and $D$, and one output T. The gates are numbered 1 through 7, and the internal connections are labeled by the letters $i, j, k, m, u, v$.

The test that can be derived from the equivalent normal from are obtained by tracing all paths from the circuit output to every circuit input, while recording the gates through which the paths pass. Starting with gate 7, we obtain

$$
T=(u+v)_{7}
$$



Tig. 5 A circuit to be tested
where the subscript 7 identifies the gate through which inputs $u$ and $v$ pass. Proceeding to the second level of gates, we find

$$
T=\left((\mathrm{Bj})_{4}+(\mathrm{km})_{6}\right)_{7}
$$

In a similar manner we expand $T$ in terms of inputs to remaining gate levels.

$$
\begin{align*}
T & =\left((B j)_{4}+\left(\left(j^{\prime}\right)_{5}\left(B^{\prime}+D^{\prime}\right)_{3}\right)_{6}\right)_{7}  \tag{3}\\
& =\left(\left(B\left(A^{\prime}+i\right)_{2}\right)_{4}+\left(\left(\left(A^{\prime}+i\right)_{2}^{\prime}\right)_{5}\left(B^{\prime}+D^{\prime}\right)_{3}\right)_{6}^{\prime}\right)_{7} \\
& =\left(\left(B\left(A^{\prime}+\left(C^{\prime} D\right)_{1}\right)_{2}\right)_{4}+\left(\left(\left(A\left(C+D^{\prime}\right)_{1}\right)_{2}\right)_{5}\left(B^{\prime}+D^{\prime}\right)_{3}\right)_{6}\right)_{7}
\end{align*}
$$

The output $T$ is now expressed as a function of only the extemal inputs. The subscript associated with each pair of parentheses is now "distributed" to all the terms within the parentheses, and as a result the expression for the equivalent normal form is obtained as follows:

$$
\begin{align*}
& T=A_{2}^{\prime} 4^{B} 47^{+B} 47^{C!} 1247^{D} 1247^{+A_{25}}{ }^{\prime}{ }^{C} 12567^{B_{3}^{\prime}} 367 \tag{4}
\end{align*}
$$

Each variable of the equivalent normal form, together with its subscripts, uniquely specifies a path from the corresponding circuit input to the output. For example, $\mathrm{B}_{367}^{\prime}$ in the third term of $\mathbb{T}$ specifies the path from input $B^{r}$ into gate 3, through gates 6 and 7 to the output, while literal $A_{2567}$ identifies the path from input gate 2, through gates 5, 6, and 7 to the output. In general, if the number of inversion elements within a path (i.e., NOI, NAND, and NOR gates) is odd, the corresponding variables will appear in the equivalent normal form in a polarity opposite (say, $A \longrightarrow A^{\prime}$, or $D^{\prime} \longrightarrow D_{\text {, etc. }}$ ) to the one it has in the circuit. If the number of inversion elements
is even, the polarity of the input variable is unaltered. Although the circuit of Fig. 5 is in minimal form, its corresponding equivalent normal form contains several logically redundant terms, e.g., the fifth term. Note also that, for the prupose of fault detection, the Iiterals $D_{12567}^{\prime}$ and $D_{367}^{\prime}$ are not equivalent, since they identify two different paths.

We will also need the complemented equivalent normal form when we discuss the "Scoring method" in section IV. In thal section, we only test the sma-1 fault in both equivalent normal form and its complemented equivalent normal form, instead of testing the equivalent normal form for both $s-a-0$ and s-a-1 faults. The complemented equivalent normal form for our running example is found by complementing Eq. 3 and expanding it. This results in

$$
\begin{align*}
& +B_{47}{ }^{\mathrm{C}} 12567^{\mathrm{D}} 12567+\mathrm{A}_{247^{C}} 1247^{\mathrm{C}} 12567^{\mathrm{D}} 12567 \\
& +A_{247}{ }^{C}{ }_{12567} D_{1247}^{\prime} D_{12567}+B_{47}^{\prime} B_{367} D_{367}  \tag{5}\\
& +\mathrm{A}_{247^{B}}{ }_{367}{ }^{\mathrm{C}} 1247^{\mathrm{D}} 367+\mathrm{A}_{247^{B}} \mathrm{~B}_{367^{D}}{ }_{1247^{\mathrm{D}}} 367
\end{align*}
$$

A s-a-1 test for $A_{2567}^{\prime}$ in Eq. 5 is a s-am0 test for $A_{2567}$ in Eq. 4. In order to simplify the notation, let us replace the subscript sequences in Eqs. 4 and 5 as follows: $247 \longrightarrow \alpha, 47 \longrightarrow \beta, 1247 \longrightarrow \gamma$, $2567 \longrightarrow \delta, 367 \longrightarrow \epsilon, 12567 \longrightarrow \lambda$. The modified equations are repeated as follows:

$$
\begin{equation*}
T=A_{\alpha}^{\prime} B_{\beta}+B_{\beta} C_{\gamma}^{\prime} D_{\gamma}+A_{\gamma} C_{\lambda} B_{\epsilon}^{\prime}+A_{\delta} C_{\lambda} D_{\epsilon}^{\prime}+A_{\gamma} D_{\lambda}^{\prime} B_{\epsilon}^{\prime}+A_{\gamma} D_{\lambda}^{\prime} D_{\epsilon}^{\prime} \tag{6}
\end{equation*}
$$

$$
\begin{align*}
T^{\prime \prime}= & A_{\gamma}^{\prime} \mathrm{B}_{\beta}^{\prime}+A_{\alpha} A_{\delta}^{\prime} C_{\gamma}+A_{\alpha} A_{\gamma}^{\prime} D_{\gamma}^{\prime}+B_{\beta}^{\prime} C_{\lambda}^{\prime} D_{\lambda}+A_{\alpha} C_{\mu} C_{\lambda}^{\prime \prime} D_{\lambda}  \tag{7}\\
& +A_{\alpha} C_{\lambda}^{\prime} D_{r}^{\prime} D_{\lambda}+B_{\beta}^{\prime} B_{\epsilon} D_{\epsilon}+A_{\alpha} B_{\epsilon} C_{\mu} D_{\epsilon}+A_{\alpha} B_{\epsilon} D_{\gamma}^{\prime} D_{\epsilon}
\end{align*}
$$

II-4-2 Design of the Experiment
We shall now use the ideas of "path sensitization" and "equivalent normal form" for the design of fault-detection experiments for multilevel combinational circuits. (These two ideas will also be used again in section IV for designing tests by using the method called the "Scoring Function".) An experiment will be designed for the equivalent nomal form (two-level form) of the mutilevel circuit, and the experiment can be showm to be valid for the original multilevel cincuit as well ${ }^{(14)}$. The technique is rather complicated, and involves separate computations for $s-a-0$ and $s-a-1$ faults, It also depends on the order of testing of the literals. This order is detexmined by assigning a score to each of the inputs of the equivalent normal form, and, as is often the case, different scoring procedures yield different experiments. The testing method presented in this section (no scoring is used) oveccomes some of these limitations. However, like the method in reference (5), it does not guarantee minimal experiments, nor is there a guarantee that a set of sensitized paths can be found for evexy circuit. The equivalent normal form of a switching circuit is obtained by expressing the circuit output as a sum of products such that each path has a corresponding distinct product texm. Thus the equivalent normal form for the circuit of Fig. 5 is shown in Fig. 5-1.


Fig. 5-1 ENF for circuit in Fig. 5.

The techniques developed earlier for two-level circuits can now be applied except for the situation whexe the signal diverges into two different paths and then reconverges. In our example At corresponds to the upper path and $A_{\mathcal{J}}$ corresponds to the lower one. Two cases must now be considered:

1) Both paths have either an even or an odd number of inversions in them. (An inversion is obtained by a NOT, a NAND, or a NOR gate.) If these literals appear at different AND gates in the equivalent normal form, they may be tested simultaneously for s-a-1 faults. Simultaneous s-a-0 tests, however, should be avoided.
2) One path has an even number of inversions, while the other has an odd number of inversions. In this case no input combination can
be selected so as to test two complementary literals simultaneously for smam and sma-1 faults. An immediate corollary is that if two complementary literals appear as inputs to the same AND gate in the equivalent normal form, no test can be found for any literal at the input of that gate.

The fault-detection experiment for the equivalent normal form in Fig. 5 will now be constructed. As before, we shall use the tabular method. Each distinct literal is assigned at the head of a column, and every s-amo and sma-1 test is assigned as a row heading. Literals associated with the same input but different paths (e.g., $A_{\alpha}^{\prime}, A_{\delta}$ ) are grouped togather. The testing table is shown in Fig. 6. The table entries can be found with the aid of a map, Fig. 7, literal by literal.

|  |  | $\cdots \sim \sim m$ |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $A_{\alpha}^{\prime}$ | As | $C_{\lambda}$ | $C^{\prime}{ }^{\prime}$ | $D_{\lambda}^{\prime} \mid$ | $D_{Y}$ | $B_{\beta}$ | $B_{E}^{\prime}$ | $D_{E}^{\prime}$ |
| $\begin{aligned} & n \\ & \sim \\ & \sim \\ & \vdots \\ & \hdashline \\ & \vdots \\ & \vdots \\ & \vdots \\ & \hline \end{aligned}$ | 0 |  |  |  |  |  |  | $x$ |  |  |
|  | 1 |  |  |  |  |  |  | $x$ |  |  |
|  | 2 |  | $x$ |  |  |  |  | x |  |  |
|  | 3 |  | $x$ |  |  |  |  | x |  |  |
|  | 9 |  |  |  |  | $x$ |  | x |  |  |
|  | 15 | $x$ |  |  | $x$ |  |  |  | $x$ | $x$ |
| $\left\|\begin{array}{c} y \\ u \\ y \\ y \\ y \end{array}\right\|$ | 4 |  |  |  |  |  |  | x |  |  |
|  | 5 |  |  |  |  |  |  | $x$ |  |  |
|  | 6 |  |  |  |  |  |  | $x$ |  |  |
|  | 7 | $x$ |  |  |  |  |  | $\times$ |  |  |
|  | 8 |  | $x$ |  |  | $x$ |  |  |  |  |
| $\begin{aligned} & 0 \\ & 1 \\ & w \\ & 1 \\ & n \end{aligned}$ | 10 |  | $x$ |  |  |  |  |  |  |  |
|  | 11 |  | $x$ | $x$ |  |  |  |  | $x$ |  |
|  | 12 |  |  |  |  |  |  |  |  | $x$ |
|  | 13 |  |  |  | $x$ |  | $x$ | $x$ |  |  |
|  | 14 |  |  |  |  |  |  |  |  | $x$ |

Fig. $6 \begin{aligned} & \text { Testing table for } \\ & \text { equivalent normal form }\end{aligned}$


Fig. 7 Equivalent normal form map

All the procedures are the same as in the two-level circuit except for that the one special situation listed in page 18 should be included. Is an example, then, we shall consider two of the tests required in the test set on the circuit of Fig. 5. Only two examples will be listed here for clarity:

1) Literal $A_{\alpha}^{\prime}$ : Form the map in $F_{i g,} 7$ we observe that $\Lambda_{\alpha}^{\prime}$ is contained in only one subcube. Iheoretically, the possible shem 0 tests are 4, 6, and 7. But since 4 and 6 are adjacent to a subcube containing $A_{\delta}$, they are invalid tests, because each of them tests simultaneously the same original input in two complementary forms for $s-a-0$ and $s-a-1$. Thus the only sta-0 test is 7. The s-a-1 tests are determined by observing that 15 is the only adjacent cell for which $\mathbb{T}=0$ and in which the value of $\Lambda$ is complementary to its value in the subcube being tested. We now enter the $x$ in the testing table in colurn $A_{\alpha}^{\prime}$ rows 7 and 15.
2) Ii.teral $\eta_{\lambda}^{\prime}$ : This literal is contained in two true subcubes. One of these subcubes is $A_{\Gamma} D_{\lambda}^{!} D_{E}^{r}$. But because this subcube contains two entries of the same variable (i.e., Dr ), which correspond to different inputs in the original circuit, none of the $D^{\prime}$ inputs in this subaube can be tested for s-a-1 faults. Hence the $s-a-1$ test is 9. (Test 15 is invalid because it tests only the "untestable" $\left.A_{\delta} D_{\lambda}^{\prime} D_{G}^{\prime}\right)$ the s-a-0 test is 8 , because 10 and 14 are contained in other true subcubes while 12 is adjacent to subcube $\mathrm{B}_{\beta} \mathrm{C}_{\gamma} \mathrm{D}_{\gamma}$ and will simultaneously test $\mathrm{D}_{\gamma}$ for s-a -1 .

If we carry out this procedure ve shall find that the complete experiment is $\{7,8,9,11,13,15$, ( 0 or 2 or 3 ), (12 or 14) $\}$ in this case.

We will see that this result is the same as in section IV which discusses the "Scoring function" method.

The main reason for not being able to obtain minimal experiments is not due to the testing table, but to the way the equivalent normal form is constructed. A single circuit input may result in a number of different literals in the equivalent normal form. Each of these literals must now be tested for $s-a m 0$ and $s-a-1$ faults. This may result in redundant tests, which will increase the length of fault detection test. Again, we can distinguish between s-am0 and s-a-1 faults if the circuit does not operate properly.

III Fixed schedule method: $\left(\mathrm{F} \rightarrow \mathrm{G}\right.$ matrix method) ${ }^{(6)}$

The fixed-schedule solutions offered hexe can be carried out satisfactorily by hand for small networks, and on a digital computer for any combinational network having up to eight to ten inputs, several outputs, and no more than about 100 faults. While some networks, much larger than this, can also be handled, at present there are no procedures for generating even reasonable good (almost minimum) test schedules for very large arbitraxy networks. This problem and the problem of fault diagnosis in sequential networks are considered to be the most important subjects for further research on this area.

Some of the proceduxes described below are contained implicitly
in the literature (7), (8).
Given a single-output combinational network; an analysis of it can be carried out in order to determine the effect that each of various hypothetical faults has on its output. The result of such an analysis may be expressed in a multioutput table of combinations like the one below:

where $x_{1}, x_{2}, \ldots \ldots, x_{n}$ are the input variables to the network; $f_{0}=f\left(x_{1}, x_{2}, \ldots\right.$, $x_{n}$ ) is the the fault-mfree (correct) output, and $f_{1}, f_{2}, \ldots, f_{j}, \ldots$ are the erroneous outputs, each corresponding to one of the possible faults which the desired test schedule is supposed to check. The left side of the table simply lists all $2^{n}$ possible combinations of the input variables. Since we are going to consider irredundant networks, no column $f_{j}$ is identical to column $f$, also no two columns $f_{j}$ and $f_{k}$ are identical. So all of the columns $f=f_{0}, f_{1}, f_{2}, \ldots, f_{m}$ (say, for $m$ distinguishable faults) will be different. We may collect these $m+1$ columns into a $2^{n}$ row binary "fault table" or "fault matrix" F :

$$
F=\left[\begin{array}{ccccc}
0 & 1 & 0 & \cdots \\
i & 1 & 0 & \cdots \\
0 & 1 & 0 & \cdots \\
\vdots & 1 & \vdots \\
\vdots & \vdots & \vdots \\
& \vdots & \vdots & \vdots \\
0 & 0 & 0 & \cdots
\end{array}\right]
$$

If a fixed schedule of input tests is to be employed to check a possibly faulty network, we are interested in economizing on the number of different test inputs (i.e., the "length") of such a test. The problem is therefore one of selecting a minimal subset of rovs of the matrix $F$ that preserves a certain degree of distinguishability among the columns. More precisely, for the "detection" of any of the m faults, we want to delete from $F$ as many rows as possible so that the first colum is different from all other columns.

We now show how the fault-detection problem may be converted to a familiar switching circuit minimization problem. Since we are only concerned about maintaining the distinctness between certain columns of F, we may conveniently express each of the conditions given above in texms of matrix $G$, each of those colums is the modulo-2 sum of a different "pair" of columns of $F$ that are supposed to remain different. that is, in the same row of both of the matrices $F$ and $G_{2}$ a 1 is entered in that column of matrix $G$ labeled with the pair $(0, j)$ if the digits in the two columns of matrix $F$ labeled $f_{0}$ and $f_{j}$ are different, otherwise, a is entered. Then corresponding rows of $F$ and $G$ are deleted duxing minimization, two columns of $F$ will then remain distinct if and only if the corresponding single colum of $G$ does not become a column of all $0^{\prime} \mathrm{s}^{\prime}$ Thus all the conditions stated before may be expressed as a single condition on the $G$ matrix, namely:

Delete from $G$ as many rovs as possible, so that every column
is nonzero. (Condition X)
The $G$ matrix has just in columns, one for each column pair ( $f_{0}, f_{j}$ ) $(j=1,2, \ldots \ldots, m)$ in $F$. For the above example, we have

$$
G=\left(\left.\begin{array}{cccc}
01 & 02 & & 0 m \\
1 & 0 & \cdots & \cdots
\end{array} \right\rvert\,\right.
$$

Condition $X$ expresses precisely the problem of finding a minimal primeimplicant cover of a given switching function from its prime-implicant table. Good solutions to this problem are well known and have been programmed for execution on computers for quite large tables, (9) We shall now describe a version of this procedure which is adequate for solving simple problems by hand, and which also illustrates the two main steps in all of the programmed algorithms, as follows:

1) Simplification of the table to delete certain superfluous rows and columns.
2) Final selection of one or more minimal row subsets from the residual table.

The justification of the following simplifications for step 1) above is fairly obvious.
a) Delete any row whose $1^{1}$ s all fail in the same columns as the $1^{11} \mathrm{~s}$ in some other row, that is, delete any row which is covered by, or is the same as, some other row.
b) Delete any column which has 1's in all of the rows in which another column has 1's. That is, delete any column vhich covers, or is the same as, some other column.

These steps may be applied in any ordex until. neithew is applicable.

The selection of a minimal row subset $S$ is made by first labeling the rows of the simplified matrix $G^{*}$ with binary variables $a, b, c, \ldots \ldots$. each of which will have the value 1 if its row is to be included in 3 , othervise its value will be 0 . We now form a Boolean function $L\left(G^{*}\right)$ as a product of sums, one sum per column of $G^{*}$, such that each sum contains just those row variables assigned to rows in which the corresponding column of $G^{*}$ has $1^{\prime} \mathrm{S}$. The function $\mathrm{L}\left(\mathrm{G}^{*}\right)$ will therefore have the value 1 when and only when a. sufficient subset of row variables $a, b, c, \ldots$ has the value 1, namely, when every column $G^{*}$ is represented. Expansion of this product of sums into a sum of products then discloses as individual products all of the alternative row subsets which satisfy the column condition $X$. This allows the set $S$ to be selected on the basis of any product which has the least number of variables.

As an example of this procedure, consider the following circuit for faults for which $n=4$ and we have $m=4$ the $F$ and $G$ matrice are thus: (Note: I use the same example as in section II-2, i.e., $\left.F=A^{\prime} B+B D+A C D\right)$


After simplification by using rules (a) and (b), we will have:

$$
\begin{aligned}
& G^{*}=\left[\begin{array}{rrrr}
01 & 02 & 03 & 04 \\
1 & 1 & 0 & 0 \\
0 & 1 & 1 & 0 \\
1 & 0 & 1 & 1 \\
0 & 1 & 0 & 1
\end{array}\right] \begin{array}{l}
g \\
j \\
1 \\
n
\end{array} \\
L\left(G^{*}\right) & =(g \vee l)(\varepsilon \vee j V n)(j \vee 1)(1 \vee n) \\
& =1 g \vee 1 j \vee \ln V \ldots .
\end{aligned}
$$

One minimal set $S$ therefore consists of rows 1 and $g$. (Each group separated by symbol V contains at least two items. Reader may verify $i t$.$) So the length of fault-detection test in this case is two, which$ is shorter than six obtained in section II-2.

IV Scoring Function method (14):

IV-1 The Underlying Principles and Scoring Procedure
Our first task is to select, whenever possible, among all sets of paths which cover all network interconnections, one set to which there corresponds a minimal set of fault-detection tests. In order to obtain a minimal set of paths, it is generally necessary to check all of them, a task we try hard to avoid, since it implies, again, a covering problem, which has been shown to be impractical for even medium-size networks. Instead, we aim for less and try to obtain a practically effective experiment. In most cases, however, the experiments derived using the algorithm presented in this section are nearly minimal, and often absolutely minimal.

Consider the circuit in Fig. 8 (same as Fig. 5) and Eqs. 6a and

7a. The first test to be chosen will be one which tests for either s-a-1 or s-a-0 for as many different literals of the equivalent normal form as possible. The tested literals are checked off, and the next test is chosen so as to test as many as possible of the remaining literals, and so on. The smallest number of tests so selected, which test at least one appearance of every literal for both $s-a-1$ and $s-a-0$ faults, constitutes the fault-detection experiment.

In order to sensitize as many paths as possible in one test, values are initially assigned to the smallest possible number of input variables necessary for the sensitization of at least one path. Among the yet unassigned input variables, another minimal. subset is selected, and values are assigned so as to sensitize one or more additional paths. This process terminates when values have been assigned to all input variables. The assignment of values is based on two criteria. First, a. product term in the equivalent normal form (equivalent to a two-level circuit) containing the least number of literals is chosen. This ensures that the assignment of values to these literals will leave as many literals as possible unassigned, thus retaining maximum freedom in assigning values in the remaining unassigned tems. Second, aomong the literals of the term selected for assignment, find the literal whose complement has a. maximum number of appearances in other product terms of the equivalent normal form. Assign value 0 (for $s-a-1$ test) to that literal and value 1 to the remaining literals in the term. As a result, a lamge number of literals in other tems are assigned a value 1 , thus improving the chances of sensitizing as many paths as possible in one test, because the desired condition for $s-a-1$ tests is to assign just a single 0 in each term and
assign the remaining literals the value 1.


Fig. 8 A circuit to be tested

## Again:

$$
\begin{equation*}
T=A_{\alpha}^{\prime} B_{\beta}+B_{\beta} C_{\gamma}^{\prime} D_{\gamma}+A_{\delta} C_{\lambda} B_{\epsilon}^{\prime}+A_{\delta} C_{\lambda} D_{\epsilon}^{\prime}+A_{\sigma} D_{\lambda}^{\prime} B_{\epsilon}^{\prime}+A_{\delta} D_{\lambda}^{\prime} D_{\epsilon}^{\prime} \tag{6a}
\end{equation*}
$$

where $\alpha \longrightarrow 247, \beta \rightarrow 47, \gamma \longrightarrow 1247$

$$
\delta \longrightarrow 2567, \leftrightarrow \longrightarrow 367, \lambda \longrightarrow 12567
$$

First we note thet the term containing the least number of literals is $A_{247}^{\prime}{ }^{B} 47^{\circ}$. Next it is necessary to check whether the complement of $\mathrm{A}^{\prime}$ (i.e., A) or that of B (i.e., B') has the larger number of appearances in the remaining terms. Since $A$ appears in four other terms while $B^{\prime}$ appears in only two terms, $A_{247}^{1}$ is assigned the value 0 and $B_{47}$ is assigned 1. This assignment, which sensitizes one path in the circuit, specifies the value of variables $\Lambda$ and is to 1 in all xemaining terms and leaves the values of $C$ and $D$ unspecified. The specification of these latter variables is accomplished in a similar manner so as to achieve a maximum number of sensitized paths in one assignment of values. Before proceeding
with this example, we shall further develop the experiment-construction procedure. The construction of s-a-0 tests requires different criteria from the ones used for s-a-1 tests. But since two sets of criteria may considerably complicate the procedure, it is preferable to find whether s-amo faults can be detected by employing just s-a-1 type tests. This can indeed be accomplished by using the complemented equivalent normal form network. In fact, a s-a-0 test for a particular literal in the equivlaent normal form network is a s-a -1 test for the corresponding literal in the complemented normal form netvork. Hence, instead of test-ing the equivalent normal form for both s-am and s-a-1 faults, it is sufficient to test both the equivalent normal form and its complement for only sma-1 faults.

The complemented equivalent normal form of circuit Fig. 8 is

$$
\begin{align*}
T^{\prime}= & A_{\delta}^{\prime} B_{\beta}^{\prime}+A_{\alpha} A_{\delta}^{\prime} C_{\gamma}+A_{\alpha} A_{\delta}^{\prime} D_{r}^{\prime}+B_{\beta}^{\prime} C_{\lambda}^{\prime} D_{\lambda}+A_{\alpha} C_{\mu} C_{\lambda}^{\prime} D_{\lambda}  \tag{a}\\
& +A_{\alpha} C_{\lambda}^{\prime} D_{r}^{\prime} D_{\lambda}+B_{\beta}^{\prime} B_{\epsilon} D_{\epsilon}+A_{\alpha} B_{\epsilon} C_{\mu} D_{\epsilon}+A_{\alpha} B_{\epsilon} D_{\gamma}^{\prime} D_{\epsilon}
\end{align*}
$$

The determination of the order for the testing of literals cannot be accomplished effectively by mere inspection of the equations of $T$ and T'. The problem becomes more involved because a s-a-1 test in may detect in addition many s-a-0 faults, which are $5-a-1$ faults in $T^{\prime}$, $2 . s$ demonstrated by the analysis of the sensitized path in the circuit of Fig.8. Therefore the next test is constructed according to the appearances of the unchecked literals in both the equivalent normal form and its complement. To keep track of the order of testing literals, so that the previously specifjed criteria will be satisfied, we derive a scoring function which assigns a score to each literal appearance. At any stage of the construction of the tests, the literal to be assigned is
selected among those as yet unchecked on the number of whose literal appearances possesses the highest score.

It must be emphasized from the outset that, like many other scoring functions, the function to be derived in this section is not unique. We have, however, confidence that different scoring functions, based on the above ideas, when appropriately derived, will assign identical, or "almost identical", relative scores.

To illustrate the process, let $S_{k}$ be the s-a-1 score for the kth literal in the equivalent normal form. Let $n$ be the total number of variables, and $w$ be the total number of literal appearances. Thus, in the equivalent normal form show in Eq. (6a), $m=4$ and $w=17$.

Now define $m_{j}$ to be the number of distinct variables in the $j$ th term of the equivalent normal form, where this term contains the kth literal. Then the first criterion is covered by the term $\left(1-m_{j} / m\right)$. Also let $p$ be defined in the following manner:

$$
\mathrm{p}=\left\{\begin{array}{l}
\text { Number of unprimed appearances of the ith variable in the } \\
\text { equivalent normal form, if the kth literal is primed. } \\
\text { Number of primed appearances of the ith variable in the } \\
\text { equivalent normal form, if the kth literal is unprimed. }
\end{array}\right.
$$

The relative weights due to the second criterion can thus be represented by the term $\mathrm{p} / \mathrm{w}$. The scoring function is therefore given by:

$$
s_{k}=\left(1-\frac{m_{j}}{m}\right)+-\frac{p}{W}
$$

Before assigning the scores of each variable, it is convenient to compute the number of primed and unprimed appearances of each variable
in $T$, as shown below:

$$
\begin{array}{ll}
A=4 & C=2 \\
A^{\prime}=1 & C^{\prime}=1 \\
B=2 & D=1 \\
B^{\prime}=2 & D^{\prime}=4
\end{array}
$$

To find the score for $A_{\delta}$ in the last term of Eq. (6a), we write

$$
S_{A_{J}}=\left(1-\frac{2}{4}\right)+\frac{1}{17}=\frac{152}{272}
$$

The common denominator 272 has been selected for the scores of the literals in both $T$ and $T^{\prime}$. This denominator will subsequently be omitted. Note that $m_{6}=2$ in that term, although the number of literals in that term is 3 . The scores for all literals in $T$ are found in a similar manner, as shom in the second row of table 1 .

## IV-2 Deriving the tests

Tro tables are constructed in this process: Table 1 for the equivalent normal form, and table 2 for its complement. The first row in each table lists the terms whose literals are testable for s-am-1 faults. Thus all six terms of $T$ are listed in table 1 , while only five of the nine terms of $T^{\prime}$ are listed, because none of the literals in the remaining four terms are testable for s-a-1 faults, as will be explained later. The second row in each table contains the s-a-1 scores corresponding to each literal appearance, as derived earlier. No score is assuciated with the two appearances of variable $D$ in the last term of Table 1, because a s-a-1 test for either literal requires an assignnent of 0 to both, which invalidates the entire
test. The third row of each table gives an ordering of the literal appearances, derived according to their scores, that is, the literal whose score is the highest is labeled 1, the next highest 2, and so on. If two literals have identical scores, the ordering is arbitrary. It will be convenient in the following discussion to refer to each literal by the number assigned to it in this row. The remaining rows contain the binary values which should be assigned to each literal so that a s-am1 test is achieved. As an example, we shall now derive the first tests generated by the algorithm.

In the first step we select the literal appearance in the two tables whose score is the highest. This is literal 1 in Table 1, whose score is 200. Consequently, the first test to be derived is determined by means of Table 1. This test will detect at least s-a-1 faults in $A^{\prime}$ whithin the first term of $T$. According to the swa-1 testing procedure, literal 1 is assigned the value $0_{2}$ and the remaining literal in this term (i.e., literal 2) is assigned value 1. This assignment specifies the value of inpurt variables $A$ and $B$ to be 1. Thus all appearances of the variables $A$ and $B$ in table 1 are assigned accordingly. It is now necessary to check whether the values of additional variables are determined by the assignment. In general, a test is unacceptable if a variable assignment is such that it produces one or more terms all of whose literals are assigned 1 , because this implies that not all AND gates in the two-level equivalent-noxmal-form hypothetical circuit are disabled, which is contrary to the s-am1 testing procedure. The last term in table 1 clearly implies that the value of $D$ must be 1. This assignment in turn implies that variable C must be assigned 1. Therefore all appearances of variables D and C

Table 1 Tests for equivalent normal form


Table 2 Tests for complemented equivalent normal form

are assigned accordingly. Since all four variables have been assigned values, the construction of the test is complete.

It now remains to determine the faults that are detectable by this test. Any sma-1 fault in literal 1 is clearly detectable. Consequently, a. 1 is placed above that literal appearance in table 1, to signify that it has been checked by test 1. Rvidently, this test will also detect a. s-a-1 fault at literal 6, because it is assigned value 0, while all remaining literals in the term are assigned 1. In a similar manner, we find that four distinct literals have been tested, which is recorded by placing a 1 above each of them, a check mank is also placed above all other appearances of these literals in the first row of table 1. Again, we can distinguish between $s-a-0$ and $s-a-1$ faults.

It is now necessary to explain the reasons for ignoring the four terms of " ${ }^{\prime \prime}$ while constructing table 2. Consider the ignored term $\Lambda_{\alpha} A_{\delta} C_{\gamma}$, which corresponds to $A_{247^{A}} 2567^{\circ} 1247^{\circ}$ An inspection of Pig. 8 reveals that the paths associated with $A_{247}$ and $A_{2567}^{\prime}$ emanate from gate 2, proceed through the upper and lower paths, and reconverge in gate 7. Since only the lower path contains an inverter, the values of $\Lambda_{247}$ and $\Lambda_{2567}^{\prime}$ are complementary, regardless of whether their comesponding input $A^{\prime}$ to gate 2 is sman or is intact. Therefore neither $A_{247}$ nor $A_{2567}^{\prime}$ can be tested in this particular term. Morever, since one of them will have the value 0 at all times, no other literal in this term can be tested. Consequently, the entire texm can be disregarded when deriving the tests, an in the third term of Eq . (7a). Similar arguments show thot the fifth and sixth terms of Eq 。 (7a.) can also be ignored,

V Conclusions:
Given the four methods described, let us compare the bounds on length of tests for each method. If $n$ is the number of variables of a circuit (it doesn't matter if it is a two-level or a multi-level circuit), then, whatever method is chosen, an upper bound for a test schedule is obviously $2^{n}$. Even if the number of places, $m$, of possible faults in a circuit might greater than $2^{n}$, the number $2^{n}$ is still the maximum number of possible input combinations. Hence the upper bound is min $\left(2 \mathrm{~m}, 2^{n}\right)$, where 2 m accounts for the two kinds of faults, $s-2 .-1$ and $s-3-0$. A lower bound for the minimum length of tests schedule required for each method is obviously 1. Those upper and lower bounds are valid for all of the four methods described before if we are only concerned with fault detection. (For fault location, the upper and lower bounds may be different if different methods are applied. (6) ) So, in fact, no method is better than the others as measured by these bounds on the length of the test schedules.

However, the fixed test schedule method is really better than the other methods if $n \geqslant 5$. The most important reason for recommending this method is that it is very easy to program once the $F$ matrix is established. The only thing we have to do is to establish the $F$ matrix very carefully. One may get a different fault-detection test set with the different order of applying reduction rules (a) and (b) listed in page 24. From $L\left(G^{*}\right)$, we also know that there are more than one choice of the test set. However, all the test sets obtained from the fixed test schedule method must be a subset of the test set obtained from the map or tabular method. /k7.5, a.11
the methods except the fixed schedule method can make a conclusion whether the fault is s-a-1 or sma-0 after the fault is detected. A question is just what advantage or accrues if we can detect the two different faults. The fixed schedule method best for just detecting a fault and not deterrnining whether it is s-a-1 or s-amo fault. The best method to use in order to determine the type of fault depends on the number of variables. If $n \leqslant 4$, the map method is applied (explained in next paragraph). After considering those situations, the fixed schedule method seems to be more practical and yields a shorter test for a two-level circuit, even though it may take some time to establish the $F$ matrix. The fixed schedule method can be carried out satisfactorily by hand for small networks, and on a digital computer for any combinational network having up to eight to ten inputs, several outputs, and no more than about 100 faults॰ (6) While some networks much larger than this can also be handled, at present there axe no procedures for generating even reasonable good (almost minimum) test schedules for very large arbitrary networks. This problem is considered to be a most important open problem on this area.

For small networks, $n \leqslant 4$, although the fixed schedule solutions can be carried out satisfactorily by hand, we prefer to use map method. The reason is that for $n \leqslant 4$, the Karnaugh map can be drawn very easily (at least easier than establishing the F matrix), also the test sets can be picked up from the map directly with the two steps listed in page 8.

The reader may wonder why we don't use equations (1) and (2) to derive fault detection tests directly. If a logical expression contains only
a. few variables, then it will still be time consuming and impractical to apply equations (1) and (2) on each literal (see exariple on page 5 and 6). Therefore the map method is more practical.

It seems at present that the easiest way of designing minimal experiments for multi-level circuits is by transforming them into some sort of a two-level equivalent normal form, then using the method discussed in section III; i.e., let computer finish the calculations, or develop a different scoring procedure. Perhaps a different definition of the equivalent normal. form, or another approach, may yield a more systematic procedure for obtaining minimal experiments.

For the multiple-output case, the entries in the $f_{j}$ columns of the fault table $F$, as well as in the entire $F$ matrix, are now q-digit binary numbers instead of single binary digits. Two entries of the fault table should be considered to be identical when and only when all of the corresponding q digits of the two entries are identical. Thus, two columns of the fault table can be considered to be the same only if all corresponding qdigit entries in these columns are the same. As before, the matrix G will have for its entries only single binary digits, according to the following rule: if two q-digit entries in the same row of F differ in any of their corresponding digits, then the corresponding entry in $G$ for these two colums is a 1 ; otherwise it is a. 0. This rule follows directly from the fact that a fault may be distinguished on any one or more of the $q$ networks outputs. The rest of the minimization procedure on $G$ is carried out just as it was for the single-output case. Note, however, that since the matrix G now usually
has a greater number of $1^{\prime}$ s in $i t$, we can expect the length $N$ of the test schedule to be smaller, assuming that the other parameters remain the game. The following list summaxizes some of the unsolved problems in this area of research:

1) Development of techniques for selecting an economical small number of test points or additional inputs for a given combinational network, in order to drastically reduce the length of the test schedule required for fault detection.
2) Development of practical procedures for deriving economical test schedules for very large combinational networks.
3) Study of the ways in which the original design of a digital network or subsystem may be modified in order to make it more susceptible to the diagnostic procedures.
4) Development of techniques for the design of special-purpose diagnostic circuitry, including estimates of the economies to be achieved through its use.

The following altemative approaches might lead to further insight:

1) Define another function which is different from the Boolean difference function so that one can detect a fault with minimal length tests.
2) Develop a program (i.e., give an algorithm) that accomplishes systematically the procedures discussed in section IIT.
3) Develop different definitions of the equivalent normal form, different scoring methods, or other different approach for
fault detection may yield better and more systematic procedures for obtaining minimal experiments.

So far we have been only concerned about the fault-detection of irredundant circuits. We would like to mention here that the fixed test schedule method can be extended and applied to fault-location of any irmedundant circuit. Obviously, the establishment of $F$ and $G$ matrices will be more complicated than to just detect a fault. ${ }^{(6)}$ Also, one may possibly define another function different from the Boolean difference function so that it can be used to locate the fault. So, these techniques can be expanded to "locate" a fault in any irredundant circuit as well.
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