
Numerical computation of discrete differential scattering cross 
sections for Monte Carlo charged particle transport

Walsh, J. A., Palmer, T. S., & Urbatsch, T. J. (2015). Numerical computation of 
discrete differential scattering cross sections for Monte Carlo charged particle 
transport. Nuclear Engineering and Design, 295, 674-678. 
doi:10.1016/j.nucengdes.2015.07.018

10.1016/j.nucengdes.2015.07.018

Elsevier

Version of Record

http://cdss.library.oregonstate.edu/sa-termsofuse

http://survey.az1.qualtrics.com/SE/?SID=SV_8Io4d9aAYR1VgGx
http://cdss.library.oregonstate.edu/sa-termsofuse


N
s

J
a

U
b

c

h

•
•
•
•

a

A
R
A
A

1

p
S
p
e
h
a
e
d
M
t

h
0

Nuclear Engineering and Design 295 (2015) 674–678

Contents lists available at ScienceDirect

Nuclear  Engineering  and  Design

jou rn al hom epage : www.elsev ier .com/ locate /nucengdes

umerical  computation  of  discrete  differential  scattering  cross
ections  for  Monte  Carlo  charged  particle  transport

onathan  A.  Walsha,∗,  Todd  S.  Palmerb,  Todd  J.  Urbatschc

Department of Nuclear Science and Engineering, Massachusetts Institute of Technology, 77 Massachusetts Avenue, 24-107, Cambridge, MA  02139,
nited  States
Department of Nuclear Engineering and Radiation Health Physics, Oregon State University, 116 Radiation Center, Corvallis, OR 97331, United States
XTD-IDA: Theoretical Design, Integrated Design and Assessment, Los Alamos National Laboratory, Los Alamos, NM 87545, United States
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Generation  of discrete  differential  scattering  angle  and  energy  loss  cross  sections.
Gauss–Radau  quadrature  utilizing  numerically  computed  cross  section  moments.
Development  of  a charged  particle  transport  capability  in  the  Milagro  IMC  code.
Integration  of  cross  section  generation  and  charged  particle  transport  capabilities.

 r  t  i  c  l e  i  n  f  o

rticle history:
eceived 9 June 2015
ccepted 12 July 2015
vailable online 4 August 2015

a  b  s  t  r  a  c  t

We  investigate  a method  for numerically  generating  discrete  scattering  cross  sections  for  use  in  charged
particle  transport  simulations.  We  describe  the cross  section  generation  procedure  and  compare  it to
existing  methods  used  to obtain  discrete  cross  sections.  The  numerical  approach  presented  here  is  gen-
eralized  to  allow  greater  flexibility  in choosing  a cross  section  model  from  which  to  derive discrete
values.  Cross  section  data  computed  with  this  method  compare  favorably  with  discrete  data  generated
with  an  existing  method.  Additionally,  a  charged  particle  transport  capability  is demonstrated  in the

time-dependent  Implicit  Monte  Carlo  radiative  transfer  code,  Milagro.  We  verify  the  implementation  of
charged  particle  transport  in  Milagro  with  analytic  test  problems  and  we compare  calculated  electron
depth–dose  profiles  with  another  particle  transport  code  that has  a validated  electron  transport  capabil-
ity.  Finally,  we  investigate  the  integration  of the  new  discrete  cross  section  generation  method  with  the
charged  particle  transport  capability  in Milagro.
. Introduction

Differential charged particle scattering cross sections are highly
eaked towards small scattering angles and small energy losses.
ingle-event Monte Carlo charged particle transport can be com-
utationally demanding because of its explicit simulation of
ach of these interactions (Jenkins et al., 1988). Condensed
istory algorithms have been investigated as a means of allevi-
ting this computational burden (Berger, 1963). These algorithms
nforce a distance-to-collision that is greater than the physical

istance-to-collision that would be observed in a single-event
onte Carlo simulation. Scattering angles and energy losses are

hen sampled at these artificial spatial step sizes. Because the
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distance between collisions is increased, the number of sim-
ulated interactions and the simulation runtime are reduced.
However, as a result of the fixed, artificial step sizes they employ,
condensed history algorithms can have difficulties at material
interfaces.

We look at a method for reducing the number of simulated inter-
actions and runtime via alternative cross sections. Options for this
sort of modified cross section data include discrete differential scat-
tering angle and energy loss cross section values (Franke and Prinja,
2005) and cross section values obtained from simplified continuous
models. Any method for improving the computational efficiency of
a simulation should also preserve the essential physics of single-
event methods so as to retain the accuracy of the transport solution.

In order to maintain the accuracy of the results produced in simula-
tions utilizing modified cross section data, the modified data should
preserve higher order moments of the original cross section data
(Lewis, 1950).
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using the process described above. The peaking of the screened
Rutherford cross section towards zero-angle change can be seen in
Fig. 1, which compares the continuous cross section model to the
discrete cross section values obtained through both our method
J.A. Walsh et al. / Nuclear Engine

. Generation of discrete differential cross sections

Previous work by Franke and Prinja uses moment-preserving
iscrete scattering cross sections to speed up charged particle
ransport simulations relative to the single-event approach (Franke
nd Prinja, 2005). That work makes use of recursion relationships
escribed by Morel (Morel, 1979) to generate modified moments
f the weight function defined by the selected cross section model.
hese modified moments are then used as inputs for the algorithm
eveloped by Sloan (1983), and extended in work by Morel et al.
1996), for generating discrete cross section values.

In the procedure presented here, the required modified
oments of the cross section weight function are computed

hrough numerical integration rather than recursion relationships.
or this numerical integration, we use the QAG algorithm from
he GNU Scientific Library (QAG adaptive integration, 2015). This
lgorithm is an adaptive integration scheme based on a 61-point
auss–Kronrod rule. Numerical integration in the computation of

he modified moments provides more flexibility in the selection of
cattering cross section models and makes the use of more complex
ross section models or discrete cross section data possible.

As in Sloan’s algorithm, once modified moments are computed,
 Gauss–Radau quadrature is used to generate discrete scattering
ngle and energy loss cross section values. Taking advantage of a
roperty of Gauss–Radau quadrature schemes, we  are able to fix

 node at a scattering angle of zero and also an energy loss of
ero. Because differential charged particle scattering cross sections
re highly forward peaked towards small scattering angles and
nergy losses, the discrete cross section values fixed at these points
ccount for a substantial fraction of all interactions. The large zero-
ngle change and zero-energy loss cross sections can be subtracted
rom both sides of the transport equation, effectively increasing the

ean-free-path between collisions and reducing simulation run-
ime. Retaining the other discrete cross section values from the
uadrature preserves the higher order moments of the data in order
o capture important physical information.

For this work, the Gaussian quadrature algorithm presented
y Fernandes and Atchley (2006) is modified to perform

 Gauss–Radau quadrature. This algorithm requires recursion
oefficients for polynomials that are orthogonal with respect to
ome weight function. In the case of generating discrete cross sec-
ion values, the continuous cross section model serves as the weight
unction. The required recursion coefficients are obtained from a

odified Chebyshev algorithm described by Gautschi (1994). As
nputs for the modified Chebyshev algorithm, the numerically com-
uted modified moments of the weight function and coefficients
or a set of unweighted orthogonal polynomials are required. The
th modified moment of the elastic scattering cross section, �el, is
iven by

el,n(E) =
∫ 1

−1

�el(�r, �0, E)pn(�0)d�0 (1)

or incident particle energy, E, and scattering angle cosine, �0. The
th modified moment of the inelastic scattering cross section, �in,

s given by

in,n(E) =
∫ 1−2Qmin/E

0

�in(E, �(E → E′))pn(�)d� (2)
ith the minimum energy loss, Qmin, taken to be the mean excita-
ion energy of the material through which the particle is traveling,
s suggested by Franke and Prinja (2005). The orthogonal polyno-
ial coefficients come from the monic Legendre polynomials. This
nd Design 295 (2015) 674–678 675

set of polynomials is defined by a three term recursion relationship
with the terms

p−1 = 0;

p0 = 1;

pk+1(�) = (� − ak)pk(�) − bkpk−1(�)

(3)

where the polynomial coefficients are defined as

ak = 0;

bk = n2

4n2 − 1
.

(4)

In our initial studies, we  have chosen to use the screened Ruther-
ford cross section model to generate discrete elastic scattering cross
sections. The screened Rutherford cross section is given by

�el(�r, �0, E) = �el,0
2�(1 + �)

(1 + 2� − �0)2
(5)

with the energy-dependent screening parameter, �. The continuous
screened Rutherford elastic scattering cross section model can be
made discrete by setting

�el(�r, �0, E) =
M−1∑
i=1

wi(E)ı(�0 − xi(E)) + w0(E)ı(�0 − 1) (6)

with weights, wi and w0, and nodes, xi, of a Gauss–Radau quadrature
set corresponding to discrete cross section values. From the contin-
uous cross section model, we generate discrete cross section values
Fig. 1. Elastic scattering cross sections for 311 keV electrons with relative differ-
ences in discrete cross sections and scattering cosines.
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nd that of Franke and Prinja (2005). Relative differences between
he two sets of discrete scattering cosines and differential cross
ections are also shown.

In a similar fashion, the discrete inelastic scattering cross section
alues we generate for energy losses are obtained from a weight
unction described by the Rutherford cross section model,

�in(�r, E → E′) = Z�NA2�R2
0mec2

Aˇ2Q 2
;

Qmin ≤ Q ≤ E

2

(7)

here

ˇ2 = 	(	 + 2)

(	 + 1)2
;

	 = E

mec2
.

(8)

erms in the Rutherford cross section model include the atomic
umber of the material, Z; density of the material, �; Avogadro’s
umber, NA; classical electron radius, R0; electron rest mass energy,
ec2; atomic weight of the material, A; and energy loss, Q. The con-

inuous Rutherford inelastic scattering cross section model is made
iscrete with a Gauss–Radau quadrature by setting

in(E → E′) =
M−1∑
i=1

wi(E)ı(Q − xi(E)) + w0(E)ı(Q ). (9)

ith a convenient change of variables that allows us to fix a discrete
nelastic scattering cross section at an energy loss of zero, Eq. (9)
an be recast as

�in(E, �(E → E′)) =
M−1∑
i=1

w′
i(E)ı(� − x′

i(E)) + w′
0(E)ı(� − 1);

� = 1 − 2Q

E
.

(10)

s with the screened Rutherford model, we generate discrete cross
ection values from the continuous Rutherford cross section model
hrough the process previously described. The high peaking of the
utherford cross section towards zero-energy loss interactions is
hown in Fig. 2, which compares the continuous cross section
odel to the discrete cross section values obtained through both

ur method and that of Franke and Prinja (2005). Again, relative dif-
erences between the two sets of discrete nodes (i.e. energy losses)
nd differential cross sections are shown.

The two processes for computing modified moments of the cross
ection weight function produce sets of discrete values that differ
rom one another. The relative differences in discrete scattering
ngles and energy losses, and corresponding cross section values
omputed with our method, as compared to the values computed
ith the method described by Franke and Prinja (2005), are shown

n Figs. 1 and 2. Relative differences in both the elastic and inelas-
ic scattering cross section values at the selected energy, 311 keV,
re typically a few percent, with all being less than 10%. However,
epending on the application, the relative difference between indi-
idual discrete differential cross sections may  be too extreme of a
etric, because, as we show in Section 3.2, the differences in inte-

ral dose calculation results from the different methods are not as
arge as the differences in the discrete differential data.

. Demonstration of charged particle transport in Milagro
In addition to investigating an alternate method for generating
iscrete scattering cross sections, we demonstrate a charged parti-
le transport capability in the Milagro code package (Urbatsch and
vans, 2006). Milagro is a time-dependent Implicit Monte Carlo
Fig. 2. Inelastic scattering cross sections for 311 keV electrons with relative differ-
ences in discrete cross sections and energy losses.

code developed at Los Alamos National Laboratory for thermal
radiative transfer problems. Modifications to Milagro as part of the
implementation of a charged particle transport capability include
the ability to utilize the discrete cross section data generated in
the first part of this work and disabling or altering physics routines
so as to simulate charged particle transport rather than radiative
transfer. The following sections are dedicated to the testing of Mila-
gro’s charged particle transport capability as well as the testing of
the discrete cross section data generation method described in the
previous section.

3.1. Testing of the implementation in Milagro

Two simple, common test problems with analytical solutions are
used to verify the implementation of charged particle transport in
Milagro. We  describe these test problems briefly, but, due to their
ubiquity, we  do not present results. The first problem has particles
normally incident on one face of a one-dimensional slab. The slab
is composed of a material with an interaction cross section of zero
and, as a result, particles stream through, unattenuated. The result
of this problem agrees with the analytical solution exactly. The sec-
ond problem again has particles normally incident on one face of
a one-dimensional slab. In this case, the slab is a purely absorbing
material with a constant interaction cross section. With an increas-
ing number of particles, the result of this simulation converges to
the expected exponential attenuation given by the analytical solu-
tion.

Next, we  compare results from Milagro to results obtained by

Franke and Prinja with a modified Integrated TIGER Series (ITS)
code (Franke et al., 2005) for a time-independent electron dose
test problem. The test problem consists of 250 keV electrons nor-
mally incident on a thin gold foil. One million particle histories are
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profile for the second test problem calculated by Milagro using the
generated discrete cross section data with the depth–dose profile
calculated by ITS using discrete data obtained from moments com-
puted with recursion relationships. The two  depth–dose profiles
Fig. 3. Depth–dose profiles for testing of the Milagro implementation.

imulated. Eighteen non-uniform energy groups, each consisting
f five discrete cross section values, are generated and used in the
alculation. A so-called nearest-neighbor energy group treatment
s used in the Milagro implementation. This treatment consists of
etermining the midpoint energy of each energy group, identifying
hich midpoint energy an incident particle is closest to, and uti-

izing the cross section data for the energy group corresponding to
he identified midpoint energy.

In order to isolate the implementation as the focus of this com-
arison, Milagro and ITS both use the discrete cross section data
reviously generated through Sloan’s algorithm. The depth–dose
rofiles calculated by each code are plotted in Fig. 3 along with
he relative difference in the calculated profiles as a function of
epth. Examining Fig. 3, the relative difference in calculated dose
hat is attributable to the implementation is less than a few per-
ent at depths where the dose is non-negligible. At depths in the
oil where the dose is negligible, statistical fluctuations dominate
nd the relative difference increases above a few percent.

.2. Testing of discrete cross section data

With a satisfactory verification of the implementation of
harged particle transport in Milagro, attention is turned to test-
ng of the discrete cross section generation method through testing
f the data produced with the method. Considering the same test
roblem, the data is tested by comparing dose results calculated
sing discrete cross sections generated using the new method with
he results calculated using the discrete cross sections generated by
ranke and Prinja. Dose results calculated with ITS using the recur-
ion moment-based discrete cross sections obtained from Sloan’s
lgorithm have been shown to agree to within a few percent with
ingle-event calculations up to depths at which dose becomes neg-
igible (Franke and Prinja, 2005).

To isolate the effects of differences in the discrete cross section
ata on the dose calculation results, both simulations are performed

n Milagro with the only difference being the data utilized by the
ode. The depth–dose profiles calculated with each set of data are
lotted in Fig. 4 along with the relative difference in the profiles
ersus depth. As in the verification of the implementation, at depths

here the dose is non-negligible, the relative difference in dose

wing to differences in the cross section data is less than a few
ercent. Again, at depths where the dose becomes negligible, the
Fig. 4. Depth–dose profiles for testing of discrete cross section data.

relative difference increases above a few percent due to statistical
fluctuations.

3.3. Testing of discrete cross section data integrated with Milagro

In an effort to examine the integration of the discrete cross sec-
tion generation method with the implementation of the charged
particle transport capability in Milagro, we consider a second test
problem. The second problem has 20 MeV  electrons normally inci-
dent on a slab of water. One million particle histories are simulated.
Again, eighteen non-uniform energy groups, each with five discrete
cross section values, are generated and used in the calculation. The
same nearest-neighbor energy group treatment is used.

The integration of the discrete cross section generation method
with the implementation of the charged particle transport capabil-
ity in Milagro is assessed through a comparison of the depth–dose
Fig. 5. Depth–dose profiles for combined testing of Milagro and generated data.



6 ering a

a
v
M
t
n
o
a
c
t
d
t
p
n
2
r
m

4

d
u
g
p
w
s
l
m
t
d
t
m
p
w
fi
w
I
s

5

c
t
d
a
y
o

neutral and charged-particle Boltzmann and Fokker–Planck calculations, Tech.
Rep.  SAND-83-7094. Sandia National Laboratories.
78 J.A. Walsh et al. / Nuclear Engine

nd their relative difference are plotted in Fig. 5. As with the indi-
idual testing of both the discrete data and the implementation in
ilagro, the relative difference resulting from the integration of

he two is less than a few percent at depths where dose is sig-
ificant. However, at significant depths, where range straggling
ccurs and little energy is deposited, dominant statistical fluctu-
tions in the relative difference are not present. Instead, Milagro
onsistently calculates a lower dose value than ITS. Past a cer-
ain depth, the magnitude of the relative difference increases with
epth in a monotonic fashion, as can be seen in Fig. 5. For the same
est problem, single-event simulations have also been shown to
roduce depth–dose profiles that are lower in magnitude, at sig-
ificant depths, than profiles calculated by ITS (Franke and Prinja,
005). As is the case with the Milagro results, the magnitude of the
elative difference between single-event and ITS profiles increases
onotonically with depth.

. Conclusions

In this work we have presented a method for generating discrete
ifferential charged particle scattering cross sections. The method’s
se of numerical integration rather than recursion relationships to
enerate moments of the data makes it more general than those
reviously investigated. Electron depth–dose profiles calculated
ith discrete cross section data generated with this method are

hown to be in good agreement with depth–dose profiles calcu-
ated using discrete cross sections derived from recursion-based

oments. Previously, these depth–dose profiles have been shown
o agree with single-event simulations to within a few percent at
epths where the dose is significant. In addition, a charged particle
ransport capability utilizing cross section data generated with this

ethod is demonstrated in the Milagro code. Electron depth–dose
rofiles calculated with Milagro, using cross sections generated
ith the new method, are shown to agree with the depth–dose pro-
les calculated with the ITS code to within a few percent at depths
here the dose is non-negligible. The profiles calculated with the

TS code have been previously shown to agree with single-event
imulation results in the same manner.

. Future work

The presented verification and comparisons of Milagro’s
harged particle transport capability rely solely on steady-state
est problems. In order to confidently utilize Milagro for time-

ependent charged particle transport simulations, verification
gainst time-dependent test problems is necessary. Statistical anal-
ses of the presented results would provide further verification
f the cross section generation method and its integration with
nd Design 295 (2015) 674–678

Milagro. Assessment of convergence using batch statistics is one
possible area for analysis. An investigation of the monotonically
increasing relative difference magnitude observed in Fig. 5 is also
of interest. There is room for improving Milagro’s charged particle
capability by accounting for the transport of secondary particles.
The production of knock-on electrons is not considered here. Also,
the application of adjoint-based variance reduction techniques,
previously employed for Monte Carlo neutral particle transport
(Coveyou et al., 1967), can be explored for charged particles. Finally,
in addition to the electron scattering cross section models consid-
ered in this work, other cross section models, for both electron and
heavy charged particle scattering, can be investigated.
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