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Abstract:

Stream water temperature (ts) is a critical water quality parameter for aquatic ecosystems. However, ts records are sparse or
nonexistent in many river systems. In this work, we present an empirical model to predict ts at the site scale across the USA. The
model, derived using data from 171 reference sites selected from the Geospatial Attributes of Gages for Evaluating Streamflow
database, describes the linear relationship between monthly mean air temperature (ta) and ts. Multiple linear regression models
are used to predict the slope (m) and intercept (b) of the ta–ts linear relation as a function of climatic, hydrologic and land cover
characteristics. Model performance to predict ts resulted in a mean Nash–Sutcliffe efficiency coefficient of 0.78 across all sites.
Application of the model to predict ts at additional 89 nonreference sites with a higher human alteration yielded a mean Nash–
Sutcliffe value of 0.45. We also analysed seasonal thermal sensitivity (m) and found strong hysteresis in the ta–ts relation.
Drainage area exerts a strong control on m in all seasons, whereas the cooling effect of groundwater was only evident for the
spring and fall seasons. However, groundwater contributions are negatively related to mean ts in all seasons. Finally, we found
that elevation and mean basin slope are negatively related to mean ts in all seasons, indicating that steep basins tend to stay cooler
because of shorter residence times to gain heat from their surroundings. This model can potentially be used to predict climate
change impacts on ts across the USA. Copyright © 2014 John Wiley & Sons, Ltd.
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INTRODUCTION

Stream water temperature is a key water quality parameter
that impacts aquatic ecosystems (Whitehead et al., 2009).
Water temperature controls the concentration of dissolved
oxygen (Ozaki et al., 2003; Sand-Jensen and Pedersen,
2005) and the concentrations of pollutants (Ficke et al.,
2007). Water temperature also affects biomass accrual
and therefore habitat availability for many aquatic species
(Beitinger et al., 2000; Ebersole et al., 2001; Danehy
et al., 2005; Caissie, 2006; Webb et al., 2008; Mayer,
2012). Special concern has been raised about the likely
response of water temperature to climate warming for
cold water fish, such as salmon and trout, because their
thermal habitat range is narrow in alpine locations with
limited migration alternatives (Eaton and Scheller, 1996;
Mohseni et al., 1999; Hari et al., 2006; Isaak et al., 2012).
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Predicting stream temperature is challenging because
it is controlled by many local and cumulative natural
(e.g. meteorology, geology, hydrology and land cover)
and anthropogenic (e.g. dams, water withdrawals and
diversion and return flow from thermoelectric plants)
factors. The energy balance of a river system is a function
of the heat fluxes driven by solar radiation (Sinokrot and
Stefan, 1993; Webb and Zhang, 1997; Boyd and Kasper,
2003), hydrologic inputs (Gu et al., 1998; Langan et al.,
2001) and stream geomorphic structure (Poole and
Berman, 2001). These local factors are affected by the
existence or absence of shading from riparian vegetation
(Brown andKrygier, 1970;Beschta, 1997; Roth et al., 2010;
Studinski et al., 2012), channel geomorphology (Vannote
et al., 1980; Hawkins et al., 1997; Poole and Berman, 2001;
Webb et al., 2003; Johnson, 2004), hyporheic exchange
(Evans and Petts, 1997), water discharge from industry,
power plants and reservoirs (Edinger et al., 1968;Webb and
Nobilis, 1994;Webb andNobilis, 2007; Olden andNaiman,
2010; Poff et al., 2010) and water diversions (Meier et al.,
2003). Cumulative stream temperature dynamics depends
on upstream heat accumulation and groundwater inputs
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(Kelleher et al., 2012), which are influenced by land cover
characteristics and urbanization (Nelson and Palmer, 2007).
Understanding and predicting changes in stream water

temperature under climate change are of great interest to
watershed managers and ecohydrologists. Several studies
have highlighted evidence of stream water temperature
increases over the last decades for many rivers across the
globe (Stefan and Sinokrot, 1993; Pilgrim et al., 1998;
Morrill et al., 2005; Ducharne, 2008; Kaushal et al.,
2010; Arismendi et al., 2012; Wu et al., 2012; van Vliet
et al., 2013). Some studies have analysed the historic
record (Kaushal et al., 2010; Arismendi et al., 2012; Isaak
et al., 2012), whereas others have modelled future
impacts using either process-based models (Norton and
Bradford, 2009; Wu et al., 2012; Ficklin et al., 2013; van
Vliet et al., 2013) or statistically based models (Pilgrim
et al., 1998; Mohseni et al., 2003; Morrill et al., 2005;
Mantua et al., 2010) Early physically based models
described temporal and spatial distributions of tempera-
ture within a water body by calculating heat exchange, on
the basis of heat exchange through the evaporation
process and conduction between the water body and the
atmosphere (Edinger et al., 1968; Brown, 1969). These
models evolved to incorporate heat advection–dispersion
transport equations (Haag and Luce, 2008; Yearsley,
2009) and net heat transfer processes at the water surface
(Edinger et al., 1968; Mohseni and Stefan, 1999; Bogan
et al., 2003). Many models explicitly couple a heat
transfer to a process-based hydrologic model (Kim and
Chapra, 1997; Younus et al., 2000; Wu et al., 2012;
Loinaz et al., 2013). Some physically based water
temperature models have been explicitly linked to
hydrologic models such as the Soil and Water
Table I. Past studies that have investigated the relation between air

Model Geographic location Number of sites

Linear UK 6
Linear Mississippi, USA 11
Linear UK 1
Linear Austria 1
Linear Oklahoma, USA 38
Linear Austria 1
Linear Minnesota, USA 39
Logistic USA 584
Linear/logistic UK 4
Linear Japan 5/27
Linear/logistic Global 43
Linear Pennsylvania, USA 12
Linear France 88
Logistic Pacific Northwest, USA 70
Logistic Global 157
Linear/logistic Pacific Northwest, USA 104
Linear/logistic Pennsylvania, USA 57
Linear/logistic Southeast, USA 61
Linear/logistic France 1

Copyright © 2014 John Wiley & Sons, Ltd.
Assessment Tool (Ficklin et al., 2012), Hydrologic
Simulation Program–FORTRAN (Bicknell, 1997; Chen
et al., 1998) and Variable Infiltration Capacity (van Vliet
et al., 2013). Even though great progress has been made
using process-based models, their applications are
limited because the hydrometeorological and watershed
data inputs required to run these sophisticated models
are lacking at many locations. Statistically or empirically
derived models offer an alternative that requires
significantly less data, which is especially challenging
to acquire to represent the spatial variability in large
areas (Eaton and Scheller, 1996; Mohseni et al., 1999).
Statistically based models are derived empirically from
observations, attempting to describe the correlation
between air and stream temperature using both linear
(LM) and nonlinear models. The independent variables
in these regressions include air temperature, discharge
and lag time coefficients. These regression models have
been derived at the hourly, daily, weekly and monthly
scales using both linear and logistic functions (Table I).
Some of these studies have highlighted that the strength
of the fit between air and stream temperatures decreases
with increasing temporal resolution for both LM and
nonlinear model (Stefan and Preudhomme, 1993;
Pilgrim et al., 1998; Erickson and Stefan, 2000; Morrill
et al., 2005). Amongst the recent studies (Table I), some
investigated regional sensitivity of stream temperature
across different US regions including Pennsylvania
(Kelleher et al., 2012), the Pacific Northwest (Mayer,
2012) and the Southeast (Caldwell et al., 2014). Recent
studies have modelled the relationship between air and
stream temperature from historical information to
explore thermal sensitivity and potential climate change
(ta) and stream temperature (ts) during the last three decades

Temporal scale Reference

5-day, weekly Crisp and Howson (1982)
Hourly, daily, weekly Stefan and Preudhomme (1993)
Monthly Webb and Walling (1993)
Monthly Webb and Nobilis (1994)
Daily, weekly, monthly Erickson and Stefan (1996)
Monthly Webb and Nobilis (1997)
Daily, weekly, monthly Pilgrim et al. (1998)
Weekly Mohseni et al. (1998)
Hourly, daily, weekly Webb et al. (2003)
Daily/monthly Ozaki et al. (2003)
Daily, weekly Morrill et al. (2005)
Weekly O’Driscoll and DeWalle (2006)
Monthly Ducharne (2008)
Weekly Mantua et al. (2010)
Daily van Vliet et al. (2011)
Weekly Mayer (2012)
Daily, weekly Kelleher et al. (2012)
Monthly Caldwell et al. (2014)
Daily Bustillo et al. (2014)

Hydrol. Process. 29, 2178–2195 (2015)
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impacts. Thermal sensitivity (i.e. the slope of the linear
relation between air and stream temperature) correlates
with stream size and groundwater influence (Ozaki et al.,
2003; O’Driscoll and DeWalle, 2006; Ducharne, 2008;
Kelleher et al., 2012; Mayer, 2012).
Although several studies have used a statistical

approach to model stream temperature (Table I), no
regional-to-continental scale statistically based models
capable of predicting stream temperature in the absence of
historical temperature data have yet been formulated. In
addition, no study has systematically investigated sea-
sonal watershed controls on water temperature except for
an analysis of the summer for sites in the Pacific
Northwest (Mayer, 2012). The objectives of this inves-
tigation are the following: (1) to formulate a model to
predict the relation between mean monthly air (ta) and
stream water (ts) temperatures across the conterminous
US (CONUS) and (2) to investigate watershed controls
over seasonal thermal sensitivity and mean seasonal ts at
the CONUS.
METHODS

Study area and datasets available

We considered 1947 reference sites across the CONUS
identified in the Geospatial Attributes of Gages for
Evaluating Streamflow, version II (GAGES II) (Falcone
et al., 2010; Falcone, 2011). All these sites had at least
20 years of discharge records since 1950 or were active as
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Figure 1. Mean absolute difference between the best fitted slope (m) and ad
varying samples sizes for 19 sites at the monthly time scale (panel a) and 32

best fitted m considering all data available and best fitted m consideri
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of water year 2009. Reference streamflow gauges were
selected from the least disturbed watersheds on the basis
of indicators such as hydrologic disturbance index,
pertinent annual data report, remarks regarding flow
alteration and screening comments from NAWQA
personnel visual evaluation (Falcone et al., 2010;
Falcone, 2011). We acquired the daily stream water
temperature databases available from the U.S. Geological
Survey National Water Information System website for
all of these 1947 sites.
For the analysis at the monthly resolution, we included

sites with at least 20months of stream water temperature
data between 1960 and 2012 derived from at least 20
daily mean observations for each month. For the weekly
(i.e. 7-day mean) analysis, we included sites with at least
40 data pairs (ta–ts) derived from complete 7-day mean
series between 1980 and 2012. The minimum number of
observations to consider was determined on the basis of
the analysis of several sites with long periods in record
(>180months or 300weeks) as follows. We fitted a linear
function between ta and ts for subsets of data from these
sites with 5–180months for the monthly time series and
with 5–300weeks for the weekly data. We computed the
best fitted slope and R2 of the linear fits between ta and ts
for each subset. Subsequently, we compared these
parameters (m and R2) to the m and R2 computed when
the complete dataset was included (Figure 1). We found
that a minimum sample size of around 20 observations for
monthly data and 40 observations for weekly data was
sufficient as the difference between slopes and R2
m
ea

n 
ab

so
lu

te
 p

er
ce

nt
 d

iff
er

en
ce

0 100 200 300
−10

0

10

20

30

40

50

sample size

0 100 200 300
sample size

t−
te

st
 p

−
va

lu
e 

of
 d

iff
er

en
ce

 
in

 s
lo

pe

0

0.2

0.4

d)

b)Slope

radj
2

justed R2 of the linear relation between ta and ts and fitted m and R2 with
sites at the weekly time scale (panel b). p-value of the difference between
ng subsets of data for monthly (panel c) and weekly (panel d) data

Hydrol. Process. 29, 2178–2195 (2015)



2181MODEL TO PREDICT STREAM WATER TEMPERATURE ACROSS THE USA
decreases significantly at approximately 20 or more
observations (Figure 1).
Considering the aforementioned criterion of 20 and 40

data pairs, we found 176 and 185 out of the 1947
reference sites in the GAGES data base suitable for
monthly and 7-day analyses, respectively. Five sites
located in Wyoming (WY) were discarded because they
were strongly influenced by Yellowstone geothermal
features. Therefore, the total dataset considered included
171 sites for monthly analyses and 180 sites for 7-day
mean analyses. These sites are located in 32 states and 16
of the 18 hydrologic regions of the country (Figure 2). A
second group of 95 sites with monthly data was used to
test the applicability of a model derived on the basis of
reference sites anywhere in the CONUS. These sites were
extracted from the 1176 nonreference sites identified in
GAGES II with a disturbance metric less than 10. This
Figure 2. Location and characteristics of sites considered for monthly (left) a
drainage area and elevation. Reference sites are depicted in green (n= 171) an

correspond to those sites considered for

Copyright © 2014 John Wiley & Sons, Ltd.
disturbance score corresponds to the 25 percentile of all
9068 nonreference sites. In general, these sites are
characterized by low dam density (<1.4 dams per
100 km2), low road density (<3 km/km2) and low level
of channelization (<3% coded as ‘canal’, ‘ditch’ or
‘pipeline’ in NHDPlus, http://nhd.usgs.gov/index.html).
We found 139 sites out of 1176 having stream
temperature data but only 99 having at least 20months
of both stream and water temperature data (Figure 2) and
89 considering ta> 0 °C. The range of drainage areas
amongst the sites considered (reference and nonreference)
is 2–14 000 km2 with elevation varying between 2 and
3000m (Figure 2). Historic monthly air temperature data
(ta) were acquired from the 4 km× 4 km gridded data
generated by the PRISM Climate Group (http://www.
prismclimate.org) for all reference and nonreference sites
(Figure 2). Daily historic gridded 1 km× 1 km data from
nd seasonal analyses (right). Bottom histograms present the distributions of
d nonreference sites are depicted in red (n= 95). The histograms in the right
the summer season analysis (n= 96)

Hydrol. Process. 29, 2178–2195 (2015)
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the Daily Surface Weather and Climatological Summa-
ries, Daymet (Thornton et al., 2012) were obtained for all
reference sites to develop 7-day mean values.

Relationship between monthly mean air and stream water
temperature

The relationship between mean monthly ta and ts at
each reference site was characterized by considering two
different models: (1) an LM based on ta and (2) a three-
parameter logistic function (LOM). The LM describes
mean monthly ts values as a linear function of mean
monthly ta, considering all observations and also
excluding data pairs with ta less than 0 °C (refer to the
succeeding texts). The model parameters include the
slope (m) of the line and the intercept with the y-axis (b).
The use of this type of model dates back to the 1980s, and
it has been used to describe stream water temperature in
Pennsylvania (O’Driscoll and DeWalle, 2006; Kelleher
et al., 2012), Minnesota (Pilgrim et al., 1998), Mississippi
(Stefan and Preudhomme, 1993), Oklahoma (Erickson
and Stefan, 2000) and some European locations (Crisp and
Howson, 1982;Webb andWalling, 1993;Webb andNobilis,
1994;Webb andNobilis, 1997;Webb et al., 2003; Ducharne,
2008). The advantage of this model is that it is simple
requiring only two parameters (i.e. m and b in Table II).
The three-parameter LOM was originally formulated

with four parameters (Mohseni, et al., 1998) and
describes the ta–ts relation with an ‘s-shape’ function
defined by a minimum temperature (μ), a maximum
temperature (α), an inflection characterized by a temper-
ature (β) and a slope (γ). We used a three-parameter
version of this model by setting the minimum temperature
μ to 0 °C (Caldwell et al., 2014). The LOM has been
widely used in many studies since 1998 (Table I). This
model has been found to be superior to the LM to
Table II. Functions considered for modelling the relation between ai
sites considered in the monthly and weekly analysis

Model Equation Parameters of the mo

Linear: LM ts=mta+ b m: slope
b: intercept

Logistic: LOM ts ¼ μþ α�μ
1þ exp γ β�tað Þð μ: minimum ts set to z

α: maximum ts
β: temperature at infle
γ: maximum slope of
relation between ta an

a With at least 20 observations per site.
b With at least 40 observations per site.

Copyright © 2014 John Wiley & Sons, Ltd.
describe mean weekly ts data (e.g. Mohseni and Stefan,
1999; Webb et al., 2003; Mayer, 2012). However, the LM
has proven to be a reliable alternative to the LOM when
describing the ta–ts relation at the monthly time step in
many locations. For example, Ducharne (2008) and
Caldwell et al. (2014) found that an LM was adequate
to describe monthly stream water temperature at 88
French sites and 61 sites located in the southeastern
region of the USA, respectively. The advantage of the
LOM over the LM appears to be evident for air
temperature below 0 °C regardless of the data resolution
(Mohseni et al., 1998; Morrill et al., 2005; Kelleher,
et al., 2012) because of the nonlinear behaviour observed
below subfreezing air temperatures. The LOM has been
found to be superior to the LM for modelling weekly,
daily and hourly temporal resolutions over the whole
range of observed ts (Mohseni and Stefan, 1999; Webb,
et al., 2003; Morrill, et al., 2005; Mantua, et al., 2010;
van Vliet, et al., 2011). However, no study has accessed
the relative advantage of the LOM over the LM at the
monthly time scale except for Caldwell et al. (2014) who
found no statistical advantage of LOM over the LM.
For both models, the best parameter sets were determined

using least squares statistics (LM) or byminimizing the sum
of the square differences between model and observations
(LOM). The range of parameter values tested for each
parameter of the LOM was set to be sufficiently wide to
allow an unconstrained identification of best parameter
values (μ = 0 °C, α= 1–55 °C, β =1–30 °C and γ= 0–90°).
Best parameters were estimated for each site in MATLAB
(MATLAB, 2010) by simultaneously varying parameter
sets over a uniform grid of more than 1 000 000 values and
finding the parameter set that yields the lowest overall sum
of the squared differences between the observed and
calculated mean monthly ts.
r (ta) and stream water (ts) temperature at each site and number of

del

Number of sites considered (Figure 1)

Monthly analysisa
Weekly analysis for

ta> 0°°Cb

Complete series (n= 171) b Spring (n= 88)
Series with ta> 0 °C (n= 158) Summer (n= 96)

Fall (n= 91)
ero Complete series (n= 171)

ction
the
d ts

Hydrol. Process. 29, 2178–2195 (2015)
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Statistical methods to formulate a regional model

Ordinary least squares regression methods in MATLAB
were used to obtain a regional model to predict the
parameters (e.g. m and b in the LM) that best describe the
relations between ta and ts, considering all reference sites
simultaneously:

yn ¼ X1β1 þ X2β2 þ X3β3 þ…þ Xnβ1n þ β0 (1)

where yn are the parameters of the LM (m or b), X1 through
Xn are basin characteristics and βo through βn are model
coefficients. A similar approach has taken by Ducharne
(2008) who attempted to predict linear parameters of the
ta–ts relation using stream order as a predictor variable.
Here, we considered 17 basin characteristics as potential
predictors of the values of m and b. These data were
acquired from the GAGES II database (Table III) and were
selected to represent different factors that could potentially
influence the thermal regime of a river system. Previous
Table III. Independent variables considered in multiple linear regre

Variable Description

DA Watershed drainage area
P Annual mean precipitation in the basin (1971–2000)
T Annual mean air temperature at the gauge locations (19
BF Base flow index: ratio of base flow to total streamflow,

from 0 to 100. Base flow is the sustained, slowly vary
attributed to groundwater discharge to a stream (Wolock

DOF Dunne overland flow, also known as saturation overland
water table ‘outcrops’ on the land surface (because of th
moisture within the basin), thereby producing temporary
generate Dunne overland flow through exfiltration of
precipitation directly to the stream network. The data are
model – TOPMODEL (Wolock, 1993). The model was

HOF Horton overland flow, also known as infiltration excess
when infiltration rates are exceeded by precipitation
watershed simulation model – TOPMODEL (Wolock, 19
conterminous USA

TWI Topographic wetness index, ln(a/S); where ‘ln’ is the nat
contour length and ‘S’ is the slope at that point. See
reports/wrir.99-4242.html and Wolock and McCabe, 19

C Subsurface flow contact time index. The subsurface cont
days that infiltrated water resides in the saturated subsurfa
into the stream (Wolock et al., 1989; Wolock, 1997)

Q Estimated watershed annual runoff, mm/year, mean for th
U Watershed percentage ‘developed’ (urban), 2006 [sum

development and open space in the watershed (classes 2
F Watershed percentage ‘forest’, 2006 [sum of deciduous f

(classes 41, 42 and 43)]
U1 Mainstem 100m buffer ‘developed’ (urban), 2006 [sum

development and open space in the watershed (classes
stream centerline)]

F1 Mainstem 100m buffer ‘forest’, 2006 [sum of deciduo
forest (classes 41, 42 and 43 a buffer 100m each side o

H Elevation at gauge locations
S Mean watershed slope
AS Mean watershed aspect, degrees (degrees of the compas

Copyright © 2014 John Wiley & Sons, Ltd.
studies have highlighted the importance of channel size and
topography (e.g. Beschta and Weatherred, 1984; Ducharne,
2008); therefore, we consider drainage area (DA), elevation
(H) and mean basin slope (S) as potential predictors. The
importance of groundwater and subsurface and overland
contributions to the thermal regime have been discussed by
others (Bicknell, 1997; Chen et al., 1998; Younus et al.,
2000; Story et al., 2003; O’Driscoll and DeWalle, 2006;
Tague et al., 2007); thus, in this study,we included available
hydrologic variables related to total discharge (mean annual
runoff, Q) and groundwater contribution and the relative
proportion of different runoff generation mechanisms [base
flow index (BF), Dunne overland flow (DOF), Horton
overland flow (HOF), topographic wetness index (TWI) and
subsurface flow contact time (C)]. The importance of
climatic and atmospheric factors (e.g. Sinokrot and Stefan,
1993) was also considered by including mean annual
precipitation, P, mean annual temperature, T, and watershed
aspect, AS, as potential predictors. Finally, we also
ssion models (Falcone et al., 2010; Falcone, 2011)

Extent Unit

Watershed km2

Watershed cm
71–2000) Site °C
expressed as a percentage and ranging
ing component of streamflow, usually
, 2003)

Watershed %

flow, is generated in a basin when the
e infiltration and redistribution of soil
saturated areas. These saturated areas
shallow groundwater and by routing
estimated from a watershed simulation
run throughout the conterminous USA

Watershed %

overland flow, is generated in a basin
rates. The data are estimated from a
93). The model was run throughout the

Watershed %

ural log, ‘a’ is the upslope area per unit
http://ks.water.usgs.gov/Kansas/pubs/

95 for more details

Watershed Ln (m)

act time index estimates the number of
ce zone of the basin before discharging

Watershed Days

e period 1971–2000 (Krug et al., 1989) Watershed mm/year
of low, medium and high intensity
1–24)]

Watershed %

orest, evergreen forest and mixed forest Watershed %

of low, medium and high intensity
21–24 in a buffer 100m each side of

RIPARIAN
100m

%

us forest, evergreen forest and mixed
f stream centerline)]

RIPARIAN
100m

%

Site m
Watershed %

s, 0–360) Watershed °

Hydrol. Process. 29, 2178–2195 (2015)
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considered the importance of shading to the stream from the
riparian area and the influence of land cover type (LeBlanc
et al., 1997; Moore et al., 2005; Allen et al., 2007;
Richardson and Danehy, 2007; Booth et al., 2014) by
including the percent urban (UR, UR1) and forested (F, F1)
in the basin and riparian area of the main channel in the
analysis (Table III). The full description of these variables
can be obtained from the original sources (Falcone et al.,
2010; Falcone, 2011).
We used stepwise linear regression to find the best

models, considering 17 independent variables (Table III).
The models were selected to maximize the predictive power
(R2). A variable was kept in the final model if it significantly
improved its predicting power (p< 0.05). The number of
variables in each model was limited to a maximum of six to
avoid over parameterization. This approach was also taken
by others using a similar set of independent variables
(Roman et al., 2012). Multicolinearity was assessed by
computing the variance inflation factor (VIF) (Marquard,
1970). AVIF greater than ten was considered indicative of a
serious multicolinearity problem. We assessed the distribu-
tion of residuals to ensure their independence and normal
distribution by visual inspection of histograms and Normal
Q-Q plots (i.e. plot of the residual quantiles vs theoretical
quantiles from a normal distribution) together with the
normality test proposed by Shapiro–Wilk test (Shapiro and
Wilk, 1965). This test evaluated the null hypothesis that a
sample (in or case the residuals of the regression model)
came from a normally distributed population.

Seasonal thermal sensitivity

The slope, m, of the linear relation between ta and ts is
often interpreted as a measure of thermal sensitivity
(Kelleher et al., 2012; Mayer, 2012). We computed this
parameter for the spring, summer and fall seasons
independently, on the basis of weekly temperature data.
The historical time series were built on the basis of 7-day
mean values derived from theU.S.Geological Survey stream
Figure 3. Examples of the linear model (LM) and logistic operating mod
temperatures at five U.S. Geological Survey (USGS) sites: #01193500 (Salm
English Center, PA), #14159200 (SO FK McKenzie River Abv Cougar Lake

08086290 (Big Sa

Copyright © 2014 John Wiley & Sons, Ltd.
water temperature daily data and from daily air temperature
data from the Daymet data (Thornton et al., 2012). We
decided to use 7-day mean values rather than monthly data
because the time series from the monthly series per season
would in many cases include less than five ta–ts pairs. In
addition, 7-day mean data captures more variability whilst
still providing strong statistical information regarding the
linear relation (Stefan and Preudhomme, 1993; Erickson
and Stefan, 1996; Pilgrim, et al., 1998; Kelleher, et al.,
2012). Spring was defined as weeks 10–22 of a calendar
year (5 March to 14 June), summer between weeks 23–35
(5 June to 1 September) and fall defined as between weeks
36 and 48 (2 September to 1 December). We investigated
the relationships between thermal sensitivity and basin
characteristics (Table III) for each season to establish the
existence of temporal basin controls. In addition, we
evaluated the controls of drainage area, precipitation,
discharge, base flow index, forest cover, elevation and
mean basin slope, on spring, summer and fall mean ts
temperatures. We considered the use of the weekly data to
develop the regional model to predict the linear relation
between air and stream temperature; however, we found that
the predicting power was weaker than using the monthly
data, and therefore, we only present monthly data here.
RESULTS AND DISCUSSION

Relationships between monthly air and stream water
temperatures

Figure 3 presents examples of the LM and LOM fits at
five sites across the CONUS including monthly (ta, ts)
pairs over the complete range of temperature observa-
tions. The R2 values in these five cases were greater than
0.93 for all models. These sites are representative
examples of the results in all basins considered. The
range of best fitted parameters for the LOM and LM is
summarized in Table IV. The parameters of the logistic fit
el (LOM) fits to describe the relation between air (ta) and stream (ts)
on River near East Hampton, CT), #01549500 (Blockhouse Creek near
near Rainbow, OR), # 07083000 (Halfmoon Creek near Malta, CO) and #
ndy Creek, TX)

Hydrol. Process. 29, 2178–2195 (2015)



Table IV. Mean and standard deviation of coefficient of
determination (R2) and best fitted parameter ranges for the linear
(LM) and logistic model (LOM) to monthly time series

Variable
LM

(n= 171)
LOM

(n= 171)
LM (n= 158),
ta> 0°°C

R2 0.94 ± 0.05 0.96 ± 0.04 0.94 ± 0.06
Slope, m 0.76 ± 0.18 — 0.8 ± 0.19
Intercept, b 2.5 ± 1.7 — 1.88 ± 1.6
α — 30.2 ± 10.2 —
β — 15.8 ± 5.6 —
γ — 0.15 ± 0.05 —
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were within the tested range at 165 sites (96%). The
best fitted values of α (maximum monthly tempera-
ture) for five sites were equal to the upper tested value
(51 °C). Further increment of the tested range
indicated that the stream water temperatures at these
sites had no tendency to become constant in the upper
range. Similarly, the best fitted β (temperature in the
inflection point) for one site was equal to the upper
tested value of 30 °C, indicating that the data did not
have an inflection.
The mean R2 by all models was greater than 0.94

(Table V; Figure 4). The mean R2 for the LM fits was
Table V. Percentage of the variance explained by the independent va
linear model (LM) (slope, m and intercept, b, Equations (2)–(5)), (B
stream temperature (ts)

Copyright © 2014 John Wiley & Sons, Ltd.
significantly smaller than the R2 of the LOM (p< 0.0001).
The LOM fits were superior to the LM at 132 sites (77% of
the total sites used). The differences betweenR2 values were
up to 25% (Figure 4). However, at most sites (90%), the
difference between R2 values was less than 4.5%. The sites
with differences greater than 4.5% were characterized by
having a significant number of ta observations less than 0 °C
(20–52% of the observations). These 16 sites are located at
latitudes above 41°N in Iowa (IA), Maine (ME), Michigan
(MI),Minnesota (MN),Montana (MT),NorthDakota (ND),
Pennsylvania (PA), Wisconsin (WI) and Wyoming
(WY). The locations of these 16 sites highlight the
advantage of the LOM to describe the relationship at
temperatures less than 0 °C. The difference between
adjusted R2 by the LM and the LOM was nonsignif-
icant (p> 0.05) excluding the aforementioned 16 sites.
Furthermore, there was no significant difference in the
fit between the LM and the LOM, considering ta> 0 °C
(p = 0.46). Given the fact that no statistical advantage
was found for the LOM model over the LM for air
temperatures greater than 0 °C, we decided to select the
model with fewer parameters (i.e. LM) and focused
only on ta> 0 °C. Under this consideration, our sample
size decreased from 171 to 158 sites, each with at least
a total 20months of temperature data. The slope of the
riable considered in predicting models for (A) the parameters of the
) the seasonal thermal sensitivity (m) and (C) the mean seasonal

Hydrol. Process. 29, 2178–2195 (2015)
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Figure 4. R2 distributions of the linear (LM) and logistic (LOM) fits to the ta–ts relation at 171 sites (panels a and b) and distribution of the difference
between the R2 yield by the two functions (panel c)
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LM (m) for these sites varied between 0.13 and 1.25
with a mean value of 0.8. The range of intercepts (b)
values varied between �4 and 8 °C with a mean of 1.9
(Table IV and Figure 5). The range of m values was
similar to those reported for sites in Oklahoma with a
mean of 0.89 (Erickson and Stefan, 1996), Minnesota
with a mean of 1.04 (Pilgrim et al., 1998) and the
Krems River in Austria with a mean of 0.69 (Webb and
Nobilis, 1997). No clear spatial pattern in the
distributions of m and b was found (Figure 5).
However, there was a strong inverse correlation
between them (R2 = 0.35, p< 0.00001). This relation
has also been observed by others (O’Driscoll and
DeWalle, 2006; Ducharne, 2008) and indicates that
stream water temperature tends to increase faster with
increasing air temperature in sites with the lower intercept.
This could be an expression of the buffering effect of
groundwater contributions that may decrease the rates
of ts change with ta (i.e. lower slope). More details on
this topic are discussed in the succeeding texts.

Regional model to estimate m and b parameters

We considered hydrologic, land cover and physio-
graphic variables as potential predictors of the slope (m)
and intercept (b) of the LM between ta and ts (Table III).
Simple models using only one predictor variable were
insufficient to describe the observed variability in the
values of m and b. R2 values of the simple relations
between variables in Table III and m and b were
between 0.04 and 0.25. Therefore, we used stepwise
multiple linear regressions to find stronger models,
considering multiple independent variables simulta-
neously. Our analysis indicated that 5 out of the 17
Copyright © 2014 John Wiley & Sons, Ltd.
variables considered explained a statistically significant
(R2 = 0.54, p< 0.05) portion of the variance in m:

m ¼ 0:055 ln DAð Þ � 0:004BF � 0:047 ln Hð Þ
� 0:001 Pð Þ þ 0:002F1þ 0:993 (2)

where DA is drainage area, BF is base flow index, H is the
elevation at the site,P ismean annual basin precipitation and
F1 is forested cover in the 100m buffer from the main
channel (Figure 6). The mean percent difference between
observed and modelled slope (m) was less than 10% at 93
sites (59%) and less than 25% at 134 sites (85%). The
distribution of residuals is random, independent and
reasonably close to a normal distribution as confirmed by
visual inspection (i.e. histograms and probability plots)
(Figure 6) and according to the Shapiro–Wilk test
(p> 0.05). In addition, none of the variables included in
the model had indication of multicolineary issues (VIF
scores were all less than 3).
Drainage area and BF together explained 45% of the m

variance (Table V). The relationship between m and DA
was positive, indicating that larger catchments tend to
have steeper relations (i.e. higher m). A positive
relationship between basin size (either drainage area or
stream order) and m was also reported in other studies
such as 57 streams in Pennsylvania (Kelleher et al.,
2012), 183 sites in Idaho (Donato, 2002) and 88 sites in
France (Ducharne, 2008). Kelleher et al. (2012) argued
that the positive relation is the result of higher heat
accumulation through the stream network for large basins.
Whereas Ducharne (2008) believes that the dependence
observed between stream order and the m and b results
from the convergence of water temperature towards
Hydrol. Process. 29, 2178–2195 (2015)



Figure 5. Spatial distribution of the parameters of the linear model (LM) between monthly ta and ts at 158 reference sites

a)
b)

c)

Figure 6. (Panel a) Observed and predicted slope (m), (panel b) distribution of the difference between observed and predicted m and (panel c) probability
plot of the residuals at 158 reference sites
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equilibrium temperature as water flows downstream. The
relevance of DA as predictor of hydrologic behaviour is
well recognized at multiple scales (Gupta et al., 1994;
Vogel and Sankarasubramanian, 2000; Furey and Gupta,
2005; Segura and Pitlick, 2010; Segura et al., 2012;
Segura et al., 2013). Further process-based research is
lacking to understand the mechanistic relations between ts
nd DA. The relationship between m with BF was
negative and indicated that as the proportion of
groundwater influence increases, the slope of the
relation between ta and ts decreases. This is probably
an expression of the cooling effect of groundwater
during summer by groundwater influx. This buffering
effect of groundwater on stream temperature has also
been reported by others (Erickson and Stefan, 2000;
Younus et al., 2000; Story et al., 2003; O’Driscoll and
DeWalle, 2006; Tague et al., 2007; Kelleher et al.,
2012; Mayer, 2012). Elevation (H), precipitation (P)
and forested cover in the riparian area (F1) each
explained less than 5% of m variance (Table V) but
were still significant (p< 0.05).
A model to predict the intercept (b) of the LM

including all sites simultaneously yielded a poor
performance (R2 = 0.14, p = 0.01). The independent
variables of this model are F1 that explained 7.4% of
the variance, DA that explained 4.8% and Horton
overland flow (HOF) that explained 3% of the intercept
variance (Table V). The relationships between b and F1
and b and DA are both negative, indicating that b tends
to decrease with increasing basin size and percent
forest cover. This last relation is an expression of the
cooling effect of shading from riparian vegetation. A
significant negative relation between stream size and b
has also been reported for other sites (Ducharne, 2008).
a)

Figure 7. (Panel a) Observed and predicted intercept (b), (panel b) distrib
probability plot of the residu

Copyright © 2014 John Wiley & Sons, Ltd.
Given that the model to predict b including all sites
was weak, we investigated alternative models by
considering three altitude ranges (R2 = 0.25–0.47,
p = 0.001–0.006, Figure 7 and Table V):

H > 970m : b ¼ �0:006Qþ 3:85 (3)

200m < H < 970m b ¼ �0:27 ln DAð Þ þ 0:08HOF

þ 0:003C þ 0:02F þ 5:05

(4)

H < 200m b ¼ �0:62 ln DAð Þ � 0:24T þ 0:15HOF

� 0:06U1þ 0:04F1þ 9:8 (5)

where Q is the mean annual discharge, C is the contact
time, F is the percentage forest cover in the basin and
T is the annual mean air temperature at the site. The
absolute errors for the intercept were less than 1 °C for
63% of the sites and less than 2 °C for 90% of the sites. As
in the case of the model for the slope, the distribution of
residuals in the intercept model is random, independent
and normally distributed (Figure 7). The Shapiro–Wilk
test yielded p-values >0.05. In addition, none of the
variables included in the model had VIF scores greater
than 3, indicating no multicollinearly issues in the final
models.
For catchments greater than 970m in elevation, a

simple regression model based on Q was sufficient
(Equation (3)). According to the model, b decreases as
discharge increases. This is probably a reflection of
increasing heat capacity with increasing discharge and
decreased residence time reported by others (Webb et al.,
2008; Mayer, 2012).
b)

c)

ution of the difference between observed and predicted b and (panel c)
als at 158 reference sites
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For catchments between 200 and 970m in elevation,
the predicting model for b has four dependent variables.
Percent Horton overland flow (HOF) explained the
largest proportion of the intercept variance (9%). The
b-HOF relation was positive, likely an expression of
cooler water temperatures from water delivered to streams
over surface flow paths as supposed to warmer water
temperatures delivered via groundwater flow. This would
be particularly true during the winter months because
groundwater inputs to streams can be significantly
warmer than surface water. However, this interpretation
would not apply for the summer months in which
groundwater could provide cooler water sources to
streams. In the absence of seasonal estimates of HOF, it
is not feasible to investigate this issue further. Percentage
of forest in the basin (F) explained 8% of the intercept
variance. This relation indicated that the location of the
ta–ts relation with respect to the y-axis decreased with
increasing forest cover (i.e. the shading effect). Drainage
area explained 7% of the variance. This relation is
negative and indicates that small basins tend to have larger
intercepts, probably because a larger proportion of the
stream flow is influenced by groundwater as opposed to
water inputs from upstream. This was partially confirmed
by the negative correlation between b and contact time (C),
which explained 5% of the intercept variance.
The model derived to predict the intercept at sites less

than 200m had five variables. Forest cover in the riparian
area (F1) was the strongest dependent variable in this
model, explaining 14.4% of the variance. This relation-
ship was negative, indicating that the higher the percent
forest cover in the riparian area, the lower the intercept in
the ta–ts relation (i.e. shading effect). Mean annual air
temperature (T) also explained a significant proportion of
the intercept variance (13.7%). The T-b relation was
negative, indicating that the lower the annual mean air
temperature, the higher the intercept of the relation. This
relationship could be explained by the fact that T and H
were inversely correlated (R2 = 0.33 p< 0.00001). As in
the case for sites located between 200 and 970m in
elevation, b decreased with increased DA, which
explained 10.4% of the intercept variance. The percent
of urban cover in the riparian area explained 8% of the
variance and indicated a negative relation. We
interpreted this in light of the positive relation between
HOF and b. We argue that as the percentage of area with
limited infi l t rat ion capacity increases in the
riparian area, the temperature in the stream decreases
because of the associated increase in surface dominated
runoff (i.e. HOF), which introduces cooler water to
streams than does the base flow condition. As mentioned
before, seasonal estimates of these variables (e.g. HOF)
would enhance our understanding of the relation between
them and the LM parameters.
Copyright © 2014 John Wiley & Sons, Ltd.
Even though the model to predict b (Equations (3)–(5))
is weaker (R2 = 0.25–0.47) than the model to predict m
(R2 = 0.54, Equation (2)), the sensitivity of the ta–ts fit to
deviations in m is more significant than to deviations in b.
Figure 8 presents the mean variation in the Nash–Sutcliffe
(NS) coefficient (Nash and Sutcliffe, 1970) and mean
standard error with deviations in m and b between 0% and
25% and 0 and 1.6 °C, respectively. These ranges of
deviation included 85% of the distributions of the
difference between observed and predicted m and b
depicted in panel b (Figures 6 and 7).

Model validation and application

The performance of the model in predicting stream
water temperature greater than 0 °C was evaluated with
the NS coefficient and the R2. The ability of the LM to
predict the stream water temperature time series at each
site on the basis of their local ta–ts relationship yielded a
mean value of 0.94. In contrast, the mean NS attained by
computing the LM parameters (m and b), using the
regional model (Equations (2)–(5)) yielded a mean NS of
0.79 (Figure 9). The mean difference between these NS
values is 0.15. Even though the NS values for the
modelled time series of stream temperature were lower
than those on the basis of site-specific observations, 80%
of all sites reported a modelled NS greater than 0.8. The
difference between NS of observed and modelled stream
temperatures is greater than 25% at 16 sites located across
CA (three sites), OR (two sites), WA (three sites), WI
(three sites), CO (one site), NC (two sites), FL (one site)
and NV (one site, Figure 10). Thirteen of these sites have
a difference between observed and predicted slope >25%.
However, at seven sites, the predicted NS is greater than
0.5. In the majority of these sites (10 out of 13), the slope
Hydrol. Process. 29, 2178–2195 (2015)



Figure 9. Histograms of observed and predicted Nash–Sutcliffe (NS)
coefficients of the fits of stream temperature (ts). The left panel presents
the observed NS attained considering the linear site relations (i.e. local m
and b). The right panel presents the modelled NS archived using the

multiple linear regression model (Equations (2)–(5))

Figure 10. Sites for which the difference between observed (NSo) and
predicted (NSp) Nash–Sutcliffe is greater than 25%
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of the linear ta–ts relation is over predicted. No spatial
pattern was depicted for these sites. However, the sites
tend to be located in western states and have relatively
low DA (26–1525 km2, Figure 10).
For independent validation, the model described by

Equations (2)–(5) was applied to compute the slope and
intercept (with ta> 0 °C) at 89 nonreference sites
(Figure 2) across the USA, on the basis solely of basin
characteristics (DA, P, T, BF, Q, HOF, C, F, F1, U1 and
H). These predicted values of m and b were then used to
compute the ts time series. The comparison between
observations and the predictions yielded a mean NS of
0.46, with 61% of the sites having NS> 0.7. This
indicated that the model derived for reference sites can
also be used for nonreference sites. This application
provided an approximation of the relation between air and
stream water temperature anywhere in the CONUS where
stream temperature data are not available.
Even though the model developed in this study has

large uncertainties, particularly with respect to the
intercept, we believe it provides a coarse planning tool
that could eventually be used to model climate change
impacts in rivers and streams across the USA. The
underlying assumption in doing so would be that the
historic relation between air and stream temperature
holds in the future. We used this assumption of time
persistence relation between ts and ta to investigate
climate change impacts in ts in 61 streams of the
southeast region of the USA and found that most sites
experienced increases in historic (1961–2010) mean
annual ts of 0.1 °C per decade, although all sites were
projected to experience increases in future (2011–2060)
ts of 0.41 °C per decade (Caldwell et al., 2014). The
aforementioned assumption of static behaviour is
Copyright © 2014 John Wiley & Sons, Ltd.
analogous to the assumptions made to derive some of
the most widely used bias corrected climate projections
(Wood et al., 2004; Meehl et al., 2007). In fact, such
bias corrected projections have been recently used as
climatic inputs of complex process-based models to
predict ts temperature (Wu et al., 2012; Ficklin et al.,
2013; van Vliet et al., 2013).

Seasonal thermal sensitivity (m)

Thermal sensitivity has been defined as the slope (m) of
the stream–air temperature relationship (Kelleher et al.,
2012; Mayer, 2012). We analysed the temporal pattern of
thermal sensitivity on the basis of weekly data by
computing m (i.e. slope of the linear relation between ta
Hydrol. Process. 29, 2178–2195 (2015)
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and ts) for three seasons (spring, summer and fall)
independently. This analysis also provided information
regarding hysteresis in the ta–ts relationship. The seasonal
linear relations between ts and ta yielded a mean R2

between 0.67 and 0.92 (Figure 11). These fits included
sites with at least 40 weekly observations per season
excluding ta values less than 0 °C. The model fits were
stronger for fall (R2 = 0.92 ± 0.04) and weaker for summer
(R2 = 0.67 ± 0.15; Figure 11). Examples of the seasonal
linear fits for the five sites are presented in Figure 12. We
found that the mean thermal sensitivity varied between
0.63 ± 0.22 and 0.74 ± 0.22 across all seasons (Figure 11).
Thermal sensitivity for the spring season was significantly
lower than for the other two seasons (Tukey Kramer
HSD, p = 0.002–0.02, Figure 11). Lower thermal sensi-
tivities have been observed for the summer compared
with annual time series in the Pacific Northwest (Mayer,
2012). However, a direct comparison with the results by
Mayer (2012) is not possible because he did not analyse
any other seasons. This difference in the slope of the
relationship between ta and ts for different seasons
illustrates the hysteresis that has been reported before
(Mohseni et al., 1998; Mantua et al., 2010). Thermal
sensitivity (m) is significantly lower (p< 0.05) for the
spring than for the fall in 73% of the sites.
Six out of the 17 dependent variables considered in this

study (Table III) were found to be significant predictors of
the seasonal thermal sensitivity, m (Table V). Multiple
regression models (not shown here for brevity) yield R2

values between 0.17 and 0.60 (Table V). As for the case
of the model derived to predict monthly thermal
Figure 11. Distribution of the slope and R2 for the linear fits between ta
and ts for three seasons at all reference sites (panels a and b). Panel c
presents the distributions of the mean stream temperature (ts) for each of

the three seasons considered

Copyright © 2014 John Wiley & Sons, Ltd.
sensitivity (Equation (2)), we found that DA explained a
significant proportion (3–17%) of the variability in
thermal sensitivity for all seasons. The cooling effect of
groundwater (i.e. BF) on thermal sensitivity was only
evident for the spring and fall seasons, explaining 5% and
21% of the variance, respectively. Even though the
cooling effect of groundwater was not evident in the
summer thermal sensitivity, we found that it explained a
significant proportion of the variance in mean summer ts
(refer to the succeeding texts). Mean basin slope (S)
explains 54% of the variance for the spring season m.
This relationship is likely related to the shorter residence
time of water in steep catchments (refer to the succeeding
texts). Other variables (H, P and Q) were also
significantly correlated but explained less than 5% of
the terminal sensitivity variance (Table V).
Mean seasonal stream water temperature (ts) varied

between 10.3 ± 4.9 °C for spring and 18.6 ± 5.5 °C for
summer (Figure 11). We used multiple regression to
investigate the effect of air temperature (T), ground-
water (BF), discharge (Q), precipitation (P), drainage
area (DA), topographic setting (S and H) and forest
cover (F and F1) on seasonal mean ts. We did not
include all 17 variables available in Table III because
our objective here was to find mechanistic relations
rather than to predict the mean seasonal ts. We found
very strong R2 values (0.85–0.92) for the three seasonal
multivariate models (Table V). These models included
all of the variables considered except for P. In all
three models, the atmospheric conditions (T) and
topographic setting (S) explained a large portion of the
variance (5–78%). Not surprisingly, T was a strong
predictor of ta explaining between 22% and 78% of its
variance. This relationship has been long established
(Stefan and Preudhomme, 1993; Webb and Nobilis,
1997; Caissie et al., 1998; Donato, 2002; Ducharne,
2008; Webb et al., 2008). Thus, we decided to
investigate separately the effects of the other potential
controllers and found slightly weaker models
(R2 = 0.63–0.82) for which six variables explained
most of the ts variance: S, BF, H, Q, DA and P. The
first four are inversely related to ts, whereas DA and P
are positively related. Other studies have found the
strong predicting power of S, H and DA on mean
annual ts (Donato, 2002) and of BF on mean August
temperatures (Mayer, 2012). An interpretation for the
negative correlation between ts and S and H is because
surface water in steeper sub basins, typically located
at higher elevations (H and S are correlated, R2 = 0.18,
p< 0.0001), have shorter residence time to gain heat
from their surroundings and, thus, tend to stay cooler
(Donato, 2002). This would particularly be the case
for the mean summer temperatures for which slope
explained 54% of the variance (Table V). Other studies
Hydrol. Process. 29, 2178–2195 (2015)



Figure 12. Examples of the linear model (LM) fitted to seasonal 7-day mean values of air (ta) and stream (ts) at five U.S. Geological Survey (USGS)
sites: #07191222 (Beaty Creek near Jay, OK), #10336580 (Upper Truckee Rv at S Upper Truckee Rd near Meyers, CA), #11274790 (Tuolumne R A
Grand Canyon of Tuolumne Ab Hetch Hetchy, CA), #12209000 (SF Nooksack River near Wickersham, WA) and # 12354000 (St Regis River near St

Regis, MT). Green, red and blue markers are spring, summer and fall, respectively
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have documented the cooling effect of groundwater on
mean stream temperature (i.e. BF inversely related to ts).
A study over a 266 km river reach in France found a
significant cooling effect of groundwater during August
(Moatar and Gailhard, 2006). Another study found that
groundwater explained the summer stream temperature
variations in two small British Columbia catchments
(Story et al., 2003). Like others, we found that larger
catchments tend to have higher ts (Donato, 2002; Mayer,
2012). Finally, the increasing heat capacity and travel
times in basins with higher flows could explain the
negative correlation between Q and ts (Webb et al.,
2008). Mean annual precipitation (P) is positively
related to mean ts in the spring and fall seasons but
explains less than 1.5% of the variance.
CONCLUSIONS

We developed an empirical model to predict stream water
temperature across the CONUS on the basis of air
temperature and basin characteristics. Multiple linear
regression models were formulated to predict the slope
(m) and intercept (b) of the linear relationship between air
and stream water temperature for air temperatures greater
than 0°. The predicting variables of m include drainage
area, base flow index, precipitation, elevation and percent
forest cover in the riparian area. The formulated equations
to predict b were derived considering three altitudinal
ranges for which the main predictors are drainage area,
mean annual air temperature and discharge and basin and
riparian forest cover percentages. We conclude that the
model developed in this study can provide a robust
Copyright © 2014 John Wiley & Sons, Ltd.
approximation of historic time series of stream water
temperature anywhere in the USA. In addition, the model
can potentially be used to examine general patterns of
stream water temperatures at a large scale under future
climate scenarios.
Our seasonal thermal sensitivity analysis not only

highlighted hysteresis in air–water temperature relationship
(i.e. mean spring water temperature is lower than mean fall
water temperature) but also the strong control that some
watershed characteristics such as drainage area, topography,
vegetation cover and hydrogeological settings have on both
seasonal thermal sensitivity and mean seasonal stream
temperatures. We conclude that specific watershed charac-
teristics identified in this study must be considered in
assessing the impacts of climate change on stream
temperature across the USA. Therefore, watershed man-
agement strategies should be designed to fit local watershed
conditions to be most effective to protect aquatic resources
under a changing climate.
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