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ABSTRACT

Model studies of two-dimensional, time-dependent, wind-forced, stratified downwelling circulation on the
continental shelf have shown that the near-bottom offshore flow can develop time- and space-dependent fluc-
tuations involving spatially periodic separation and reattachment of the bottom boundary layer and accompanying
recirculation cells. Based primarily on the observation that the potential vorticity P, initially less than zero
everywhere, is positive in the region of the fluctuations, this behavior was identified as finite amplitude slantwise
convection resulting from a symmetric instability. To further support that identification, a direct stability analysis
of the forced, time-dependent, downwelling circulation would be useful, but is difficult because the instabilities
develop as an integral part of the evolving flow field. The objectives of the present study are 1) to examine the
linear stability of a near-bottom oceanic flow over sloping topography with conditions dynamically similar to
those in the downwelling circulation and 2) to establish a link between the instabilities observed in the wind-
forced downwelling problem and the results of recent theoretical studies of bottom boundary layer behavior in
stratified oceanic flows over sloping topography. These objectives are addressed by investigating the two-
dimensional linear stability and the nonlinear behavior of the steady, inviscid, ‘‘arrested Ekman layer’’ solution
produced by transient downwelling in one-dimensional models of stratified flow adjustment over a sloping bottom.
A linear stability analysis shows that this solution is unstable to symmetric instabilities and confirms that a
necessary condition for instability is P . 0 in the bottom layer. Numerical experiments show that the unstable,
time-dependent, nonlinear behavior in the boundary layer involves the formation of slantwise circulation cells
with characteristics similar to those found in the wind-forced downwelling circulation and the development of
weak stable stratifiction close to that corresponding to marginally stable conditions with P 5 0.

1. Introduction

The time-dependent response of a stratified coastal
ocean initially at rest to constant downwelling-favorable
alongshore wind stress was studied in Allen and New-
berger (1996). The Blumberg–Mellor (1987), hydro-
static, primitive equation model was utilized for nu-
merical experiments in an idealized two-dimensional sit-
uation that included spatial variations across-shelf and
with depth, but assumed uniformity alongshore. Bottom
topography typical of the continental shelf and slope
from the Oregon coast was used. The results show new
behavior of downwelling flow fields including the for-
mation of downwelling fronts and the development of
time- and space-dependent variability in the near-bottom
offshore flow. Of interest here is the latter feature in
which the across-shelf circulation near the bottom is
characterized by time- and space-dependent fluctuations
involving spatially periodic separation and reattachment
of the bottom boundary layer and accompanying recir-

Corresponding author address: Dr. John S. Allen, College of
Oceanographic and Atmospheric Sciences, Oregon State University,
104 Ocean Admin. Bldg., Corvallis, OR 97331-5503.
E-mail: jallen@oce.orst.edu

culation cells. Typical spatial scales of these fluctuations
are 3–5 km in the horizontal and 20–70 m in the vertical.
In addition, a general tendency for the fluctuations to
propagate onshore at a rate of about 1–3 km/day is
found.

The behavior of the near-bottom flow was identified
in Allen and Newberger (1996) as finite amplitude slant-
wise convection resulting from a hydrostatic symmetric
instability. That conclusion was based primarily on the
fact that the potential vorticity P, which was negative
everywhere initially, became positive in the region of
these fluctuations. Geostrophically balanced, steady
flows in an unbounded region with stable stratification
are unstable to two-dimensional inviscid perturbations
if the potential vorticity P . 0 (Ooyama 1966; Hoskins
1974; Bennetts and Hoskins 1979). [Note that the def-
inition of P in Allen and Newberger (1996) reverses
the sign of the potential vorticity in the condition for
instability compared to the sign in the above references.]
These so-called symmetric instabilities involve a com-
bination of the mechanisms responsible for inertial in-
stability in a rotating unstratified flow and for convective
instability in a stratified nonrotating flow (Emanuel
1994). A relevant point concerning the downwelling
circulation is that symmetric instabilities can develop
in rotating, stratified flow situations stable to both pure
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inertial instability or pure convective instability. Thus,
as the across-shelf flow under downwelling conditions
attempts to push lower density fluid under higher density
fluid, symmetric instabilities can develop before the
flow becomes convectively unstable, that is, before the
vertical density gradient becomes positive. Additional
features of the time- and space-dependent fluctuations
in the downwelling experiments in Allen and Newberger
that support the identification of the behavior as due to
finite amplitude symmetric instabilities [alternatively
called slantwise convection, Emanuel (1994)] are the
observations that the streamlines in the flow in the bot-
tom layer are dominantly aligned slantwise along the
direction of the density surfaces and that a major part
of the process is governed by inviscid dynamics.

The necessary condition for symmetric instability of
positive potential vorticity, appealed to in Allen and
Newberger (1996), is readily derived for inviscid per-
turbations of an unbounded, steady, geostrophically bal-
anced flow (e.g., Bennetts and Hoskins 1979). The anal-
ysis by Ooyama (1966), which establishes a sufficient
condition for instability in a baroclinic circular vortex,
helps support application of that condition locally. It
would be desirable, nevertheless, to be able to appeal
to a stability analysis directly applicable to the particular
downwelling flow field of interest. Efforts to formulate
a stability problem relevant to the steadily forced down-
welling circulation are frustrated by the fact that the
instabilities develop as an integral part of the time-de-
pendent evolution of the total flow field. In other words,
for that case a basic-state flow that satisfies the equations
and is appropriate for a stability analysis is not readily
identifiable.

The objectives of the present study are twofold. The
first is to formulate and examine the stability of an ide-
alized near-bottom flow with conditions dynamically
similar to those in the downwelling circulation. The
second is to establish a link between the symmetric
instabilities observed in the wind-forced downwelling
problem and the results of recent theoretical studies of
bottom boundary layer behavior in stratified oceanic
flows over sloping topography (Trowbridge and Lentz
1991; MacCready and Rhines 1993; Garrett et al. 1993).
To accomplish these objectives we focus on a concep-
tually important result arrived at by both Trowbridge
and Lentz (1991) and MacCready and Rhines (1993).
In particular, in one-dimensional stratified flow prob-
lems, that is, with velocity variations only in the direc-
tion normal to the slope, they investigated the time-
dependent adjustment of an initially uniform, geostroph-
ically balanced alongshore velocity to the bottom
boundary condition of no-slip. Cases where the resultant
Ekman transport was either upslope (upwelling) or
downslope (downwelling) were examined. In the down-
welling case of interest here, it is found that the com-
bination of downslope Ekman transport and density
mixing processes result in a boundary layer, character-
ized by uniform well-mixed density normal to the sur-

face, increasing in height with time. The boundary layer
stops growing and the flow equilibrates when the height
of the boundary layer is large enough that the geo-
strophically balanced vertical shear, associated through
the thermal wind balance with the resulting alongslope
gradients of density, can adjust the interior velocity to
a zero value at the bottom boundary. This results in a
‘‘shutdown’’ of the frictionally related Ekman transport
(MacCready and Rhines 1993). The equilibrated flow
is in inviscid geostrophic balance and has been de-
scribed as evolving from an ‘‘arrested Ekman layer’’
(Garrett et al. 1993). We note that a dynamically similar
equilibrated flow occurs [as a result of modeling ap-
proximations similar to those in Trowbridge and Lentz
(1991)] in a problem considered recently by Chapman
and Lentz (1997) for the steady, spatially dependent
adjustment of an alongslope current over sloping to-
pography.

It seems that an investigation of the stability prop-
erties of the arrested Ekman layer equilibrium solution
produced by transient downwelling would be highly de-
sirable in any case, but especially so in light of the
results from the wind-forced downwelling experiments
in Allen and Newberger (1996). The arrested Ekman
layer equilibrium flow is steady, inviscid, and geo-
strophically balanced and thus provides a reasonable
basic state for a stability analysis. We pursue that sta-
bility analysis here.

An outline of the paper is as follows. The two-di-
mensional inviscid, linear stability problem for the ar-
rested Ekman layer geostrophic equilibrium solution is
formulated in section 2 and solved in section 3. (The
linear stability of a related basic-state flow with a some-
what different structure is examined in appendix A and
the alteration of the results of the linear stability analysis
by the inclusion of weak dissipative effects is addressed
in appendix B.) The resulting finite amplitude behavior
is studied with numerical experiments in section 4. A
summary of the conclusions is given in section 5. It will
be shown that the equilibrium solution is unstable to
symmetric instabilities. It will also be shown that at
finite amplitude the near-bottom flow develops time- and
space-dependent fluctuations involving the formation of
slantwise circulation cells with streamlines aligned dom-
inantly along density surfaces that are similar to the
across-shelf circulation patterns found in the down-
welling experiments in Allen and Newberger (1996).

2. Formulation

We consider rotating, stratified fluid motion on an f
plane governed by the hydrostatic primitive equations.
The equations in Cartesian coordinates (x, y, z) for in-
viscid, two-dimensional (]/]y 5 0) flow are
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u 1 w 5 0, (2.1a)x z

Du
2 f y 5 2p /r , (2.1b)x 0Dt

Dy
1 f u 5 0, (2.1c)

Dt

0 5 2p 2 rg, (2.1d)z

Dr
5 0, (2.1e)

Dt

where x 5 (x, y, z), the velocity u 5 (u, y , w),

D ]
5 1 u ·= , (2.2)1 2Dt ]t

and where p is the pressure, t is time, subscripts (x, y,
z, t) denote partial differentiation, f is the constant Cor-
iolis parameter, and g is the acceleration of gravity. The
total density rT 5 r0 1 r, where r0 is a constant ref-
erence density. We assume f . 0.

The y-momentum equation (2.1c) implies the con-
servation of absolute momentum M on fluid particles,

DM
5 0, (2.3)

Dt

where

M 5 y 1 fx. (2.4)

In addition, (2.1) imply the conservation of potential
vorticity II on fluid particles,

DP
5 0, (2.5)

Dt

where

P 5 ( f 1 y )r 2 y r , (2.6a)x z z x

5 J(M, r), (2.6b)

and where the operator J(a, b) 5 axbz 2 azbx is the
Jacobian.

The x-momentum equation (2.1b) may be written as

Du
5 f (M 2 M ), (2.7)gDt

where

Mg 5 V 1 fx, V 5 2px/( fr0). (2.8a,b)

Equation (2.7) may be utilized, together with (2.3), as
the basis for parcel displacement arguments to establish
the condition ]Mg/]x , 0 for inertial instability of the
geostrophic flow V (Emanuel 1994; Holton 1992). When
the flow is stratified and hydrostatic, with a geostrophic
velocity V in thermal wind balance with a density field
r , flow perturbations will tend to align along the density
surfaces. This suggests that, in the subsequent argu-
ments for instability, we should consider evaluation of

]Mg/]x along r surfaces (Emanuel 1994, sections 12.1–
12.3; Holton 1992, sections 7.5–9.3). As a consequence,
the possible occurrence of unstable motions, termed
symmetric instability or slantwise convection, depends
on the relative orientation of the Mg and r surfaces.
Relevant information concerning that orientation is pro-
vided by the sign of the potential vorticity P 5 J(Mg,
r). Thus, if P . 0 the flow is found to be unstable to
parcel displacements along r surfaces (Emanuel 1994;
Holton 1992). Again, we note that the definition of P
(2.6) reverses the sign of the potential vorticity in the
condition for instability compared to the sign in most
of the referenced papers where potential vorticity is de-
fined utilizing potential temperature.

To examine the stability of the arrested Ekman layer
equilibrium flow directly, we pursue a linear stability
analysis. We consider small perturbations to a basic-
state flow that comprises a steady, geostrophically bal-
anced velocity V(x, z) in the y direction in thermal wind
balance with the density field r(x, z), so that

f Vz 5 2gr x/r0. (2.9)

Thus, we assume

y 5 V(x, z) 1 y9, u 5 u9, w 5 w9,

(2.10a,b,c)

r 5 r 1 r (x, z) 1 r9, p 5 P(x, z) 1 p9,T 0

(2.10d,e)

where the primed variables are small perturbations de-
pendent on (x, z, t).

The resulting inviscid equations, with the primes on
the perturbation variables omitted, are

u 1 w 5 0 (2.11a)x z

u 2 f y 5 2p /r , (2.11b)t x 0

y 1 uV 1 wV 1 f u 5 0, (2.11c)t x z

0 5 2p 2 rg, (2.11d)z

r 1 ur 1 wr 5 0. (2.11e)t x z

As a result of the two-dimensional approximation, a
perturbation streamfunction c that satisfies (2.11a) may
be defined where

u 5 cz, w 5 2cx. (2.12a,b)

A single equation for c may be derived from (2.11)
(e.g., Bennetts and Hoskins 1979) by taking the z and
t derivations of (2.11b) to obtain

uztt 5 ( fy z 1 grx/r0)t (2.13)

and then eliminating y zt and rxt using the z derivative
of (2.11c) and the x derivative of (2.11e). The resulting
equation for c is
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c 5 2 f ( f 1 V )c 1 ( f V 2 gr /r )czztt x zz z x 0 xz

22 N c 2 c I 1 c I , (2.14)xx z x x z

where

I 5 f Vz 1 gr x/r0 (2.15a)

and

N 2(x, z) 5 2gr z/r0. (2.15b)

As a consequence of (2.9), I 5 0 and (2.14) reduces,
without restriction on the (x, z) variability of the basic-
state flow, to

2c 5 2 f ( f 1 V )c 1 2 f V c 2 N c . (2.16)zztt x zz z xz xx

We note from the right-hand side of (2.13) that, although
the basic state is geostrophically balanced (2.9), it is the
departure from geostrophic balance in the perturbation
field that drives the time variability of uz (Bennetts and
Hoskins 1979).

We consider the fluid motion in a semi-infinite region
above a uniformly sloping bottom. The bottom surface
is a plane at an angle a from the horizontal with z
coordinate given by

z 5 x tana. (2.17)

We utilize a coordinate system (x9, z9) formed by ro-
tating the axes so that z9 is perpendicular to the bottom.
The transformation of coordinates is given by

x9 5 x cosa 1 z sina, z9 5 2x sina 1 z cosa.
(2.18)

We also define dimensionless independent variables

j 5 x9 tana/d, z 5 z9/d, t̂ 5 tf, (2.19a,b,c)

where d is a length scale, defined below, corresponding
to the height of the initial inviscid boundary layer.

We assume that

tan2a K 1, (2.20)

and that the slope Burger number

S(x, z) 5 (N 2/ f 2) tan2a 5 O(1). (2.21)

After transforming (2.16) to coordinates (2.18), rewrit-
ing in terms of the dimensionless variables in (2.19),
and neglecting small terms O(tan2a) we obtain

c 5 2{[1 1 (V / f )] 1 2(V / f ) tana 1 S}czztt x z zzˆ̂

1 2[(V / f ) tana 1 S]c 2 Sc , (2.22)z jz jj

where, as shown below,

(Vz/ f ) tana 5 O(1), (Vx/ f ) 5 O(1). (2.23a,b)

We assume that, outside of a boundary layer of height
d, the basic-state flow is a uniform, depth-independent
velocity V0 with uniform stratification of constant N 2 5

. In the boundary layer we assume that the geostroph-2N0

ic basic-state flow varies only with z. Specifically, we
assume that

V 5 V(z) 5 V0 1 V9(z) (2.24a)

and

N 2 5 N 2(z) 5 2gr z/r0 5 1 N92(z), (2.24b)2N0

where V0 and are constants,2N0

V(0) 5 V 1 V9(0) 5 0, (2.25)0

2V9(z) → 0, N9 (z) → 0 for z k 1. (2.26a,b)

We assume that the basic-state flow is stably (or neu-
trally) stratified,

N 2 5 1 N92(z) $ 0.2N0 (2.27)

The boundary layer variations V9(z) and N92(z) are
specified by the geostrophic pressure function,

(z) 5 2dr 0 f V0R(z)/sina,p90 (2.28)

where R(z) is dimensionless. The scaling for the pres-
sure (z) in (2.28) is chosen so that V9 5 /(r 0 f ) 5p9 p90 0x

V0Rz. In addition, to allow for situations where the strat-
ification in the boundary layer may take on different
magnitudes, we define a dimensionless parameter g so
that N92 5 /r0 5 Rzz,2p9 2gN0 zz 0

2 2 21 21g 5 f V cos a(dN sina) 5 V sina(d f S ) ,0 0 0 0

(2.29)
2 2 2S 5 (N / f ) tan a. (2.30)0 0

It follows that

V 5 V0[1 1 Rz(z)], (2.31)

and

N 2 5 [1 2 gRzz(z)].2N0 (2.32)

Note that the dimensionless parameter g determines the
magnitude of N 2 in the boundary layer (2.32). As a
result, g (2.29) is inversely proportional to the height
of the boundary layer d, which is defined so that V
satisfies (2.25). The role of g in determining the strat-
ification in the boundary layer will be illustrated further
below.

The terms in the coefficients in (2.22) are then

(V / f ) 5 2S gR , (2.33a)x 0 zz

(V / f ) tana 5 S gR , (2.33b)z 0 zz

S 5 S [1 2 gR ], (2.33c)0 zz

and (2.22) becomes

c 5 2(1 1 S )c 1 2S c 2 S (1 2 gR )c .zztt 0 zz 0 zj 0 zz jjˆ̂

(2.34)

For the dimensionless function R(z), the conditions
(2.25), (2.26a,b), and (2.27) require, respectively,

R (z 5 0) 5 21, (2.35)z

R (z) → 0, R (z) → 0 for z k 1, (2.36a,b)z zz

and
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gRzz(z) # 1. (2.37)

To ensure the satisfaction of (2.37) we require

0 # g # 1 and Rzz(z) # 1. (2.38a,b)

We will concentrate here primarily on the case where

1 1
2 z 2 z 1 , 0 # z # 1

2 2R(z) 5 R (z) 5L 
0, 1 # z

(2.39)

so that

R 5 z 2 1, R 5 1 for 0 # z # 1, (2.40a,b)Lz Lzz

R 5 R 5 0 for 1 # z. (2.41a,b)Lz Lzz

Some of the analysis that follows holds for more general
functions R. A simple illustrative example of another
function that satisfies (2.35), (2.36a,b), and (2.38b) is

R(z) 5 RE(z) 5 exp(2z). (2.42)

The potential vorticity of the basic state specified by
(2.31) and (2.32) is

P 5 ( f 1 V )r 2 V r (2.43a)x z z x

2 2 25 ( fr /g){2[1 1 (V / f )]N 1 f (V / f ) } (2.43b)0 x x

25 2( fr /g)N [1 2 gR (z)(1 1 S )]. (2.44)0 0 zz 0

It follows that

P 5 2 fr 0 /g , 0 for z k 12N0 (2.45)

and that
21P _ 0 for gR _ (1 1 S ) , (2.46a)zz 0

21P 5 0 for gR (1 1 S ) . (2.46b)zz 0

Considering R 5 RL(z) (2.39), we find from (2.33c)
that

S 5 S0(1 2 g), 0 # z # 1, (2.47)

and from (2.44) that
2P 5 2( fr /g)N [1 2 g(1 1 S )], 0 # z # 1.0 0 0

(2.48)

The arrested Ekman layer equilibrium solution corre-
sponds to

g 5 1 (2.49)

so that there are no vertical gradients of density in the
boundary layer and

2S 5 0, P 5 ( fr /g)N S . 0, 0 # z , 1.0 0 0

(2.50a,b)

The condition of zero potential vorticity,

P 5 0, 0 # z # 1, (2.51)

occurs when

g 5 gC 5 (1 1 S0)21 (2.52)

so that, in the boundary layer,

N 2 5 5 (1 2 gC) 5 S0(1 1 S0)21. (2.53)2 2 2N N NC 0 0

In this case, the boundary layer height d (2.29) is greater
than with g 5 1, corresponding to the fact that in the
basic-state boundary layer the horizontal density gra-
dient, and thus the vertical gradient Vz, is reduced for
g 5 (1 1 S0)21 compared to g 5 1. We note that if a
modified Richardson number is defined as (Bennetts and
Hoskins 1979)

RiM 5 [1 1 (Vx/ f )]Ri, Ri 5 N 2/ , (2.54a,b)2V z

then

RiM 5 (1 2 g)(1 2 gS0)/(g2S0) (2.54c)

and P 5 0 (g 5 gC) corresponds to RiM 5 1.
It is of interest to determine the slope of the density

surfaces in the basic-state boundary layer:
2ŝ 5 (]z/]x) 5 2r /r 5 2 f V /N (2.55a)r x z z

215 2g(1 2 g) tana. (2.55b)

For, g 5 1, ŝ21 5 0, as expected, whereas for g 5 (1
1 S0)21, corresponding to P 5 0,

ŝ 5 ŝC 5 tana.212S 0 (2.56)

We point out that Allen and Newberger (1996) obtained
an approximate estimate for (]z/]x) under similar con-r

ditions with P 5 0 utilizing the assumption Vx K f.
That estimate [denoted by g and given in Eq. (6.9) there]
is not exact. It agrees with the exact result (2.56) only
asymptotically for S0 K 1 and should be replaced by
(2.56).

3. Linear stability analysis

We look for normal mode solutions of (2.34) in the
form

c 5 exp(vt 1 ikj )f (z ).ˆ̂ (3.1)

Substituting (3.1) in (2.34) we obtain
2 2(1 1 S 1 v )f 2 2ikS f 2 k S (1 2 gR )f 5 0,0 zz 0 z 0 zz

(3.2)

where we assume S0 . 0, (2.38a,b), and k $ 0. For
simplicity, we consider solutions of (3.2) in the domain

0 # z # z0, z0 k 1, (3.3)

where boundary conditions, corresponding to no normal
velocity, are

f 5 0 at z 5 0, z0. (3.4a,b)

Later we will see that the unstable solutions of (3.2) are
independent of z0 in the limit z0 → `, justifying the
use of the domain (3.3) and boundary condition (3.4b).

It may be readily shown that the eigenvalues v2 are
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real. Multiply (3.2) by the complex conjugate f* (de-
noted by an asterisk), subtract the result of multiplying
the conjugate of (3.2) by f, and integrate in z over the
domain using the boundary conditions (3.4a,b). The re-
sult is

z0

2 2(v 2 v *) f f* dz 5 0, (3.5)E z z

0

which implies

v2 5 v2*. (3.6)

If v2 . 0, the basic flow is unstable, whereas, if v2 ,
0, the perturbations consist of stable oscillations.

For further analysis of (3.2), it is useful to define

f(z) 5 exp(ikS lz)g(z), (3.7a)0

2 21l 5 (1 1 S 1 v ) , (3.7b)0

where, from (3.2), g satisfies
2 2 2 2g 1 g{k S l [2(1 1 v ) 1 gR (1 1 S 1 v )]} 5 0zz 0 zz 0

(3.8)

with boundary condition

g 5 0 at z 5 0, z0. (3.9)

Multiplying (3.8) by g, integrating in z over the domain,
and using (3.9) we obtain

z0

2 2 2 2 2k S l g [2(1 1 v ) 1 gR (1 1 S 1 v )] dz0 E zz 0

0

z0

25 g dz. (3.10)E z

0

From (3.10), it is clear that for instability (v2 . 0), it
is necessary to have

gRzz(1 1 S0 1 v2) . (1 1 v2) (3.11)

somewhere in the domain. Satisfaction of (3.11) requires
2 21 21 21gR . [(1 1 S (1 1 v ) ] . (1 1 S ) , (3.12)zz 0 0

which, from (2.44), implies for instability the necessity
of

P . 0 (3.13)

somewhere in the domain. Condition (3.13) is consistent
with the results of Ooyama (1966) and others (e.g.,
Stone 1966; Bennetts and Hoskins 1979).

We find solutions to (3.2) and (3.3) for f when R 5
RL (2.39). Some different basic-state flows are consid-
ered in appendix A. For R 5 RL,

S , 1 , z # z0 0S (1 2 gR ) 5 (3.14)0 zz 5S (1 2 g), 0 # z , 1.0

The proper matching conditions at z 5 1, resulting from
continuity in normal mass flux and in pressure, corre-

spond to continuity of f and f z (see also appendix A).
It is convenient to utilize (3.7) and solve (3.8) for g.
The matching conditions for f likewise imply conti-
nuity of g and gz at z 5 1. We look for solutions with
v2 $ 0 and assume z0 → `.

We obtain

g 5 C exp[2b (z 2 1)], 1 , z (3.15a)1 0 1
g 5 g 5 C sin(b z)/sin(b ), 0 # z # 1,2 0 2 2

(3.15b)

where
1/2 2 1/2b 5 kS l(1 1 v ) , (3.15c)1 0

1/2 2 1/2b 5 kS l[2(1 1 v )(1 2 g) 1 gS ] , (3.15d)2 0 0

and where (3.15a,b) satisfy

g (z 5 0) 5 0, g (z → `) → 0, (3.16a,b)2 1

g (z 5 1) 5 g (z 5 1). (3.17)1 2

Application of the remaining matching condition,

g1z(z 5 1) 5 g2z(z 5 1), (3.18)

gives the relation

tanb2 5 2b2/b1, (3.19)

which determines v2 5 v2(k, S0, g).
Solutions with v2 $ 0, that satisfy (3.16a,b), (3.17),

and (3.18), may be found only if

$ 0,2b2 (3.20)

that is, only if

[2(1 1 v2)(1 2 g) 1 gS0] $ 0. (3.21)

In that case, an infinite set of solutions of (3.19) exist
with

1
2 2 2 2b 5 b 5 a p , n 2 , a , n,2 2n n n1 22

n 5 1, 2, 3, · · · . (3.22)

The inequality (3.21) implies a bound for v2; that is,

v2 # 5 gS0(1 2 g)21 2 1.2vM (3.23)

From (3.23), we see that unstable solutions exist, .2vM

0, only for

g . gC 5 (1 1 S0)21, (3.24)

that is, for

P . 0, 0 , z # 1, (3.25)

consistent with (3.12) and (3.13).
The substitution of (3.15d) in (3.22) gives

2 2 2 2a p (1 1 S 1 v )n 02 2v 5 v 2 . (3.26)M 2k (1 2 g)S0

For g , 1, it follows from (3.26) that dv2/d(k2) 5 0
for v2 5 , which occurs for k2 → `. For k2 k 1,2vM
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FIG. 1. Results of the inviscid linear stability analysis obtained
from (3.30) in terms of growth rates v of the most unstable mode as
a function of wavenumber k with S0 5 0.4225 for g 5 1 and for g
5 gm 5 0.5(1 1 gC) where gC 5 (1 1 S0)21 (2.52).

2 2 2 2a p (1 1 S 1 v )n 0 M2 2v ; v 2 . (3.27)M 2k (1 2 g)S0

Thus, the largest growth rates are found for n 5 1. The
maximum squared growth rate is and v2 → for2 2v vM M

k2 → `.
For g 5 1, (3.26) gives

kS02v 5 2(1 1 S ) 1 . (3.28)0 a pn

Again, the largest growth rates occur for n 5 1. The
maximum squared growth rate v2 → ` for k → `.

We note that the maximum squared growth rate 2vM

in (3.23) may also be expressed in the form (Stone
1966),

5 ( /N 2) 2 1 5 Ri21 2 1.2 2v VM z (3.29)

Recalling the scaling (2.19c), we find that the dimen-
sional maximum growth rate scales with f [Ri21 2
1]1/2.

To find v2 5 v2(k), we rewrite (3.19) as
2 21(1 1 S 1 v ) tan u0k 5 , (3.30a)

1/2 2 1/2S [2(1 1 v )(1 2 g) 1 gS ]0 0

2 1/2[2(1 1 v )(1 2 g) 1 gS ]0u 5 2 . (3.30b)
2 1/2(1 1 v )

For v2 5 0, (3.30) gives
21 1/2(1 1 S ) tan {2[2(1 2 g) 1 gS ] }0 0k 5 k 5 .C 1/2 1/2S [2(1 2 g) 1 gS ]0 0

(3.31)

For g . gC, (3.30) implies v2 $ 0 for k $ kC. Equation
(3.30) can be solved directly for k 5 k(v2). Note that
as g approaches the critical value gC, that is, for g →
gC, kC → `, implying that the critical wavenumber for
the onset of instability is infinite.

These results are similar to those obtained by Stone
(1966, 1970) for inviscid, nongeostrophic, symmetric
instabilities in the Eady model. In particular, similar
conclusions are found there regarding the infinite critical
wavenumber kC → ` for the onset of instability as g
→ gC and also, for a given unstable basic flow with 1
. g . gC, regarding the maximum growth rate occur-
ring for k → `. These results appear to be general fea-
tures of inviscid symmetric instability problems. It was
originally thought that in the present problem the pres-
ence of the length scale d in the basic flow might result
in an inviscid stability analysis giving a finite value of
kC, but that is not the case. To find a finite critical length
scale for the onset of symmetric instability in the Eady
model, it is necessary to include weak dissipative effects
from momentum and density diffusion (Walton 1975).
The modification of the inviscid linear stability analysis
in the present problem by the introduction of weak dis-
sipative processes is addressed in appendix B.

For the arrested Ekman layer equilibrium basic flow
with g 5 1, (3.31) gives

kC 5 [(1 1 S0)/S0] tan21( ),1/22S 0 (3.32)

where v2 . 0 for k . kC and v2 → ` for k → `.
Growth rates v(k) for the most unstable mode (n 5 1),
obtained from the solution to (3.30) are plotted as a
function of k for g 5 1, S0 5 0.4225 in Fig. 1. For
comparison, the growth rate v(k) for g 5 gm 5 0.5[1
1 gC] is shown also. It is clear that the arrested Ekman
layer equilibrium basic flow with g 5 1 is linearly un-
stable to inviscid symmetric instabilities.

With f expressed as (3.7), c is

c 5 exp[vt̂ 1 ik(j 1 S0lz)]g(z). (3.33)

Thus, c has zero values along phase lines with slope

dz/dj 5 2(S0l)21 5 (1 1 S0 1 v2). (3.34)212S 0

In terms of the original (x, z) coordinates, the slope of
these phase lines is

dz/dx . 2(1 1 S0 1 v2) tana.21S 0 (3.35)

A comparison of (3.35) with (2.56) shows that for v2

K 1, S0 K 1, the streamlines of the unstable pertur-
bations have a dominant alignment along (x, z) direc-
tions with slope approximately equal to thedz/dx ø ŝ ,C

slope of the density surfaces in the basic-state boundary
layer with P 5 0. In general, the slope of the phase
lines zdz /dx z . ŝc.

4. Finite amplitude behavior

To verify the general predictions of the liner stability
analysis in section 3 and to investigate finite amplitude
nonlinear behavior, we conduct a set of numerical ex-
periments. The experiments involve two-dimensional
initial value problems with initial conditions corre-
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sponding to the basic-state flows (2.31) and (2.32) with
R 5 RL (2.39). For g 5 1, the basic-state flow corre-
sponds to the inviscid, arrested Ekman layer solution.
The Blumberg–Mellor (1987) hydrostatic primitive
equation, sigma coordinate, finite-difference model is
utilized. The model formulation is similar to that de-
scribed in Allen and Newberger (1996). It involves di-
mensional variables and includes use of potential den-
sity su in place of temperature and salinity.

With regard to previous investigations of finite am-
plitude behavior of symmetric instabilities we call at-
tention to the study of Thorpe and Rotunno (1989), who
utilize numerical experiments to investigate the nonlin-
ear evolution of atmospherically relevant flows that are
initially unstable to symmetric disturbances (see also
Miller 1984). The problems considered in those studies
differ, however, from the boundary-layer-type flows
considered here. On the other hand, the preliminary re-
sults reported in Bishop and Chen (1995), regarding the
development of two-dimensional finite amplitude sym-
metric instabilities in baroclinic atmospheric boundary
layers, are relevant to the oceanic transient adjustment
problem over bottom slope considered by MacCready
and Rhines (1993) in a one-dimensional approximation.

To clarify the dependence on dimensionless param-
eters, we record below the nonlinear equations in di-
mensionless variables. We also include a simplified rep-
resentation of the vertical diffusion terms with constant
eddy coefficients. For notational simplicity, we utilize
the same symbols as for the corresponding dimensional
variables in (2.1). The dimensionless variables are
formed using the characteristic values [L, H, f 21, V0,
(H/L)V0] for a horizontal length scale, vertical length
scale, timescale, horizontal velocity scale, and vertical
velocity scale. The pressure is scaled by pC 5 r0V0 f L.
The total dimensional density is written as rT 5 r0 1

1 r9, where dimensionless r 5 r9/rC, with rC 5r̂(z)
pC/(Hg).

In terms of dimensionless variables, the equations in
Cartesian coordinate for two-dimensional flow are

u 1 w 5 0, (4.1a)x z

u 1 Rou ·=u 2 y 5 2p 1 E u , (4.1b)t x M zz

y 1 Rou ·=y 1 u 5 E y , (4.1c)t M zz

0 5 2p 2 r, (4.1d)z

ˆr 1 Rou ·=r 1 Sw 5 E r . (4.1e)t H zz

The dimensionless parameters Ro 5 V0/( fL), Ŝ 5
H 2/( f 2L2), EM 5 KM/( fH 2), EH 5 KH/( fH 2), where2N0

5 /r0 and where KM and KH are the constant2N 2gr̂0 z

vertical turbulent kinematic viscosity and diffusivity co-
efficients respectively.

For the experiments here with initial conditions cor-
responding to (2.31), (2.32), and (2.39) with a con-2N0

stant, we further utilize the scaling of section 2 and
choose H 5 d and L 5 d/tana. It follows that

Ŝ 5 S0 5 ( / f 2) tan2a.2N0 (4.2)

In addition, in this problem the particular form of the
initial conditions results in a relationship (2.29) between
V0, , and d that implies2N0

Ro 5 V /( f L) 5 V tana /( f d) 5 gS /cosa . gS . (4.3)0 0 0 0

Thus, if the domain is large enough that the flow is
insensitive to the domain-imposed scales for L and H,
the inviscid dynamics of this problem depend on the
two parameters S0 and g. Vertical turbulent diffusion
processes add dependence on the parameters EM and EH.

The model domain is shown in Fig. 2. It consists of
a channel with a uniformly sloping bottom. The across-
channel coordinate is x (0 # x # x0). The width x0 5
60 km. The undisturbed depth is H(x). The bottom slope
is tan a 5 0.449 3 1022, which is representative of
continental shelves. The bottom has a minimum depth
Hmin 5 200 m at x 5 x0. The depth is greater than 200
m so that in these experiments the flow in the bottom
layer will be independent of the upper boundary. No-
normal flow, free-slip, and zero density flux conditions
are utilized at the sidewalls x 5 0, x0 as in Allen and
Newberger (1996). The Coriolis parameter f 5 1.036
3 1024 s21. The geometry of the domain and f are held
constant while the parameters S0 and g are varied. The
horizontal grid size is Dx 5 0.166 km. Uniform grid
spacing in the vertical s coordinate is used with 100
sigma levels, where 21 # s # 0.

Most of the salient features of the finite amplitude
flows are illustrated by a few experiments with different
values of S0 and of g. We include two sets of experi-
ments with two different submodels for the vertical tur-
bulent viscosity and diffusivity. The Richardson-num-
ber-dependent parameterization of Pacanowski and Phi-
lander (1981, designated P–P) and the Mellor–Yamada
(1982) level 2.5 submodel (designated M–Y) with mod-
ifications described in Galperin et al. (1988) are utilized
as described in Allen and Newberger (1996). The other
model parameters have the same values as in the basic
case experiment in Allen and Newberger except that
here the wind stress forcing is zero and with M–Y the
background vertical viscosity and diffusivity nM 5 nH

5 2 3 1025 m2 s21. The parameters for the experiments
are listed in Table 1. Parallel sets of experiments are
run with the P–P (experiments 1–5) and with the M–Y
(experiments 1M–5M) turbulence parameterizations.
Similar results are obtained in comparable experiments
as documented below. We choose to concentrate dis-
cussion primarily on the experiments using the simpler
P–P parameterization to emphasize that the major qual-
itative features of the results are not dependent on the
use of a more complex turbulence closure submodel.

The vertical height of the basic-state boundary layer,
utilizing (2.29), is

d (z) 5 d/cosa 5 V0 tana(g f S0)21. (4.4)

In experiments 1–5 we vary (and hence S0) and also2N0
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FIG. 2. Initial conditions for the density su and the alongshore velocity y with g 5 1 for experiment 2 ( 5 ) and for experiment 32 2N N0 BC

( 5 (4/3) ). Also shown in the right column are the su and y fields corresponding to marginally stable initial conditions for 52 2 2N N N0 BC 0

(4/3) with g 5 gC 5 (1 1 S0)21 and P(t 5 0) 5 0 in the boundary layer. The contour intervals are Dsu 5 0.5 kg m23 and Dy 5 0.12N BC

m s21 with y 5 0 at the bottom.

TABLE 1. Summary of parameter values for the primary set of
numerical experiments with the P–P turbulence parameterization
scheme. Experiments 1M–5M have the same parameters as experi-
ments 1–5, respectively, but utilize the M–Y turbulence closure mod-
el. Experiments 1A–3A and 1B–3B have the same parameters as
experiments 1–3, respectively, but have different bottom topographic
perturbations as explained in section 4. N 5 2.25 3 1024 s22, gm

2
BC

5 0.5(1 1 gC), where gC 5 (1 1 S0)21.

Expt S0 N (s22)2
0 V0 (m s21) g

1
2
3
4
5
6
7

0.2816
0.4225
0.5633
0.4225
0.5633
0.4225
0.4225

(2/3)N 2
BC

N 2
BC

(4/3)N 2
BC

N 2
BC

(4/3)N 2
BC

N 2
BC

N 2
BC

0.5
0.75
1.0
0.75
1.0
1.0
0.75

1
1
1
gm

gm

1
0.95gC

V0 so that, for fixed g, d (z) remains the same (d (z) 5 g21

76.9 m). Experiment 2 in Table 1 with 5 52 2N N0 BC

2.25 3 1024 s22 and V0 5 0.75 m s21 may be thought
of as the basic case experiment. To help initiate flow
instabilities, small x-dependent perturbations at wave-
lengths lH, where # lH # x0, are added to thelHmin

depth H. In experiments 1–7, 30 equal-amplitude Fou-

rier components with random phases are utilized so that
5 2 km. The amplitudes of the modes are scaledlHmin

so that the maximum total amplitude variation in H is
DH 5 1 m. The effects of using different bottom to-
pographic perturbations are investigated in experiments
1A–3A and 1B–3B as described later in this section.

The initial conditions for experiments 1–3 correspond
to the arrested Ekman layer equilibrium flow with g 5
1 and thus with suz(t 5 0) 5 0 in the boundary layer.
The initial conditions for su and y for experiments 2
and 3 are shown in Fig. 2. The initial condition for the
velocity component u is zero. Also shown in Fig. 2 for
comparison and for later reference are the initial su and
y fields for the same S0 value as in experiment 3, but
for the marginally stable situation where P(t 5 0) 5 0
and g 5 gC 5 (1 1 S0)21 in the boundary layer.

It is perhaps useful to mention at the outset the results
of experiment 7 (Table 1) where the parameters are the
same as experiment 2 except that g 5 0.95gC. Since g
, gC, this flow should be stable by the linear stability
theory results of section 3. In experiment 7, the basic-
state flow is found to remain essentially steady and un-
disturbed as predicted by the linear analysis. Some very
small flow perturbations were observed in the bottom
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FIG. 3. Fields at day 4 of the density su, the alongshore velocity y , the streamfunction c, and the potential vorticity P (4.5) from experiment
1 ( 5 (2/3) ), experiment 2 ( 5 ), and experiment 3 ( 5 (4/3) ). All variables are averaged over an inertial period. The2 2 2 2 2 2N N N N N N0 BC 0 BC 0 BC

contour intervals Dsu 5 0.5 kg m23, Dy 5 0.1 m s21, Dc 5 0.2 m2 s21, where c 5 0 is marked with a heavy line and c . 0 is dashed
and DP 5 5 3 1027 kg m24 s21, where P 5 0 is marked with a heavy line and P , 0 is dashed.

boundary layer, presumably as a result of the fact that
the initial density field does not satisfy the bottom
boundary condition ]su/]z 5 0 utilized in the model
with vertical density diffusion (Allen and Newberger
1996). The fact that only extremely small flow pertur-

bations are found in this experiment indicates that flow
generation related to vertical density diffusion near the
bottom boundary is relatively unimportant in these ex-
periments.

The fields of su, y , c, and P from experiments 1, 2,
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FIG. 4. Fields of su at day 4 from experiments 1, 2, and 3 (solid lines) with fields of su corresponding to marginally stable initial conditions
[g 5 gC 5 (1 1 S0)21 and P(t 5 0) 5 0 in the boundary layer] for these experiments (dashed lines) superposed. The variables at day 4
have been averaged over an inertial period. The contour interval is Dsu 5 0.5 kg m23.

and 3 at day 4 are shown in Fig. 3, where c is the
(approximate) streamfunction for u and w (2.12) cal-
culated as described in Allen and Newberger (1996) and
P is the potential vorticity,

P 5 ( f 1 y x)suz 2 y zsux. (4.5)

The variables in these fields have been averaged over
an inertial period to remove the effects of high-fre-
quency waves and to clarify the subinertial frequency
response. It is obvious that the initial flow fields are
unstable and that the flow has evolved in time. The
slopes

s 5 5 2sux/suz(]z/]x)su
(4.6)

of the density surfaces in the boundary layer have
changed from the initial conditions, where s21(t 5 0)
5 ŝ21 5 0, to values that vary with (x, z, t). As may
be seen clearly in Fig. 4, where the initial su fields for
g 5 gC are superposed on the day 4 su fields from Fig.
2, the day 4 values of s are generally close to those for
the condition of marginal stability P 5 0; that is, s .
ŝC 5 2 tana. Correspondingly, the day 4 values of21S 0

P in the bottom boundary layer show some spatial vari-
ability, but are appreciably closer to P 5 0 than they
are in the initial fields as will be illustrated more clearly
below.

The most striking aspect of the day 4 flow fields ap-
pears in the streamfunction c and is the presence in the
bottom boundary layer of periodic circulation cells. The
circulation cells are slanted such that the dominant di-
rection of the flow is generally aligned along the density
surfaces. One obvious difference in the day 4 fields from
experiments 1–3 is that the slope of the density surfaces
zs z (4.6), and of the circulation cells, decreases as 2N0

increases. This fact is in agreement with the observation
above that s . ŝC. Another clear difference is that the
horizontal length scales of the cells increase as V0 in-
creases. The horizontal scales of the circulation cells
will be discussed further below.

The y fields (Fig. 3) also show the horizontal and
vertical variability associated with the circulation cells.
This is especially clear in experiment 3. The semiregular
ripples in the y contours have a vertical phase variation
such that the crests and troughs are aligned along the
dominant direction of the zero c contours. This structure
evidently reflects the advective effects from u and w on
y since the crests (troughs) of y are aligned along the
vertically ascending (descending) flow.

For comparison, the day 4 c fields from experiments
1M–3M with the M–Y turbulence closure scheme are
shown in Fig. 5. The qualitative similarity with the day
4 c fields from the corresponding experiments 1–3 with
the P–P turbulence parameterizations (Fig. 3) is evident.
A more quantitative comparison is given below.

An illustration of the time variability of the flow is
provided by a contour plot of the across-shelf velocity
u near the bottom (s 5 20.945) as a function of x and
t from experiment 3 (Fig. 6). This plot also provides
additional information on the horizontal scale of the
circulation cells. Evidence for the formation of hori-
zontally periodic circulation cells is visible from the
variations in sign of u after about 1.5 days. A tendency
for these cells to propagate upslope toward positive x,
as found in the downwelling experiments in Allen and
Newberger, is also evident. The propagating velocities
are variable, but after day 3 appear to be around 1
km/day. Quantitative estimates for the dominant hori-
zontal scale are obtained from spectra calculated from
these values of u(x, t). Normalized spectra from exper-
iments 1–3 and 1M–3M at day 8 are shown in Fig. 7.
We choose day 8 because, as seen in Fig. 6, the hori-
zontal scales become somewhat more regular at larger
time and identification of a single dominant scale from
the spectra is facilitated. In addition, since the initial
flow is unstable and therefore somewhat artificial, we
do not place strong emphasis on the details of the ad-
justment process at short time. The dominant horizontal
wavelengths lD for experiments 1, 2, and 3 at day 8



1142 VOLUME 28J O U R N A L O F P H Y S I C A L O C E A N O G R A P H Y

FIG. 5. Fields of c at day 4 from experiments 1M, 2M, and 3M with the Mellor–Yamada (M–Y) level 2.5 turbulence closure scheme.
The variables have been averaged over an inertial period. The contour interval is Dc 5 0.2 m2 s21, where c 5 0 is marked with a heavy
line and c . 0 is dashed.

FIG. 6. Contours of the across-shelf velocity u near the bottom (s
5 20.945) as a function of x and t from experiment 3 with 52N0

(4/3) . The contour interval is Du 5 0.03 m s21. Solid (dashed)2N BC

contour lines correspond to positive (negative) values and the zero
contour is omitted.

from the spectra in Fig. 7 are given in Table 2 and are
2.84, 3.56, and 4.74 km, respectively. For the corre-
sponding experiments 1M, 2M, and 3M with the M–Y
turbulence scheme, the values, also given in Table 2,
are 2.67, 3.56, and 4.74 km, which are close to the
values found in experiments 1, 2, and 3.

Based on the results in Fig. 4 concerning the slope
of the density surfaces, a horizontal length scale d (x)

may be estimated (Emanuel 1979) from ŝC (2.56) and
[where 5 d (z) as given in (4.4) with g 5 gC 5(z) (z)d dC C

(1 1 S0)21],

d (x) 5 2 5 (V0/ f )(1 1 S0).(z) 21d ŝC C (4.7)

The scaling dependence of d (x) on (V0/ f ) in (4.7) is
characteristic of estimates for horizontal scales in slant-
wise convection (e.g., Emanuel 1994). The expression
(4.7) appears to provide a reasonable estimate for the
scaling dependence, but not the exact magnitude, of the
horizontal scales observed in the finite amplitude flows
in these experiments. A calculation of the scale estimate
(4.7) for experiments 1, 2, and 3 gives d (x)(1) 5 6.2 km,
d (x)(2) 5 10.3 km, and d (x)(3) 5 15.1 km, which are
larger values than found in the experiments (Fig. 7).
Nevertheless, a calculation of the ratio of the scale es-
timate (4.7) for experiment 1 to that for experiment 2
gives d (x)(1)/d (x)(2) 5 0.60, while for experiments 2 and
3, d (x)(2)/d (x)(3) 5 0.68. These are in qualitative agree-
ment with the observed ratios, utilizing the wavelengths
from the spectra in Fig. 7, of 0.80 and 0.75, respectively.
For experiments 1M, 2M, and 3M, where likewise
d (x)(1M)/d (x)(2M) 5 0.60 and d (x)(2M)/d (x)(3M) 5 0.68,
the observed ratios are both 0.75, which similarly agree
qualitatively with the ratios from (4.7). We note that the
results of the linear stability analysis for inviscid flows
in section 3 provide little help for the identification of
a likely horizontal scale at finite amplitude. The inclu-
sion of dissipative effects in the linear stability analysis
in appendix B, however, provides some support for the
(V0/ f ) scaling in (B.20b) and in (B.29), as emphasized
by Emanuel (1979). The prediction in appendix B for
the wavelength of maximum growth rate (B.29) for(x9)lM

l → 1 is the same as the inviscid result, that is, ;(x9)lM

0, and thus also is not directly applicable.
A contour plot of su near the bottom (s 5 20.985)

as a function of x and t (Fig. 8) from experiment 3 shows
the formation, after about 1.5 days, of regularly spaced
regions in x that have relatively large horizontal gra-
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FIG. 7. Normalized power spectra NS for the across-shelf velocity
u(x, s, t) near the bottom at s 5 20.945 and at t 5 8 d as a function
of the x wavenumber k (m21) for experiments 1, 2, and 3 (top) and
for experiments 1M, 2M, and 3M (bottom). The spectra are calculated
from the u values at 8.67 km # x # 51.33 km and are normalized
by the maximum spectral values. The corresponding wavelengths lD

5 (2p/k) at which the spectral peaks occur are listed in Table 2.

TABLE 2. Wavelengths lD (km) of the spectral peaks of u(x, s, t)
near the bottom (s 5 20.945) at day 8 from different experiments.

Expt lD Expt lD Expt lD Expt lD

1
2
3
4
5
6

2.84
3.56
4.74
4.27
5.33
4.74

1M
2M
3M
4M
5M

2.67
3.56
4.74
4.27
5.33

1A
2A
3A

3.05
4.27
5.33

1B
2B
3B

3.28
4.74
5.33

FIG. 8. Contours of density su near the bottom (s 5 20.985) as
a function of x and t from experiment 3 with 5 (4/3) . The2 2N N0 BC

contour interval is Dsu 5 0.15 kg m23.

dients. These regions reflect advective effects related to
the convergence of the near-bottom across-shelf velocity
u in the circulation cells. They consequently show the
same horizontal scales and the same tendency to prop-
agate upslope toward positive x as seen in the near-
bottom u(x, t) plots in Fig. 6.

Additional information about the time variability of
the flow in experiment 2 as a function of the depth z
may be obtained from contour plots of u, y , and su as
a function of z and t at x 5 x0/2 5 30 km [H(x0/2) 5
335 m] plotted in Fig. 9. Also shown in Fig. 9 for
comparison are the corresponding plots from experiment
2M with the M–Y turbulence parameterization. Note the
general similarity in behavior in experiments 2 and 2M.

The across-shelf velocity u in the bottom boundary layer
shows high-frequency near-inertial oscillations at the
outset between t 5 0 and t 5 1.5 days. This is followed
by the subsequent development after day 1.5 of orga-
nized behavior involving fluctuations in both z and t of
u about zero. The contours of the u fluctuations have
positive slope in the (z, t) plane. The fluctuations are
characterized by a timescale of about 3 days and a ver-
tical scale of about 70 m. This variability with z and t
reflects the slantwise nature of the circulation cells in x
and z seen in the c fields in Fig. 3 and the propagation
upslope toward positive x of these cells seen in Figs. 6
and 8. The contours of y show the advective effects of
the circulation cells in a manner similar to that seen in
the day 4 y fields in Fig. 3. The values of y increase
and decrease with time at a given z level. The occurrence
of the increased values coincides with positive fluctu-
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FIG. 9. Contours of u, y , and su as a function of depth z and of t at x 5 0.5x0 from experiment 2 (top) and from experiment 2M with the
M–Y turbulence parameterization (bottom). The contour intervals are Du 5 0.02 m s21 where solid (dashed) contour lines correspond to
positive (negative) values and the zero contour is omitted, Dy 5 0.05 m s21 and Dsu 5 0.2 kg m23.

ations in u, which corresponds to descending motion in
the circulation cells. An important feature clearly evi-
dent in this plot of y is the increase in height of the
boundary layer with time from an initial value of about
80 m to a height that, after about day 3, fluctuates around
100 m.

The contours of density su in Fig. 9 show the de-
velopment from the initial condition where suz 5 0 in
the boundary layer, to a condition of continuous density
variation in z that is weak compared to the interior but
stable with suz , 0. The time- and space-dependent
advective effects of the circulation cells show up in the
su variability in a manner somewhat similar to that de-
scribed above for y . The general increase in height of
the boundary layer is also clearly evident in the su con-
tours. We note also the appearance near the bottom of
fluid with density greater than in the initial vertical pro-
file of su at x 5 x0/2. This occurs as a result of the
adjustment of the su field near the bottom (Fig. 8) so
that slopes of the su surfaces have values s . sC (Fig.
4).

The potential vorticity P (4.5) is uniform and is pos-
itive in the boundary layer at t 5 0 with a constant value
given by (2.50b). Time series of P at x [ x0/2 and
various z levels (Fig. 10) from experiment 2 show the
tendency of P in this region to decrease from the initial
condition toward values that remain variable in time but
are considerably closer to the zero value characteristic
of marginal stability.

The time variations of the volume-integrated kinetic,
potential, and total energies for experiment 2 are shown
in Fig. 11. The integrated kinetic energy (divided by
r0) is calculated here from

x h01 1
2 2KE 5 (u 1 y ) dx dz, (4.8)E Ex 20 0 2H

while the corresponding integrated potential energy is
calculated from

x h01
PE 5 gzs dx dz, (4.9)E E ur x0 0 0 2H
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FIG. 10. Time series from experiment 2 of the potential vorticity
P (4.5) (kg m24 s21) at x 5 0.5x0 and at different depths near the
bottom designated by the z distance above the bottom where P(td̂
5 0) 5 1.0 3 1026 kg m24 s21.

FIG. 11. The integrated kinetic energy KE (4.8), background po-
tential energy BPE (4.12), available potential energy APE (4.11), and
total energy TE (4.10) as a function of t from experiment 2. Constants
here have been added to the BPE and APE terms so that at t 5 0,
they are equal to 67 m3 s22. Another constant has been subtracted
from TE so that, for the plot, TE 5 KE 1 BPE 1 APE 2 129 m3

s22.

where h is the free-surface displacement (Allen and
Newberger 1996). The total energy TE is

TE 5 KE 1 PE. (4.10)

It is convenient to further divide the potential energy
into background potential energy BPE and available po-
tential energy APE (Winters et al. 1995), so that

PE 5 BPE 1 APE. (4.11)

The background potential energy BPE is defined (Win-
ters et al. 1995) as the minimum potential energy found
through an adiabatic redistribution of su. Changes in
potential energy due to diabatic processes are reflected
as changes in BPE. Thus, here

x h01
BPE 5 gz*s dx dz, (4.12)E E ur x0 0 0 2H

where z* is the reference position in the state of min-
imum potential energy of the fluid element at (x, z, t)
with density su(x, z, t). BPE is calculated following
Winters et al. (1995) and APE is then obtained from
(4.11).

The qualitative features of the energy variability
shown in Fig. 11 are typical of all of the experiments
in Table 1. The total energy TE decreases with time as
a result of dissipative processes. The kinetic energy KE
increases slightly initially but then, after half a day,
decreases with time. The background potential energy
BPE increases slowly with time due to mixing pro-
cesses. The available potential energy APE decreases
initially during a short initial adjustment period of about
half a day. After that, as the circulation cells start to
develop, APE increases with time. It thus appears that

the kinetic energy of the basic state is the major energy
source for the finite amplitude symmetric instabilities.

We point out relevant results from experiments 4 and
5. These experiments are initialized with the same pa-
rameters as in experiments 2 and 3 except that g 5 gm

5 (gC 1 1)/2. Thus, the initial conditions are closer to
stable conditions. Qualitative behavior similar to that
found in experiments 2 and 3 is observed. In particular,
circulation cells develop in a like manner. Similar results
are found in the corresponding experiments 4M and 5M
with the M–Y turbulence closure scheme. Compared to
the flows with g 5 1, the strengths of the circulation
cells are somewhat reduced. In addition, the horizontal
scales are generally larger. Spectral calculations of near-
bottom u(x, t) from experiments 4 and 5 (and 4M and
5M) indicate that the dominant wavelengths lD at day
8 for experiments 4 and 5 (and for 4M and 5M) are
4.27 and 5.33 km (Table 2). These are larger than the
wavelengths of 3.56 and 4.74 km found at day 8 in
experiments 3 and 4 (and in 3M and 4M). Nevertheless,
the variations of the observed wavelengths with exper-
iment, lD(4)/lD(5) 5 lD(4M)/lD(5M) 5 0.80, still
agree qualitatively with the scaling estimate (4.4), which
predicts a ratio of 0.68.

We check the implications of the arguments at the
beginning of this section regarding dependence on the
dimensionless parameters S0 and g in experiment 6
where S0 5 0.4225 and g 5 1 (as in expt 2), but V0 5
1 m s21 so that, from (4.4), d (z) 5 102.5 m. For the
parameter values of experiments 2 and 6, the nondi-
mensionalization, and also the scaling estimate (4.7),
imply that the ratio of horizontal scales d (x)(6)/d (x)(2) 5
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V0(6)/V0(2) 5 1.33. In the experiment, we find (Table
2) lD(6)/lD(2) 5 1.33, which is in good agreement and
is thus consistent with the implications of the nondi-
mensionalization. We can also compare the results of
experiments 6 and 3 where V0 5 1 m s21 for both, but
S0 differs. The ratio of observed dominant horizontal
scales (Table 2) is lD(6)/lD(3) 5 1, which compares
reasonably well with the ratio of scale estimates (4.7)
d (x)(6)/d (x)(3) 5 0.91.

We also check the effects on the resultant finite am-
plitude flow of using different bottom topographic per-
turbations. Experiments 1A–3A have the same param-
eters as experiments 1–3 except that different random
phases are utilized in the 30 bottom perturbation Fourier
components. Similar qualitative behavior is found, but
the dominant horizontal scales lD are larger in experi-
ments 1A–3A (Table 2). The ratio of observed hori-
zontal scales lD(1A)/lD(2A) 5 0.71 and lD(2A)/lD(3A)
5 0.80 are in qualitative agreement with the scaling
predictions of (4.7), which, as noted before, are 0.6 and
0.68.

In experiments 1B–3B, the topographic perturbations
are again varied. In these experiments, 45 equal-am-
plitude Fourier components are used so that 5 1.33lHmin

km, with the first 30 components the same as in ex-
periments 1–3. The qualitative finite amplitude behavior
found in experiments 1B–3B is the same as in experi-
ments 1–3, but the dominant horizontal scales are larger
in experiments 1B–3B (Table 2). The latter point is note-
worthy because the added topographic perturbations at
smaller wavelength in experiments 1B–3B do not result
in smaller horizontal scales for the finite amplitude cir-
culation cells as might be anticipated based on the re-
sults of linear stability theory. Again, the ratio of ob-
served horizontal scales (Table 2) lD(1B)/lD(2B) 5
0.69 and lD(2B)/lD(3B) 5 0.89 are in qualitative agree-
ment with the scaling predictions of (4.7).

The primary conclusions from comparison of the re-
sults of experiments 1A–3A, 1B–3B, and 1–3 is that,
although qualitative aspects of the corresponding finite
amplitude flows are similar, quantitative measures, such
as the resulting dominant horizontal scale, are dependent
on the details of the topographic perturbations. Results
that appear robust include the tendency for the slopes
of the density surfaces in the bottom layer to have the
same general alignment as those for marginal stability,
that is, for s ø ŝC 5 tana, and the tendency for212S 0

the resultant dominant horizontal scales, for fixed to-
pographic perturbations, to vary with V0 in qualitative
agreement with the scaling estimate (4.7).

5. Summary

The two primary objectives of this study, as stated
in the introduction, are 1) to formulate and examine the
stability of an idealized near-bottom flow with condi-
tions dynamically similar to those in the downwelling
circulation and 2) to establish a link between the sym-

metric instabilities observed in the wind-forced down-
welling experiments (Allen and Newberger 1996) and
the results of recent theoretical studies of bottom bound-
ary layer behavior in stratified oceanic flows over slop-
ing topography (Trowbridge and Lentz 1991; Mac-
Cready and Rhines 1993; Garrett et al. 1993).

The first objective is addressed by analyzing the in-
viscid (section 3) and the weakly dissipative (appendix
B) linear stability of the inviscid, arrested Ekman layer
solution (Trowbridge and Lentz 1991; MacCready and
Rhines 1993; Garrett et al. 1993). It is confirmed that
a necessary condition for inviscid, linear, symmetric in-
stability of this type of flow is that the potential vorticity
P . 0 somewhere in the bottom layer. The inviscid
arrested Ekman layer solution with g 5 1, for which P
. 0 in the bottom boundary layer, is shown to be linearly
unstable by direct calculation of growth rates. The crit-
ical wavenumber for onset of instability as g → gC and
the maximum growth rate for gC , g , 1, are both
found to occur at infinite wavenumber, similar to pre-
vious results of Stone (1966) for inviscid, nongeostroph-
ic symmetric instabilities in the Eady model. Analysis
of the inviscid linear stability of a bottom layer with
vertically uniform density, but with a possible jump in
density at the top of the bottom layer (appendix A),
gives qualitatively similar linear stability characteristics.
The addition of weak dissipative effects (appendix B),
following the approach of Walton (1975), results in de-
termination of a finite critical wavenumber (B.18) as g
→ gC. The resulting critical dimensional wavelength
(B20) scales with V0/ f. For gCD , g , 1 with weak
dissipation, we also determine a finite wavelength

(B.29) for maximum growth rate that also scales(x )l 9M

with V0/ f. For l → 1, however, ; 0, similar to the(x )l 9M

inviscid result.
The second objective is addressed by conducting nu-

merical experiments to find the finite amplitude behavior
resulting when the su and y fields are initialized with
the inviscid, arrested Ekman layer solutions. Those ini-
tial conditions are found to be unstable as expected from
the linear stability analysis. In the bottom boundary lay-
er, periodic circulation cells form and the density de-
velops weak stable stratification such that the slopes of
the su surfaces are close to those for marginally stable
conditions where the potential vorticity P 5 0 and,
correspondingly, where N 2 . (2.53). The potential2NC

vorticity P in the bottom layer remains variable in time
and space but generally decreases to values near zero.
The circulation cells tend to align along the density
surfaces so that the motion is primarily slantwise. As
S0 increases, the slope zs z of the density surface (4.6)
decreases, consistent with the variation with S0 of the
slopes ŝC (2.56) at marginal stability with P 5 0.

The variation of the dominant horizontal scale d (x) of
the circulation cells is found to be in qualitative agree-
ment with the scaling (4.7), which implies that d (x) ø
V0/ f. This scaling for d (x) is characteristic of estimates
for horizontal scales in slantwise convection (Emanuel
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1994). Results of linear stability theory do not appear
to be of direct applicability in predicting the resulting
horizontal scales of the finite amplitude flows [other
than the V0/ f scaling dependence found for in(x9)lI

(B.20b) and for in (B.29)]. The exact dynamics that(x9)lM

govern the horizontal scale selection for the finite am-
plitude circulation cells remain to be determined. Nev-
ertheless, the slantwise circulation cells found here bear
a strong resemblance to those found in the near-bottom
flows of the wind-forced downwelling problem (Allen
and Newberger 1996). Thus, the present experiments
show that the inviscid arrested Ekman layer solution is
unstable and that the finite amplitude behavior results
in circulation cells in the bottom boundary layer similar
to those observed in the wind-forced downwelling prob-
lem. These results provide the link sought in the second
objective.

We mention that additional numerical experiments
concerning the basic two-dimensional spindown prob-
lem of a depth-independent coastal jet in a stratified
ocean over continental shelf topography show the de-
velopment of symmetric instabilities and slant-wise con-
vection cells in the bottom boundary layer when the
transient Ekman transport is downslope. Results of these
experiments will be reported shortly. In addition, studies
are in progress on the nature of bottom-layer symmetric
instabilities in the three-dimensional wind-forced down-
welling circulation, where disturbances that include
variations in the alongshore direction are allowed.
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APPENDIX A

Other Basic-State Flows

In MacCready and Rhines (1993), the solution for the
time-dependent adjustment of the ‘‘arrested Ekman lay-
er’’ flow by transient downslope Ekman transport shows
the development at early times of a relatively large sta-
ble gradient of density at the top of the bottom mixed
layer. This is accompanied by an overshoot in magnitude
of the alongslope velocity y near the top of the bottom
boundary layer compared to the interior y . Similar be-
havior of the density in the bottom layer was found in
transient adjustment problems by Weatherly and Martin
(1978) and by Trowbridge and Lentz (1991). Conse-
quently, it is reasonable to question how that type of
density structure would affect the linear stability results
found in section 3.

A basic-state inviscid, geostrophically balanced,

steady flow with a large stable density gradient at the
top of the bottom boundary layer can be treated within
the present formulation by an appropriate choice of R(z)
(2.28). For example, a rapid variation in density and
alongshore velocity V at the top of the bottom layer is
given by R 5 RBL(z), where

R 5 21 1 az 1 (1 2 a)BLz

(1 2 z) 1
exp 2 2 exp 21 2 1 2[ ]e e

3 ,
1

1 2 exp 21 2[ ]e

0 # z # 1, (A.1a)

(1 2 z)
exp 2[ ]e(1 2 a)

R 5 a 1 ,BLzz e 1
1 2 exp 21 2[ ]e

0 # z # 1 (A.1b)

and

R (z) 5 0, z $ 1, (A.1c)BL

with a $ 1 and e K 1. Note that

RBLz(0) 5 21, RBLz(1) 5 0, (A.2a,b)

so that RBLz is continuous at z 5 1. The resulting vari-
ations with z of V and r are shown in Fig. A1 for a 5
1.25, g 5 1/RBLzz(0), and for e 5 0.025, 0.05, and 0.1,
where here

V 5 V (1 1 R ), (A.3a)0 BLz

r /r 5 2C (z 1 j 2 g 2 gR ), (A.3b)0 0 BLz

2C 5 N d cosa /g, (A.3c)0 0

and where we plot V(z)/V0 and r(z, j 5 0)/(r0C0).
Alternatively, we can consider the e → 0 limit of

(A.1), where RBL → RJ, such that

RJz(z) 5 21 1 az, RJzz(z) 5 a, 0 # z , 1,
(A.4a,b)

and

RJ(z) 5 0, z . 1. (A.4c)

Note that

RJz(0) 5 21, RJz(1) 5 21 1 a (A.5a,b)

so that, for a . 1, RJz is discontinuous at z 5 1. For
a 5 1, RJ 5 RL (2.39). We note that the case N 2 5 0
for 0 # z , 1, corresponding to the arrested Ekman
layer solution with RL, is obtained for g 5 a21. The
resulting z variations of V and r , with RJz replacing RBLz

in (A.3a,b), are also plotted in Fig. A1 for a 5 1.25
and g 5 a21.
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FIG. A1. Variations with z of V(z)/V0 and r (z, j 5 0)/(r0C0) from
(A.3a,b) with a 5 1.25, g 5 1/RBLzz(0) for e 5 0.025, 0.05, and 0.1.
Also shown is the case (denoted by e 5 0) with RJz replacing RBLz

in (A.3a,b) and a 5 1.25, g 5 a21.

FIG. A2. Growth rates v of the most unstable mode as a function
of wavenumber k obtained from (A.10) with R 5 RJ (A.4) for S0 5
0.4225, a 5 1.25, g 5 a21, and gJ 5 1 (denoted by e 5 0). Also
shown are growth rates for the most unstable mode calculated from
finite difference solutions to (3.2) and (3.4) with Rzz 5 RBLzz (A.1b)
for S0 5 0.4225, a 5 1.25, g 5 1/RBLzz(0), and for e 5 0.025, 0.05,
and 0.1.

With R 5 RJ, the matching conditions for g (3.8) at
z 5 1 need to be reconsidered. Continuity in normal
mass flux still requires continuity of g as in (3.17). In-
tegration of (3.8) across a small interval around z 5 1,
from 1 2 Dz to 1 1 Dz, followed by the limit Dz →
0, gives

2g (1) 2 g (1) 5 2k S lgg (1)[R (1) 2 R (1)],1z 2z 0 1 1z 2z

(A.6)

where R1z(1) 5 limz↓1Rz(z) and R2z(1) 5 limz↑1Rz(z).

Thus, with R 5 RL (2.39) or R 5 RBL (A.1), for which
R1z(1) 5 R2z(1), condition (A.6) implies that gz is con-
tinuous at z 5 1 and (A.6) reduces to (3.18).

For R 5 RJ (A.4), the solution for g is given by (3.15)
with g replaced by gJ in b2, where

gJ 5 ag, (A.7)

and the condition (A.6) reduces to
2g (1) 5 g (1) 1 k S lg(a 2 1)g (1). (A.8)1z 2z 0 1

Substituting (3.15a,b) (with g replaced by gJ) in (A.8),
we obtain

1/2kS g(a 2 1) b0 21 1 tanb 5 2 . (A.9)22 1/21 2(1 1 v ) b1

To find v2(k), we write (A.9) in the form
2 21(1 1 S 1 v ) tan u0 Jk 5 , (A.10a)

1/2 2 1/2S [2(1 1 v )(1 2 g ) 1 g S ]0 J J 0

2 1/2[2(1 1 v )(1 2 g ) 2 g S ]J J 0u 5 2 , (A.10b)J 2 1/2 1/2[(1 1 v ) 1 kS g(a 2 1)]0

and calculate k 5 k(v2) from (A.10) by iteration, re-
placing k in uJ with the previous value calculated from
(A.10a).

It is evident from (A.10) that the character of the
instability with RJ is qualitatively similar to that found
with RL in section 3. That result is illustrated by the
growth rates v 5 v(k) for the most unstable mode ob-
tained from (A.10) and plotted in Fig. A2 for a 5 1.25,
g 5 a21, gJ 5 1, and S0 5 0.4225. For comparison,
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we also include the growth rate for the most unstable
mode calculated from finite difference solutions to (3.2)
and (3.4) with Rzz 5 RBLzz (A.1), a 5 1.25, g 5 1/RBLzz

(0), and S0 5 0.4225 for e 5 0.025, 0.05, and 0.1. The
growth rates curves found with RBL approach that found
with RJ for e K 1. The growth rates for both RBL and
RJ are qualitatively similar to the growth rates found in
section 3 for R 5 RL and g 5 1 (Fig. 1). The flow with
RJ is a bit more stable as indicated by the increase in
value of kC from 8.6 with R 5 RL to 9.6 with R 5 RJ.

APPENDIX B

Effects of Diffusion on Linear Stability

Effects of weak vertical turbulent momentum and
density diffusion are included here in the linear stability
analysis. The objectives are to find the manner in which
weak diffusive processes determine a finite length scale
for the onset of instability and also a length scale for
maximum growth rate in an unstable basic flow. The
approach generally follows that of Walton (1975). For
related linear stability results see also Emanuel (1979)
and Weber (1980).

We assume constant eddy coefficients and a Prandtl
number s 5 1. The assumption of s 5 1 results in a
somewhat special case for symmetric instabilities
(McIntyre 1970; Walton 1975), but it simplifies the anal-
ysis, retains the important physical effects, and illus-
trates the relevant points. The basic-state flow (2.24a,b)
is assumed to be unaltered by the effects of diffusion.
The governing linearized equations are (2.11) with the
addition of vertical diffusion terms. This may be simply
accomplished in (2.11) by modifying all of the time
derivatives so that

2] ] ]
→ 2 K . (B.1)M 2]t ]t ]z

The governing equation for c is then (2.16) with the
same modification (B.1). After transformation of co-
ordinates (2.18), nondimensionalization of the indepen-
dent variables (2.19), neglect of small terms O(tan2a),
and use of (2.24) for V and N 2, we obtain the following
governing equation for c corresponding to (2.34):

22] ]ˆ2 E c 5 2(1 1 S )c 1 2S czz 0 zz 0 zj21 2]t ]zˆ

2 S (1 2 gR )c , (B.2)0 zz jj

where

Ê 5 /d2, 5 (KM/ f ) cos2a. (B.3a,b)2 2d dE E

We will assume that the dissipative effects are weak,
that is,

Ê K 1. (B.4)

Substituting (3.1) in (B.2), we obtain an equation for
f corresponding to (3.2):

2 2(1 1 S 1 v )f 2 2ikS f 2 k S (1 2 gR )f0 zz 0 z 0 zz

4 6d f d f
2ˆ ˆ5 2Ev 2 E . (B.5)

4 6dz dz

Boundary conditions for (B.5) consistent with the no-
slip conditions and Ekman layer dynamics are

f 5 f z 5 f zzz 5 0 at z 5 0, z0. (B.6)

If we multiply (B.5) by the complex conjugate f*,
subtract the result of multiplying the conjugate of (B.5)
by f, and integrate in z over the domain using the
boundary conditions (B.6), we obtain

z z0 0

ˆv E f f* dz 1 2v v f f* dz 5 0, (B.7)i E zz zz i r E z z

0 0

where vr and vi are the real and imaginary parts of v
5 vr 1 iv i. It follows from (B.7) that

vi 5 0 for vr $ 0; (B.8)

that is, v is real for all unstable or marginally stable
solutions. This is one simplifying feature of the s 5 1
case (McIntyre 1970; Walton 1975).

It is convenient to utilize the decomposition (3.7),

f(z) 5 exp(ikS lz)g(z) 5 exp(ikl̂z)g(z), (B.9)0

2 21 21l 5 (1 1 S 1 v ) 5 S l̂, (B.10)0 0

and to solve for g. For Ê K 1 and large k, the effects
of diffusion become important first in the interior rather
than through Ekman layers on the boundaries (Walton
1975). This is a result of the exp(ikS0lz) dependence
of f (B.9). For E 2 K 1 and

k2 k 1, (B.11)

the lowest-order effects of diffusion may be determined
by utilizing the approximations

4 6d f d f
4 4 6 6. l̂ k f, . 2l̂ k f, (B.12a,b)

4 6dz dz

in (B.5). The approximations (B.12a,b) are based on
(B.11) and the result from section 3 that for the most
unstable modes the z derivatives of g are O(1). With
(B.12a,b), the boundary conditions for (B.5) remain the
inviscid conditions (3.4a,b).

With R 5 RL so that (3.14) holds, the resulting ap-
proximate equations for g6 are

2g 2 b̂ g 5 0, 1 , z, (B.13a)1zz 1 1

2g 1 b̂ g 5 0, 0 # z # 1, (B.13b)2zz 2 2

where
2 2 2 2 21 4 4 2 6 6ˆ ˆb̂ 5 l [k S (1 1 v ) 1 l (2Evl̂ k 1 E l̂ k )],1 0

(B.13c)
2 2 2 2b̂ 5 l [k S [2(1 1 v )(1 2 g) 1 gS ]2 0 0

21 4 4 2 6 6ˆ ˆ2 l (2Evl̂ k 1 E l̂ k )], (B.13d)
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and where we assume v2 $ 0 and z0 → `. The boundary
and matching conditions for g6 are the same as in section
3, (3.16a,b), (3.17), and (3.18).

The solutions are

ˆg 5 C exp[2b̂ (z 2 1)], 1 , z, (B.14a)1 0 1

ˆg 5 C sin(b̂ z)/sin(b̂ ), 0 # z # 1, (B.14b)2 0 2 2

which satisfy (3.16a,b) and (3.17). Application of (3.18)
gives the relation

5ˆ ˆtanb 2b̂ /b ,2 2 1 (B.15)

which determines v2 5 v2(k, S0, g, Ê).
It is necessary that $ 0 for solutions of (B.15) to2b̂2

exist. The most unstable mode will have

5 p2,2 2b̂ a2 1 (B.16)

as in (3.22), where ½ , a1 , 1. The exact value of a1

can be obtained from the solution of (B.15), but deter-
mination of an exact value for a1 is not necessary for
the following arguments.

We first consider the situation of marginal stability,
v 5 0, and, using (B.13d), solve (B.16) for g:

21 22 21g 5 (1 1 S ) 1 k S0 0

2 2 2 6 26 6ˆ3 [(1 1 S )a p 1 E S (1 1 S ) k ]. (B.17)0 1 0 0

In this case, the minimum value of g(k) occurs for
21/3 21/6 1/3 7/6 21ˆk 5 k 5 E 2 (a p) (1 1 S ) S (B.18)I 1 0 0

and is

g 5 gCD

21 2/3 2 2 2/3 21/3ˆ5 (1 1 S ) [1 1 3E (a p /2) S (1 1 S ) ].0 1 0 0

(B.19)

Thus, inclusion of diffusive effects results in the exis-
tence of a critical wavenumber kI (B.18) for the onset
of instability and also in stabilization of the flow since
gCD . gC 5 (1 1 S0)21 (3.24). The wavenumber kI

scales as Ê21/3 while lCD 2 lC 5 O(Ê 2/3), similar to the
results of Walton (1975).

The dimensional wavelength corresponding to kI,
with g 5 gCD . (1 1 S0)21, is

(x9) 21l 5 2pd(k tana) (B.20a)I I

1/3 1/6ˆV E 2p2 cosa0. , (B.20b)
1/3 1/6[ ]f (a p) (1 1 S )1 0

which shows that scales as V0/ f. The importance(x9)lI

of the scaling dependence of on V0/ f was empha-(x9)lI

sized by Emanuel (1979), who argued, with reference
to Walton’s (1975) results, that the dependence of (x9)lI

on Ê through the function Ê 1/3 was fairly weak; that is,
Ê 1/3 was near O(1), unless Ê was extremely small. A
similar argument may be made here for a weak depen-
dence of on S0, since that is through the function(x9)lI

(1 1 S0)21/6.

Next we consider an unstable flow with gCD , g ,
1 and v . 0. From (B.16) we obtain

2 21 22 21 2v 5 (1 2 g) {gS 2 (1 2 g) 2 k S (1 1 S 1 v )0 0 0

2 2 23 [a p (1 1 S 1 v )1 0

4 4 2 6 6ˆ ˆ1 (2Evl̂ k 1 E l k )]}. (B.21)

For k2 k 1, Ê K 1, and gCD # g , 1 we can solve
(B.21) for v2 iteratively by taking as the first approx-
imation,

v2 . 5 (1 2 g)21[gS0 2 (1 2 g)]. (B.22)2v(0)

Utilizing (B.22), we obtain

2(1 1 S 1 v )0

2 21. (1 1 S 1 v ) 5 S (1 2 g) , (B.23)0 (0) 0

2 21l̂ . l̂ 5 S (1 1 S 1 v ) 5 (1 2 g).(0) 0 0 (0)

(B.24)

The next approximation for v2 is

2 2 22 22 2 2 21v . v 2 (1 2 g) k [a p S (1 2 g)(0) 1 0

4 4 2 6 6ˆ ˆ1 2Ev l̂ k 1 E l̂ k ].(0) (0) (0)

(B.25)

If we consider v(0) 5 O(1), we find

4 4 2 6 6 4ˆ ˆ ˆ2Ev l̂ k k E l̂ k for Ek 5 O(1), (B.26)(0) (0) 0

which implies that the last term in (B.25) is relatively
small and may be neglected. It follows that the maxi-
mum of v2(k) occurs for

1/42 2a p S1 021/4 25/4 21/4ˆk 5 k . E (1 2 g) v (B.27)M (0)1 22

and is

2 2 2 22 23 2 2v 5 v . v 2 k (1 2 g) 2a p S . (B.28)MD (0) M 1 0

Consequently, for a given unstable flow with gCD , g
, 1 inclusion of diffusive effects results in the existence
of a wavenumber kM (B.27) for maximum growth rate
vMD, where vMD is decreased from the inviscid value
vM 5 v(0). The wavenumber kM scales as Ê21/4, while

2 5 O(Ê 1/2). For the basic-state flow with g2 2v vM MD

→ 1, however, we find that the leading order behavior
for k k 1 is still given by (3.28) and that the maximum
growth rate v → ` for k → `, similar to the inviscid
result.

The dimensional wavelength corresponding to kM is

1/4 1/4 11/8ˆV E 2p2 cosa(1 2 g)0(x9)l 5 , (B.29)M 1/2 5/4 1/8[ ]f (a p) gS (g 2 1 1 gS )1 0 0

which, similar to (B.20), shows a scaling depen-(x9)lI

dence on V0/ f and a weak dependence on Ê.
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