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An accurate state estimation plays an essential role in power system operation and planning in

energy management systems. However, existing multi-area state estimation researches have not

focused on the importance of system clustering. The clustering mechanism divides or partitions

a system according to user-defined criteria. Few published research works have mentioned the

importance of considering the electrical properties of a power system while devising their parti-

tioning methods.

To the best of our knowledge, these publications have not considered the application of such

a concept to multi-area state estimation. This research attempts to model a partitioning technique

of the power system whose purpose is to ensure the sub-system observability prior to the multi-

area state estimation. Hence, the accuracy of the multi-area state estimation could be improved.

A modified genetic algorithm based phasor measurement unit (PMU) placement is introduced in

this thesis, which includes the electrical distance based additional PMU installation technique.

The modified partitioning method is introduced in this thesis based on a genetic algorithm par-

titioning algorithm. In the modified partitioning method, a proposed genetic index is proposed

aiming to include the consideration of system observability, which employs the proposed PMU

placement technique to represent the sub-system observability.

In addition to the partitioning method, few publications have considered the state estimation

by only employing PMU measurements. Furthermore, few publications have considered em-

ploying the noise statistics estimation technique to state estimation to improve the convergence



of the estimation process. A cubature Kalman filter based algorithm (CKF) is used in the thesis

to solve the state estimation problem where only PMU measurements data are employed. An

online noise statistic estimation technique is incorporated into the CKF to improve convergence.

A modified two-level MASE is introduced to implement the modified CKF. The modified par-

titioning method is applied to the multi-area state estimation algorithm. By employing all the

techniques introduced in this thesis, a considerable improvement of accuracy and convergence

can be achieved.
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Chapter 1: Introduction

With the increasing scale of power system networks and uncertainty brought about by distributed

generators (DGs), the power system state estimation (PSSE), as one of the core components of

energy management system (EMS), has become an extremely challenging task to meet real-

time analysis and security control requirements due to the complexity of large scale networks

[76]. In order to resolve the challenge, researchers have investigated multi-area state estimation

(MASE) or distributed state estimation (DSSE) to replace the traditional centralized state esti-

mation (CSE) [95][76]. However, current research mainly focuses on the improvement of the

algorithm for ”state-estimation” rather than focusing on the the effect of ”multi-area”. In other

words, the accuracy of the MASE is not only affected by the state estimation algorithm, but

also affected by how proper the sub-systems are constructed for the involved power networks.

This lack of knowledge in this area attracts our attention, and it becomes the major focus of this

research.

The mechanism to divide a network or system is called partitioning or clustering. As for

the partitioning methods of data and networks, it has a long history in the scientific literature

[53, 38], from which it can be seen that the clustering of data applies to a variety of problems.

During the past years, many approaches have been proposed for dividing power networks into

clusters [19]. [46, 47] employed simulation methods to divide a power network. [60] developed

a hierarchical clustering method for the clustering, which takes the active and reactive power

mismatch between areas into consideration. [92, 4] used degree distribution based on the geo-

graphical theory of a large scale network. However, few physical laws are neglected, such as

Ohm’s law and Kirchoff’s law, if those network methods are solely employed. This means that

the fundamental characteristics of an electrical network, such as electrical connections or power

flows between components are not considered to be enough [69]. The issues were illuminated

by the method introduced in [19, 18], whose method mainly focuses on the electrical charac-

teristic by developing a measurement named electrical distance. The electrical distance relates

the network topology to active-power sensitivities based on the information found in the system

admittance matrix Ybus [19]. Thus, the method introduced in [19, 18] is the basis of our re-

search contribution in this thesis. However, the objective in [19, 18] is to reduce the transactions
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leakage, which is also called a loop flow, for the power system transmission planning. In other

words, the factors related to state estimation are not taken into considerations in [19, 18]. As for

the reason that the PSSE is the area we want the partitioning method to be applied to, the factors

related to the PSSE need to be incorporated into the partitioning method.

In state estimations, the observability of the system is the most important concern. Net-

work observability analysis must be performed prior to state estimation execution. The reason is

that state estimation tries to assign values to unknown system state variables based on obtained

measurements from the system [32, 52]. If there are enough measurements well distributed

throughout the network in such a way that state estimation is possible, the system is said to be

observable. The observability of a system is significantly related to the location of data mea-

suring devices and the way they are distributed. Four main types of algorithms are used for

observability analysis, which are algebraic, numerical, topological and hybrid [16, 54, 61]. In

this thesis, the topological observability is the main area that we focus on. In the topological

observability, two major types can be classified, namely, the conventional and PMU based ob-

servability algorithms. In PMU-based observability, it is mainly affected by the PMU placement

in the power network. It implies that the system observability would be ensured with proper

PMU placement solutions.

A PMU is a device that measures electrical waves employing synchronization signals, which

is faster than traditional measurements. It can improve the accuracy of measurements and is also

is beneficial to many other applications like system protection and control assessment [72]. Be-

sides, the introduction of PMUs makes it possible to directly measure the phase angle between

the phasors at different locations. Traditionally, state estimation is formulated as a weighted

least squares problem due to the absence of phasors measurements. This problem can be solved

by involving the PMUs, which significantly increases the efficiency of solving state estimation

problem with proper placement. However, the implementation of PMU solutions are costlier

than SCADA based systems due to the high cost of the PMU devices, communication facilities

cost, and maintenance cost. It makes the PMU placement problem a challenging one [44]. The

problem of solving the PMU placement problems for network observability is addressed in [28].

The study mentions that it is possible to fully monitor the system by using relatively few PMUs

than the number of system buses based on the properties of the PMU associated with the connec-

tivity of the involved network. This problem is solved by using a graph theoretic observability

analysis and its proposed optimization method. However, the possibility of the failure of PMUs

(or losing PMU) is not considered in the majority of research papers [44, 72, 17, 70, 74], which
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would turn a completely observable system into an unobservable one.

In this research, we propose a PMU placement algorithm which can not only ensure the

complete system observability but also maximize the system observability value when failures

of PMUs are considered. The proposed PMU placement algorithm is modified by inserting

additional PMUs into the results obtained by the genetic algorithm based PMU placement tech-

nique introduced in [7, 87]. The additional PMU location is evaluated according to the electrical

distance based adjacent matrix. The system observability is represented by the measurement

redundancy value produced from the PMU placement solutions. With the proper setting, the

redundancy value becomes one of the important measures in the partitioning method using, for

example, a genetic algorithm.

In order to evaluate the performance of the partitioning method, the state estimation should

be applied. The typical state estimation algorithm is weighted least square (WLS) algorithm

[64]. However, the nonlinear measurement function will increase the computation burden of

WLS algorithm which would not satisfy the real-time requirement of today’s power system state

estimation. Kalman filter has been widely used as it is a nonlinear filtering method having high

accuracy on the application of nonlinear system state estimation [97, 98]. Three kinds of kalman

filters are used including the extended kalman filter (EKF), the unsected kalman filter, and the cu-

bature kalman filter (CKF). The CKF is currently the most popular one among all three kalman

filters, especially for nonlinear systems having Gaussian distributed noise models [31, 3, 30].

The reason is that it does not require the approximation of the nonlinear model as EKF and it

has a stronger nonlinearity due to the use of cubature points [3]. However, the main drawback

for the CKF is the requirement of the knowledge of the system and measurement noises sta-

tistical models. To the best of our knowledge, the majority of the CKF applications assumed

prior knowledge of the system and measurement noise models whose initial values are evaluated

based on the observation from large amount of experiments [81, 3]. In order to improve the

estimation accuracy without increasing the computational burden, [31, 30] introduces an online

noise statistic estimation technique. It updates the noise at each step of the estimation process.

In our research, the online noise estimation technique will be employed in the CKF state esti-

mation algorithm to improve convergence. A modified two-level multi-area state estimation will

be introduced as well, which takes advantage of the features of PMUs. Performance evaluations

are presented in the latter part of the thesis to show the improvement on the system observability

by using additional PMUs and the partitioning method with the proposed index. Furthermore, it

also presents the performance evaluation when the modified CKF algorithm and modified two-
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level multi-area state estimation are used.

Chapter 2 will present the fundamental ideas that the research is based on. Chapter 3 dis-

cusses the proposed techniques and methods utilized in the research. In order to present the

improvement due to the employment of the proposed technique and the modification, chapter 4

presents our simulation results for the performance evaluations.
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Chapter 2: Preliminaries

2.1 Infrastructure of Power Grids

The electric power infrastructure is vital to modern society. Therefore, its reliable operation is of

the utmost importance [40]. The work in [62] is the earliest paper that emphasized the value of

visualizing a power system. After that, many researches started focusing on the representation

of the power grids by a proper infrastructure. Two kinds of models exist in current research

papers to characterize the structure of the complex power system. One mainly focuses on using

the topological information to construct the model and the other one considers the electrical

properties on top of the geography characteristics. This section gives a brief overview of the

structure analysis based on the graph theory for the reason that it is the basis of the electrical

based power system structure.

2.1.1 Topological Structure Based Power Grids

The topological based power grids structure is developed based on graph theory. The main

reason for choosing graph theory is that the graph structure of complex networks can provide

valuable information about the performance of the network [21, 46, 90, 92, 23]. [41] provides a

review on the typical construction of the power system based on the graph theory.

2.1.1.1 Basic Measures of Graph Topology

Some basic concepts of graph theory are now introduced in this brief review. According to

[91], a graph G can be defined as a triple consisting of a vertex set V (G), an edge set E(G),

and a relation that associates with each edge two vertices called its endpoints. V (G) is used to

denote the order of a graph in G, and the number of edges E(G) denotes the size of a graph. In

addition to that, the adjacency matrix is the important matrix that represents the connectivity of

a network. The adjacency matrix A is a n×m matrix whose elements take on binary values, in

which n denotes the number of nodes, and m denotes the number of edges. An entry of A will

be 1 if the nodes ni and n j are adjacent (or connected), 0 otherwise. Thus, the matrix can be
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expressed as:

ai j =

{
1, ∀ ni and n j that are connected

0, otherwise
(2.1)

The adjacency matrix of a simple graph is symmetric, which means ai j = a ji [91]. The reason is

that both of these entries are 1 when ni and n j are adjacent, and a simple graph has no loops.

Five typical statistical measures are used to characterize the topology of complex networks,

which are degree distribution, clustering coefficient, characteristic path length, graph diameter,

and degree assortativity [91]. These measures provide a useful set of statistics for comparing

power grid with other graph structure [18, 23, 41, 46, 92].

The degree distribution is used to describe the diversity of connectivity in a graph. The

degree ki is the number of edges connecting to vertex i. Its expression is associated with the

pre-defined adjacency matrix A having entries ai j, which is denoted as 1 if vertexes i and j are

connected, and 0 otherwise. This is denoted by [41]:

ki =
n

∑
j=1

ai j (2.2)

The degree distribution can then be evaluated by a distribution function P(k), which gives the

probability that a randomly selected vertex has k edges. It can be expressed as [41]:

P(x = k) =
nk

n
(2.3)

where nk is the number of nodes with degree k and n is the total number of nodes. Recent

studies show that the degree distribution of some complex networks follow a power law function

[91, 41]. That is, some vertices have a very large number of edges, but the majority of the

vertices only have a few edges [41]. The power law function can be expressed as [18]:

P(k ≥ x) =
(

x
xmin

)−α+1

(2.4)

where xmin is a minimum value for the power-law tail of the degree distribution.

Many complex networks exhibit an inherent tendency to cluster. The clustering coefficient is

a local property capturing “the density” of triangles in the graph, i.e., two vertices that both are

connected to a third vertex are also directly connected to each other [91], which can be expressed
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as [41]:

C =
1
n

n

∑
i=1

ci (2.5)

ci is described by [41]:

ci =
2ei

ki(ki−1)
(2.6)

where ei = ∑∀ j,k∈{Ni∪i}
a jk
2

is the number of links within the cluster of nodes including node i and

its immediate neighbors Ni.

In terms of the characteristic path length, it is also called the average path length. It is used to

measure how the network is scattered [41]. The concept of the average path length would involve

the concept of the path length. The path length is the shortest path connecting two vertices i and

j. It gives the minimum number of links that one would need to traverse to arrive from one node

to the other, denoting as di j. The path length can then be expressed as:

L =
1

n(n−1) ∑
∀i 6= j

di j (2.7)

The graph diameter dmax is defined as the maximum path length between any two connected

vertices in the graph,which can be expressed as:

dmax = max
i j

di j (2.8)

The last measure is the degree assortativity r. It is defined as the extent to which nodes

connect to nodes with similar degree [18]. It is the correlation in degree for the nodes on opposite

ends of each link [91]:

r =
m−1

∑
m
i=1 ji · ki− [m−1

∑
m
i1 0.5( ji + ki)]

2

m−1 ∑
m
i=1 0.5( j2

i + k2
i )− [m−1 ∑

m
i1 0.5( ji + ki)]2

(2.9)

.

2.1.1.2 Theoretical Network Models

Three main kinds of network models are commonly used for complex network studies, which

are born based on the interest in the statistical measures of the topology of networks that are
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introduced above. The three main models include random graph model, small world model, and

the scale-free network model [91]. In addition to that, references [18, 92, 4, 46, 47] state that the

power system can be represented as an undirected, unweighted graph with n nodes representing

the buses involved, and m edges representing the branches of the system.

According to [91], the random graph model starts with n isolated vertices. In this model,

each pair of vertices are independently connected by an edge with probability p. The average

number of edges in the graph is p · n(n−1)
2 and the distribution degree would follow the binomial

distribution. However, the degree distribution would have a Poisson distribution when the system

becomes extremely large and the probability p is approaching to zero. In this scenario, the degree

distribution can be expressed as:

P(k) =
e−γ · γk

k!
(2.10)

where γ is approximately equal to the average degree p ·n. In this degree distribution scenario,

the degree distribution value has a strong peak at the mean value k and it will exponentially de-

cay when the value moves far away from the mean value. Besides, the clustering coefficient will

be C = k
n−1 under this scenario. In any scenario of the random graph model, the average path

length is proportional to logn for the n independent involved nodes, which is the main reason

that the random model would fit for many complex network structures.

[71] introduces few characteristics of the small-world model. First of all, the nodes and links

of this model form a ring lattice layout, which specific number can be denoted as n for the nodes

and m for the links. It means that node a and neighbor node a− 1 are connected to each other

and a second link is then created from node a to node a−2 with probability p = m
n−1 . In addition

to that, the clustering coefficient and the average path length values will grow only logarithmi-

cally with n for the small-world network model, and the probability p can be adjusted to obtain

a network with the same diameter as that for the real-world network.

If the degree distribution P(k) follows a power-law for large k having no pronounced peak,

and there is no intrinsic scale in these networks, the network model is called scale-free network

[41]. A scale-free network can be constructed by progressively adding nodes to an existing

network and introducing links to existing nodes with preferential attachment so that the proba-

bility of linking to a given node i is proportional to the number of existing links ki that node has

probability as ki
∑k j

, i 6= j and i, j ∈ n [71]. The main property of the scale-free network is that

some nodes have a tremendous number of connections (or called links/branches) to other nodes,

whereas most nodes have just a few [41, 71]. The scale-free networks have certain robustness
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against accidental failures but vulnerable to coordinated attacks [41].

2.1.2 Comparison of Topological and Electrical Based Power Structures

Paper [18] shows some disagreement over the topological structure representation of power net-

works by using a larger, more accurate model of the North American power grid than has been

used in the past. In order to do that, [18] carried out a comparison of the topology of the three US

interconnections to similarly-sized small-world, scale-free and random graphs. The comparison

in [18] includes the statistical description of power grids topology and their counterpart canoni-

cal graphs. The statistical description includes the five measures that we introduced above.

By using the degree distribution, [18] points out that there are more high-degree nodes in

a random graph or a small world network model than that in scale-free network model even if

the size of three models are similar. It means that the power network degree distribution is not

the same as that for the three commonly used network models having similar size. In addition

to that, [18] shows that the power-law exponents in the simulation results show that it is not

what would generally be considered notable power-law distribution for all of the North Amer-

ican power network degree distribution. It means that the power network does not follow the

power-law degree distribution as the graph theory [91] assumed to be. Another assumption from

[71, 11] has been rejected by [18] as well, which is the average path length of complex power

networks will increase under the upper bound as ln(n) with the increasing number of nodes n

according to the graph theories. [18] shows that the path lengths of a large power network in-

creases substantially faster than ln(n). The proofs presented in [18] safely conclude that either

the small-world model, or the scale-free and random network model has inappropriate properties

to represent the complex power networks.

Besides that, [40] states that the topological models to assess vulnerability in electricity

system can lead to provocative, but ultimately misleading conclusions. Three measures are con-

sidered in [40] for the comparison between real system structure and topological based power

networks. They are average path length, connectivity loss, and blackout sizes. The average path

length in this paper is used to present the average among nodes in the power networks, which will

increase as more components fail than nodes the network has. The evaluation expression is the

same as that from the graph theory. The connectivity loss is a way to incorporate the locations of

generators and loads into a measure of network vulnerability. Its expression is constructed based
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on the properties from the graph theory, which is:

Closs = 1−
ni

g

ng
(2.11)

where ng is the number of generators in the network and ni
g is the number of generators that can

be reached by traveling from node i across non-failed links. The blackout size is the total amount

of load evaluated by a balance process based on the model of power flow to capture the effects of

Ohm’s and Kirchhoff’s laws, which is used to calculate changes in network flow pattern caused

by component(s) failure.

In order to do the vulnerability analysis, five virtual attack scenarios are set for the test, which

are named as random failure, degree attack, maximum-traffic attack, minimum-traffic attack, and

betweenness attack. Random failure means randomly selecting nodes in the power netowrk with

an equal probability for each node. Degree attack is removing nodes incrementally, starting with

the highest connection nodes in the power networks. The maximum-traffic attack is defined as

removing incrementally starting with those that transport the highest amounts of power, in which

the ”traffic” is used to describe the quantity of power being consumed at a node, expressed as:

Ti = ‖Pi‖+
n

∑
j=1
‖
(θi−θ j)

Xi j
‖ (2.12)

where ‖Pi‖ is the absolute value of net power injection into node i by generators and loads, θ

is the voltage phase angle at the node, and Xi j is the series reactance of the links between node

i and j. The minimum-traffic attack is the inverse of the max-traffic attack defined above. The

betweenness attack is defined as removing the nodes incrementally starting with those that have

the highest number of shortest paths that pass through a node.

To compare the vulnerability measures, [40] reports results from the simulation of random

failures and directed attacks defined above for the North American Eastern power grids. Results

show that the betweenness attacks appear to have the greatest impact on the perspective of path

length measure, the degree-based attacks are the most dangerous from the stand point of connec-

tivity loss, and the max-traffic attacks appear to contribute mostly to vulnerability if the blackout

size is the focus. In other words, the results from [40] indicate that the topological measures

can provide some indication of general vulnerability trends but they might result in an erroneous

conclusion while the physics-based concepts are involved.
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2.1.3 Electrical Structure Based Connection Distance

From the previous discussion, it can be concluded that the topological structure is not sufficient to

describe the performance of power networks. Thus, a new method for representing the electrical

structure would be more appropriate. [58, 62] might be the earliest works the dealt with the

connectivity between components in an electrical system for the structure representation, which

is described by the properties of sensitivity matrices. The definition of sensitivity matrices is the

measurement for the amount of affects that one component in the system has on the other ones [8]

when that component has been lost or has failed. For the electrical system, the complement of the

sensitivity matrix is the distance matrix [8]. Zero values for the sensitivity matrix means that a

perfect connection between a paired of nodes/buses, which means there is almost no impact from

one node to another in this pair. Based on this sensitivity matrix definition, recent researches

show two major kinds of definitions of the distance between nodes in power networks, and they

are both modeled by considering the electrical properties. These two distances are defined as

resistance distance and electrical distance.

2.1.3.1 Resistance Distance

To the best of our knowledge, the earliest work on resistance distance was developed in paper

[51] in 1993, whose theories have been cited by many electrical based power network papers

such as [6, 18, 40]. The theory of the resistance based power network is that the effective

resistance between pairs of nodes/buses is a graphical distance if the resistors are constant on

each edge of a connected graph [51]. The idea of the resistance distance is evaluated as effective

resistances for either patterns of connection of the battery between other pairs of vertices [6, 51],

examples are shown in Fig. 2.1.
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Figure 2.1: Battery Connected to Different Pairs of Nodes

Assigning 1 Ohm resistors for these three kinds of connections, the distance in Ohms can

be found as 1 Ohms, 3
4 Ohms and 2

3 Ohms. It can be seen that the distance between two nodes

is not necessarily the sum of the distance in between. Let G be the conductance matrix, then as

suggested in [18]:

Ia =
n

∑
b=1

gabVb (2.13)

where Ia is the injection current at node a, Vb is the potential difference at connected node b, and

gab is the conductance value between nodes a and b from the conductance matrix G.

At this point, the properties of the Laplacian matrix can be associated with [6, 18, 51, 93].

The Laplacian matrix for an undirected unweighted network is the difference between the degree

matrix D and adjacency connectivity matrix A, expressed as:

L = D−A

li j =


di, i f i = j

−1, i f i 6= j and i, j connected

0, otherwise

(2.14)
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where the li j is the (i, j) entry of L, di is the degree value at node i. The properties of the

Laplacian matrix are [6, 91]:

• L is a symmetric, positive semi-definite matrix;

• The rank of L is n− k, where k is the number of connected components of a graph;

• The co-factors of any two elements of L are equal;

Based on the basic concepts of the Laplacian matrix, the conductance matrix G can be regarded

as a Laplacian matrix for the resistive network [6, 18]. As for the properties of the power grid,

the rank of G is n−1 when there is no voltage reference specified. In other words, if a reference

node n0 is defined, with the voltage magnitude as 0, the rest of the sub-matrix G is a full rank

matrix. The sub-matrix G will still follow Ohm’s laws, which means

V = G−1 · I (2.15)

where V is the voltage matrix and I is the current matrix. Based on the last equation, the diagonal

elements of G−1 are assumed to be associated with node a, which can be expressed as g−1
a,a. The

value of g−1
a,a represents the change in voltage between na and n0 due to the current injection at

na [18, 51]. In terms of resistance distance [51], the sensitivity matrix is defined as the voltage

differences caused by the current injection, expressed as g = ∆I
∆V . Hence, the resistance distance

between a pair of nodes a and b, na 6= nb 6= n0 can be evaluated by [18, 93]:

ra,b = g−1
a,a +g−1

b,b−g−1
a,b−g−1

b,a (2.16)

which presents the voltage difference between node a na and node b nb after injecting unity

current at one node and withdrawing unity current from the other node. The development of

resistance distance acts as the starting point for much research on power systems aiming at

considering the electrical properties of power networks.

2.1.3.2 Electrical Distance

The electrical distance is developed in [19], whose starting point is to have a measure of elec-

trical connectedness so that the power networks can be clustered by considering the electrical

properties. It is built based on the information found in the system admittance Ybus matrix. The
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concept of the electrical distance is constructed by changing the emphasis of the sensitivity ma-

trix. The focus for the sensitivity matrix in [19] is to obtain the phase angle difference after

injecting real power at an arbitrary node in the power network [18]. The modification of the

sensitivity matrix starts from the Jacobian matrix of power flow. According to [33], the basic

idea of Jacobian matrix of power flow can be expressed as:

JP,Q =

[
∆P
∆θ

∆P
∆V

∆Q
∆θ

∆Q
∆V

]
(2.17)

Hence, the modification in [18] starts with the top half of the Jacobian matrix, which can be

expressed as:

∆P =

[
∂P
∂θ

]
∆θ +

[
∂P
∂V

]
∆V (2.18)

From this point on, only DC power flow is considered. Thus, the voltages are held constant,

expressing as ∆V = 0. Eq. (2.18) can be further expressed as:

∆P =

[
∂P
∂θ

]
∆θ (2.19)

Hence, JP,θ =
[

∂P
∂θ

]
is a Laplacian matrix, which is analogous to the conductance matrix G in

Eq. (2.15). All branches in the network are assumed to be symmetric, and the shunt capacitance

in the transmission line is neglected in [18]. The power system at this point can be regarded as a

weighted graph. Thus, the electrical distance can be constructed based on the resistance distance

expression Eq. (2.16), which can be described by [69]:

Ea,b = (J−1
Pθ

)a,a− (J−1
Pθ

)a,b− (J−1
Pθ

)b,a +(J−1
Pθ

)b,b (2.20)

Eq. (2.20) measures the change in phase angle between nodes a and b, ∆θa,b = ∆θa−∆θb by

carrying out an average power transaction between nodes a and b. In order to independent from

the reference bus chosen for the network, the author in [18] applies the pseudo-inverse theory

[36] in Eq. (2.20), which can be further expressed as [19]:

Ea,b = (J+Pθ
)a,a− (J+Pθ

)a,b− (J+Pθ
)b,a +(J+Pθ

)b,b (2.21)
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In the definition of the electrical distance from [19], it also indicates that the incremental angle

differences and incremental reactive power dissipation are the same since they assume that the

angle differences are small and that the voltages are nominal. The author of [19] also proved that

the proposed electrical distance E satisfies the conditions for a proper distance metric under the

assumptions, which has considered the electrical properties, Kirchoff’s laws and Ohm’s laws as

well.

2.2 Electrical Structure Based Partitioning Method of Power Grids

Clustering or partitioning methods are useful techniques used in complex power system planning

or control applications, which has been indicated in [10, 38, 77, 79]. It is an intentional reaction

mechanism that helps power system operators and planners maintain the system stable with

respect to severe situations. It is also called controlled islanding, which will switch the grid into

islanding operation mode to isolate the faults and avoids the cascading outage [57].

The author of [19] proposes a partitioning method by using the electrical distance between

each bus as the critical measurement, which was demonstrated in the previous section. In that

proposed partitioning method, the electrical distance is used to demonstrate that buses within

a zone are strongly connected and buses between zones are weakly connected by using the

proposed method. Besides, the electrical distance is also sensitive to the active-power related to

the network topology. The proposed method in [19] can partition the power system according to

the network topology rather than to specific operating points. Moreover, the proposed method

reduces the extra-zonal power flows, which is the transaction leakage in other words. Based on

the advantages introduced by [19], the proposed algorithm will be the basis of this thesis.

2.2.1 Algorithm of The Partitioning Method

The proposed partitioning algorithm in [19] is implemented with custom coded toolboxes merged

from the genetic algorithm, which is a type of evolutionary algorithm. The reason for choosing

the genetic algorithm as the building block is that the algorithm can be effective at solving non-

linear or non-convex optimization problems. Its solutions are usually represented as strings of

numbers, which satisfy a user-defined objective function that evaluates each generation of so-

lutions. This kind of representation would result in high computational complexitiy for a large

network. Thus, many other encoding approaches are being developed [25]. The major steps of
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the proposed algorithm in [19] approximately follow the typical genetic algorithm, which are

initialization step, selection step, genetic operation step, and termination decision step. The flow

chart of the algorithm in [19] is reproduced as Fig. 2.2 [19, 42].

Figure 2.2: Flowchart of The Partitioning Algorithm

For the initial population part, the solution is typically randomly generated. The goal is to

have large range of coverage on all the possible solutions so that the most relative optimal solu-

tion can be realized. In [19], k-means algorithm is involved as the technique for the initialization

step. The purpose of involving k-means algorithm is to divide the buses in the power network

into certain number of clusters. The algorithm in [19] starts from randomly selecting K nodes

as the centroids within the total nodes (buses) in the power network. The rest of nodes will be

assigned to the closest of the k initial centroids subsequently. The previous selected centroids are

then relocated to the node in each cluster based on the principle of minimizing the mean distance
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between the centroid and other nodes with the cluster. Hence, each node in the network will be

evaluated according to the distance between itself and the selected k centroids. The reassignment

is implemented based on the whether they are in the cluster associated with the nearest centroid.

The entire process is iterated until it reaches the iteration upper bound or obtains a stable set of

clusters.

2.2.1.1 Evaluation Metrics For The Partitioning Solutions

The second step of the algorithm is the selection step. The selection process is implemented

through the evaluation indices defined according to a specific attribute, which is the evaluating

process on each individual. Five evaluation indices are obtained in [19], and an overall fitness

score is used to represent the goodness of the evaluation indices as well as the clustering solution.

The evaluation indices are Electrical Cohesiveness Index (ECI), Between-Cluster Connectedness

Index (BCCI), Cluster Count Index (CCI), Cluster Size Index (CSI) and Cluster Connectedness

(CC). Each index ranges from 0 to 1, representing the worst and the best result with respect

to the specific evaluation factor. Generally speaking, the first two indices, ECI and BCCI, are

evaluated based on the electrical distance. The third and the fourth indices, CCI and CSI, are

used to determine the number of clusters and their relative sizes. The specific descriptions of the

indices are now given:

1. ECI: It is a variable used to measure the connection of the chosen nodes within a cluster.

If it equals one, it means all nodes are close to each other and perfectly connected. If it

equals zero, it means the nodes are inside a large cluster with distant connection.

ECI = 1− ∑
n
a=1 ∑b∈Ma eab

∑
n
a=1 ∑

n
b=1 eab

(2.22)

2. BCCI: Unlike ECI, BBCI measures the overall connection strength between nodes con-

nection across zonal boundaries. The value of BCCI denotes that the ‘weaker’ it is con-

nected to each other the closer to 1 it would be.

BCCI = 1−
∑

n
a=1 ∑b/∈Ma

1
eab

∑
n
a=1 ∑

n
b=1,a6=b

1
eab

(2.23)

3. CCI: CCI is a factor that measures the proximity of the clustering solution compared with
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the ideal cluster numbers. The closer it gets to the ideal number of clustering, the close to

1 the value would be.

CCI = e
−(ln p−ln p+)2

2σ2 ,σ = ω ln(n) (2.24)

where p+ is the user defined preference number.

4. CSI: CSI is a variable that corresponds to CCI. It denotes the cluster size compared with

the ideal cluster size deviated from the ideal numbers of clustering.

CSI = e
−(ln(∑n

i
si
n )−ln n

p+ )2

2σ2 (2.25)

where si is the size of the cluster.

5. CC: CC is a binary index that evaluates whether the node(s) is/are connected the involved

power network. The in-connected node(s) can be eliminated during the clustering process.

CC =

{
1, connected

0, in− connected
(2.26)

The overall fitness score function is defined in [19], which is evaluated by aggregating all cluster-

ing indices solutions with the assigned exponential factors. The fitness equation can be expressed

as:

f = ECIα ·BCCIβ ·CCIγ ·CSIζ ·CC (2.27)

where α,β ,γ,ζ are the user-defined weight coefficients with values from 0 to 1. They represent

the importance of the corresponding index. 1 means the highest importance, and 0 means the

lowest importance. In [19], all weight coefficients are set to 1 aiming to give equal importance

during the process of simulation. By calculating the fitness score using the equation above, the

higher score solution set can be chosen as the preferred solutions.

2.2.1.2 Representation of Solutions

In order to reduce the computational complexity caused by large size complex networks, the so-

lutions generated by the genetic algorithm are usually simplified as a string of abstract numbers

by certain encoding method, which is known as the genotype. In [19], the solutions are encoded
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by integer representation instead of the binary representation. [19] provides the proof that the

integer representation of genotype can achieve substantially better solution than that with the bi-

nary representation. Generally speaking, integer genotype would require a much smaller number

of mutations to produce substantially different solutions [19].

Let the vector g = [g1 . . .gn] be used to denote the representation of the solution, where n is

the number of nodes in the network. The nodes in the network are assigned to an integer number

sequentially starting from 1, such as 1 to 5 for 5-bus example system shown as Fig. 2.3.

Figure 2.3: Five Bus Example System

Figure 2.4: Clustered Five Bus Example System

Each element of the vector g is used to denote the sequential neighborhood bus that is in

the same cluster as the specific bus, which has the integer starting from 0. For example, gi = 1

means that bus i and its first neighborhood are located in the same cluster; gi = 0 means there
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are two scenario for bus i: either bus i is the only bus in the cluster, or bus i has been counted in

the assignment of its previous bus in the same cluster.

Fig. 2.4 provides the specific illustration based on the system in Fig 2.3. Shown as Fig. 2.4,

bus 1 and bus 3 are located in the cluster 1, bus 2 and bus 4 are located in the cluster 2, and

bus 5 is in cluster 3. Starting from bus 1, the original neighborhood bus numbers are 2, 3 and

5, which will have the neighborhood index as 1, 2 and 3. Bus 3 is the first neighborhood bus of

bus 1, g1 = 2 as the result. g2 = 2 is because bus 4 is the second neighborhood. The reason for

g3 = 0 and g4 = 0 is that they have been included by bus 1 for bus 3 and bus 2 for bus 4. g5 = 0

is because bus 5 is the only bus in the cluster. Hence, the overall genotype for the 5 bus system

is g = [2,2,0,0,0].

From the example illustrated above, each individual genotype matrix represents an unique

clustering result and its individual bus connectivity in different cluster by simplified data. Di-

viding or merging single bus during the clustering process will cause tremendous change on the

genotype matrix. Besides, it can be seen that the integer representation approach increases the

efficiency of the mutation and crossover genetic operation in the next step.

2.2.1.3 Genetic Operation

Genetic operation is to generate second generation of solution sets based on the evaluation result

from the evaluation indices [25]. The operators include crossover (or recombination), mutation,

regrouping, colonization-extinction, and migration in the genetic algorithms.The purpose of this

part is to generate sets of solution having a higher fitness score. [19] employs crossover and

mutation genetic operator to achieve better fitness score. The mutation or the recombination is

implemented in each iteration based on the overall fitness score, who aims to change the cluster-

ing size or numbers without changing the network topology [25].

Crossover operator recombines two selected parents individuals, which are selected through

the standard tournament selection method without replacement [25]. Tournament selection

method is a selection mechanism used for crossover in the genetic algorithm. In the tourna-

ment selection, the number of selected individuals x are defined as tournament size, which will

be acted as the selection pressure. The selection pressure is the degree to which the better indi-

viduals are favored. The tournament will be held among this x individual solutions by comparing

their fitness score. The first xopt will be the winner and selected. After the pair of parents is se-

lected, a single random point in the pair is chosen and both parents are split. After the splitting,
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the new individual will be generated by having the head vector of the first parent and the tail

vector of the second parent. The process of generating new individual can be illustrated by Fig.

2.5. The new individual will replace the existing solution with certain probability by using the

roulette wheel method. In the crossover operation, the top three individuals will be remained

without any modification.

Figure 2.5: Crossover Example [65]

The mutation operation is implemented after the crossover operation at the end of each gen-

eration. It occurs on the rest of the population except the top three individuals. It is used to

maintain the diversity in the genetic population with a low probability. The diversity means the

cluster size and the topological structure in the case of [19]. The probability is set to 1
n , where

n is the number of buses. The probability is defined to maintain the mutation by implementing

one time per individual per generation. The selected unit of the individual is randomly reset to

an integer belonging to g that located inside the genotype limits. This process can be illustrated

by the example shown in Fig. 2.6.
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Figure 2.6: Mutation Example

According to Fig. 2.2, the termination condition needs to be decided after the genetic oper-

ation. The definition of the termination is relatively flexible and mainly depends on the user’s

application. Typically, the algorithm is terminated when it reaches the threshold or the criteria

defined in the termination part. Common terminating conditions are:

• A solution is found that satisfies minimum criteria

• Fixed number of generations reached

• Allocated budget (computation time/money) reached

• The highest ranking solution’s fitness is reaching or has reached a plateau such that suc-

cessive iterations no longer produce better results

• Manual inspection

In [19], two termination conditions are employed. The first one is the convergence of the fitness

score, which is evaluated according to Eq. (2.27). It means this whole heuristic process will

be terminated when no better fitness score occurs. The second one is the user-defined iteration

duration and times. When the upper limit time or duration is reached, the result of the heuristic

process will be the final result regardless of whether or not it is the best.

2.3 Network Observability

Network observability is a very important characteristic in power system state estimation, whose

analysis must be performed prior to state estimation execution. For a given set of measurements

and their location in the system, the observability analysis contributes on deciding whether the
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state estimation is possible or not [54]. Lacking of the measurement makes it barely possible to

have accurate state estimation results, which might be caused by error in the installation of the

measurement, changing on the topology structure, or error on the communication signal trans-

mission [52]. There are two types of typical observability analysis method, which are numerical

observability analysis, and topological observability analysis. Prior to the descriptions of these

two kinds of observability analysis method, the general state estimation background needs to be

introduced as it is the basis framework of both algorithms.

2.3.1 State Estimation Fundamentals

A state estimator aims to reconstruct the system state based on the set of given measurements.

The measurement model for the power system can be expressed as [32, 52]:

z = h(x)+ e (2.28)

where z is the measurement vector with the assumed dimension of m− 1. h(·) is a nonlinear

vector function which maps the state variables of the system to the measurement. The state

variable vector x is typically formed by the bus voltage angles θi and bus voltage magnitudes

Vi in power system. Assuming there are n buses in the power system, the system consists n

voltage magnitude and n voltage phase variables. Considering the reference node, one of the

phase angles is assigned to be zero θ1 = 0. Thus, the state vector x has dimension (2n− 1),

expressed as: xT = [θ2, . . . ,θn,V1, . . . ,Vn]. Lastly, e is the m×1 measurements noise vector.

Assuming a static system, the objective function in the WLS algorithm can be expressed as:

Ob j = [z−h(x)]TCov−1[z−h(x)] (2.29)

where Cov is the diagonal m×m covariance matrix of measurement errors. The minimum of the

last equation can be obtained iteratively using the algorithm found in [76], i.e.:

[HT (xk)Cov−1H(xk)]∆xk+1 = HT (xk)Cov−1
∆zk (2.30)

where H(xk) is the Jacobian matrix of h(x) at time k, which is given by H(x) = ∂h(x)
∂x .

The Jacobian matrix H(x) is very important for observability analysis since the number of

rows in the matrix is the number of measurement, and the number of columns is the number
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of state variables of the system; xk denotes the state vector at the time stamp k; ∆zk represents

the measurement difference, ∆zk = zk − h(xk); ∆xk is the state vector change from k to k +

1, expressed as ∆xk = xk+1− xk. [HT (xk)Cov−1H(xk)] is called as gain matrix [76], namely,

G(xk) = HT (xk)Cov−1H(xk).

2.3.2 Numerical Observability Analysis

The study of general observability was motivated by the desire to know the entire state of the sys-

tem without measuring all the system states, but rather having measurements that are functions

of the system states. The early investigation on the observability property of systems focused

on linear time-invariant systems. It provides the observability analysis based on the system ma-

trix and the output distribution matrix. In general, a linear time-invariant system model can be

expressed as:
ẋ = Ax+Bu

z =Cx+Du
(2.31)

where ẋ is the time derivative of the state vector x, A is the system dynamic matrix, B is the

input distribution matrix, z is the measurement vector, C is the output distribution matrix, and

D is the measurement transmission matrix. If there are n measurements, the linear time-variant

system can be regarded as observed system if rank(J) = n, where J = [C CA · · · CAn−1]T . The

common approach to finding the rank of a matrix is to reduce the matrix to a simple form by using

the elementary row operation, which is also called row echelon form. The detail observability

analysis can be found in [24].

However, the power system numerical observability analysis is not the same as the classic

observability analysis for linear dynamical system [32]. The inverse function theory is developed

for numerical observability analysis [32]. For a no measurement error power system zi = h(xi),

the basis of the observability analysis focuses on the determinant of the Jacobian matrix H(x)
based on Eq. (2.28) and Eq. (2.32), which can be described by [52]:

H(x) =


∂h1
∂x1

· · · ∂h1
∂xm

...
. . .

...
∂hm
∂x1

· · · ∂hm
∂xm

 (2.32)
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The system can be regarded as observable as long as the determinant of the Jacobian matrix H(x)

is not zero. Consequently, all the state variables can be recovered from the measurement if the

Jacobian matrix H(x) is of full rank.

The authors of [32] develop an observability analysis method regardless of the number of the

measurement. Using the proposed method in [32], the unobserved branch can be found so that

the situation, a sub-system full of unobserved branches, can be avoided during the partitioning.

The starting point is the power flow simplification. The traditional power flow equations between

bus i and bus j can be expressed by:

Pi j =
Vi[R(Vi−Vj cosθi j)+XVj sinθi j]

R2 +X2

Qi j =
Vi[−RVj sinθi j +X(Vi−Vj cosθi j)]

R2 +X2

(2.33)

where X and R are the imaginary and the real part of the line impedance, respectively. [32]

makes the assumption that X ≈ R. Using orthogonal linear rotational transformation matrix, the

modified power flow equations can be expressed as:[
P′i j

Q′i j

]
=

[
sinθi j −cosθi j

cosθi j sinθi j

][
Pi j

Qi j

]
(2.34)

where sinθ = X
Z and cosθ = R

Z . By using the simplified DC model the relationship between

measurements can be denoted as: [
zP′

zQ′

]
=

[
HP′θ ·θ
HQ′V ·V

]
(2.35)

Since the active power and reactive power measurements may be performed in pairs in practice,

the observability analysis turns to the analysis of Jacobian matrix HP′θ [32]. However, the matrix

HP′θ is a non-square matrix, which is not invertible for inverse function theory. A gain matrix

GP′θ is built based on z = Hx, which is obtained by multiplying both sides by the transpose of

HP′θ , namely:

HT
P′θ · zP′θ = HT

P′θ ·HP′θ ·θ (2.36)

in which HT
P′θ ·HP′θ = GP′θ . The gain matrix can be further used for observability analysis by

calculating its rank: if the rank of the gain matrix is n−1, with n denoting the number of buses,
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the distribution system is observable. After the evaluation of the gain matrix, the algorithm for

finding the unobserved branch is applied. First of all, [32] starts to solve the phase value θ

using the gain matrix. The Cholesky method is used to decompose the gain matrix since it is a

symmetric singular matrix [32]. The way that [32] resolves it is by replacing the zero pivot by

1 and giving different arbitrary values to the corresponding entry. The solved vector θ will then

be used to calculate the unobserved branch with the equation:

Pbranch = A ·θ

ai j =


1, if j is the begin using bus of branch i

−1, if j is the end bus of branch i

0, otherwise

(2.37)

where ai j is the (i, j) entry of matrix A. In the solved vector Pbranch the unobserved bus will

be the one having value differing from zero [32]. In [32], the whole process is iterated until no

observable branches can be found.

2.3.3 Topological Observability

Generally speaking, the topological observability algorithms determines the network observabil-

ity according to the location of the measurements in the entire system, which is evaluated based

on the utilization of the graph theory [80]. According to the demonstration we mentioned in an

earlier section, the N-bus power system can be represented by a undirected graph G = (V,E),

where V includes the buses involved in the analysis, and E are the corresponding branches of the

system. The related sub-graph can be denoted as GT = (VT ,ET ). If the sub-graph contains all

of the graph nodes (all the involved buses) and N−1 branches, it will have a full rank spanning

tree of graph (loop free-graph) G. Under this condition, the power system could be considered

as topologically observable [54].

In the conventional topology observability, there are two kind of observabilities, which are

P− θ observability and Q−V observability. The P− θ observability and Q−V observability

concepts are based on the well known decoupling principle of high-voltage power networks.

They essentially imply that, if the same conditions that underlie the fast decoupled power flow

apply, the observability problem can be split into two separated sub-problems [29, 16]. A N-
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bus power system is said to be algebraically observable with respect to the active power flow

and active power flow injection, if and only if the rank of the respective Jacobian sub-matrix

rank(HPθ ) is equal to N− 1. On the other hand, the same system is algebraically observable

with respect to active power injection and voltage magnitude measurement, if and only if the

rank of the respective Jacobian sub-matrix rank(HQV ) is equal to N. According to the fact that

the bus voltage magnitudes can be directly measured whereas the bus voltage angles cannot, the

problem of P−θ observability is more critical than the Q−V observability.

The sub-graph created by the measurement set would be the next investigation item. There

are three remarks that could help on the implementation of the branch assignment, which can be

concluded as [29, 16]:

• A branch flow measurement can produce an equation in the measurement model, shown as

Eq. (2.28), which would incorporate the voltage angles with the magnitudes corresponding

to the terminal buses of the monitored branch.

• The effect of an injection measurement is to relate the complex voltage of the measured

bus with the complex voltages of the buses that are directly connected to it.

• A bus voltage measurement only carries information about the voltage magnitude.

Based on these three remarks, the following expresses the conditions for the measurement that

can be assigned to the corresponding branch:

• The branch is assigned to its flow measurement when the branch flow is measured.

• The branch is assigned to the injection if an injection is measured at a terminal node of a

branch.

• The branch is assigned to only one kind of measurements.

The assigned branches and nodes are regarded as edges and vertices of a measurement sub-graph.

The spanning tree method is the typical method for topology observability problems. In general,

a spanning tree is a sub-graph of a no-cycle graph G containing all vertices with minimum edges.

The rank of a spanning tree measures the minimum number of edges that must be removed from

the graph to make the remaining edges form a tree. It can be calculated by using the equation:

rank = E−V +L (2.38)
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where E stands for the number of edges of the graph, V stands for the vertices, and L stands for

the connected components number. The general construction of the spanning tree is an ongoing

research topic in many areas, but is not applied in this research work.

[1] introduces a simple topology observability method to have a general understanding of the

spanning tree method, which is coined as branch coloring method. Fig. 2.7 shows branch color-

ing spanning tree example. 7 measurements are assigned to this 6-bus system. Measurement 1

is assigned red, 2 is assigned blue, 3 is assigned green, 4 is assigned yellow, 5 is assigned black,

6 is assigned brown, and 7 is assigned grey. The upper part of the figure shows the locations

of each measurement which are shown by a number surrounded by a square. As the focus on

the branch measurement, each measurement on the branch is assigned a color regardless of the

node measurement. The lower part shows the spanning tree of the measurement of the system.

The spanning tree shown in Fig. 2.7 is called observable spanning tree. A power network is said

to be topologically observable with respect to the measurement set, if and only if at least one

observable spanning tree can be found in the corresponding network graph.

Figure 2.7: Coloring Measurement Spanning Tree Example[80]

[66] introduces a basic numerical formula for topological observability analysis. According

to [66], evaluating a spanning tree of full rank implies finding (n-1) branches with meters that
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connect n nodes without any loops. In [66], it uses a weighted graph GPθ to represent a network

with placed meters. The branch weights of GPθ are determined by whether meters are located at

the branches, which can be evaluated by the expression shown as:

wbi =

{
1, branch has no meter

0, branch has meter
(2.39)

where bi mean the ith branch of the power network. With the definition of the weight equation,

the problem of topological observability could be translated into evaluating the minimum span-

ning tree, which means the spanning tree who has minimum sum of the branch weights among

the existing spanning trees on the graph. The formulation of the problem is

min
N−1

∑
i=1

wbi

subjective to bi ∈ Spanning tree TPθ o f the graph

w(TPθ ) = min
N−1

∑
i=1

wbi

(2.40)

With the definition of Eq. (2.34), wPθ = 0 means it is topologically observable. On the other

hand, if it is not topologically observable, the value will be wPθ > 0. Specifically, if wPθ =

c,c > 0, c will be the value standing for the number of lacking measurements to be topologically

observable.

The augmented node method is developed to have the topological observability analysis

[66]. The method is built based on the fact that voltage measurements are transformed into the

equivalent reactive power flow. Generally, this method analyzes the topological observability

by adding one node to the power network regarding as the equivalent power flow measurement

from the ground. Five steps are included in this method to do the observability analysis, which

are [32, 29, 66]:

• Step 1: The voltage and injection measurements need to be transformed into the equivalent

flow measurement.

• Step 2: Eq. (2.39) is used to evaluate the weights of the tree.

• Step 3:If ∑
N−1
i=1 wbi = 0 (or ∑

N−1
i=1 wbi = 1 for P− θ observability analysis), the iteration
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can be terminated. Otherwise, the isolated nodes and the neighboring nodes would be

obtained.

• Step 4: The sum of weight of the graph will be updated if other nodal measurement can

be assigned to the isolated nodes. Otherwise, The analysis is terminated.

2.4 PMU Placement Problem

The observability analysis normally includes three parts, namely, determining network observ-

ability, identifying the observable islands, and measurement placing for observability restoration.

The first two parts can be resolved by algorithms, which are developed in many existing papers

[52, 61, 16, 80]. For the third part, conventional measurements are typically employed, such as

zero injection, active power or reactive power. With the development of Phasor Measurement

Unit (PMU), PMU-based observability algorithms are getting the attention of many researchers,

which typically involve PMU placement algorithms. PMUs are devices with synchronization

signals from GPS satellites and provide positive sequence phasor voltages and currents mea-

sured at a given bus [17]. It means that a PMU installed at a bus can observe the bus where

it is installed and the current phasors of the branches connecting to that bus. The assumption

for realizing that is the PMU should have a sufficient number of channels. However, it is not

practical to have PMUs installed on every bus in a system. It is not only because of the high

cost of PMUs but also because of the high cost of installation and communication facilities cost

[44, 72]. Hence, the PMU placement problems need to be addressed appropriately.

2.4.1 Theories For PMU Placement Algorithms

The objective of the PMU placement problem is a strategic choice of the minimum number

of PMUs and the optimal location the PMUs installed in a system to ensure the complete ob-

servability and satisfy a given redundancy criterion [70]. Since topological observability is a

relatively practical and employable method to implement for power system observability, the

PMUs placement problems are typically solved based on the topological observability [70, 94].

Once the topological observability is obtained, the PMU placement problems could be regarded

as the problem of finding an observable spanning tree with minimum number of branches based
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on Eq. (2.40). The placement problem can be stated as:

min ∑
i

ωixi

subject to Ob(S(∑xi)) = 1
(2.41)

where ω stands for the cost of PMU installation, xi is a binary variable representing the PMU

installation on each bus, Ob denotes the observability evaluation logical function, and S(·) is the

location set of the PMUs.

The solution of Eq. (2.41) always involves in a highly non-linear, non-convex and non-

differentiable computational task. There are few conditions that are commonly employed for

determining the observable areas during the process of selecting the placement of PMUs, which

can be summarized [70, 74]:

• For a PMU installed bus, voltage and current phasors of all lines incident to the bus are

known.

• Voltage phasors at the buses connecting to the PMU bus can be calculated by Ohm’s law

if the voltage and current phasors at a bus are known.

• If the buses at two ends of a branch are known, the current phasor at the branch can be

directly obtained.

• The current phasor of the a unknown branch can be evaluated by KCL if there is a zero-

injection bus without PMU and the current phasors of the connected branches are all

known but one.

• If the voltage phasor of a zero-injection bus is unknown and the voltage phasors of all

connected buses are given, the voltage phasor of the zero-injection can be obtained.

• For a group of connected zero-injection buses, if the voltage phasors of all buses con-

nected to this group of buses are known, the voltage phasors of this group of buses can be

calculated by KVL

For the above conditions, the measurements in the first one are called direct measurements. The

measurements in other conditions are called pseudo-measurements or extension-measurements.

In practical scenarios, these conditions can be summarized as that if there is a PMU is installed
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at a bus, the bus and its adjacent buses are observable [70].

There have two typical types of PMU placement algorithms which are mathematical pro-

gramming methods and heuristic methods. Conventionally, the mathematical programming

methods include linear programming (LP), nonlinear programming (NLP), dynamic program-

ming, or combinatorial optimization. However, the pure mathematical techniques are easily

trapped at local optima, and they might have difficulties in handling numerical constraints [44,

74]. Heuristic techniques based on the graph theory are developed to overcome the numerical

difficulties.

The graph theoretic heuristic techniques are based on the system’s topology, whose proce-

dure builds a measurement spanning sub-graph across the system. Similar to Eq. (2.41), the

graph theoretic search can be mathematically expressed as:

min ∑
i

ωixi

Sub ject to F(x)≥ C
(2.42)

The objective here is to minimize the cost of the PMU installation. F(x) is a vector function that

represents the observability constraint form by the xi. The constraint function not only represents

the observability of the system after PMU installation but also builds the constraint for the system

observability redundancy, which is represented by the constant vector C. Note that the constraint

is a component-wise inequality. It is first introduced by the author of [5], which can be expressed

as:

F(x) = Ax (2.43)

where A is the binary adjacency matrix. The elements of the matrix A can be defined as [74, 5]:

ai j =

{
1, nodes i,j are connected

0, otherwise
(2.44)

where ai j means the element located at the ith row and jth column in the matrix A. For bus i in a

n-bus system, the corresponding observability can be represented as:

fi(x) =
n

∑
j=1

ai jx j (2.45)
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If the value of the observability fi(x) is a non-zero value, the bus i can be regarded as a observable

bus. The value of fi(x) not only reflects the observability of the involved bus, but also reflects the

redundancy observability value. It must be a value greater or equal to 1. It is a constraint based

on the specific request of the owner of the corresponding bus. A wide range of methods can be

cited based on the existing papers such as depth first search (DFS), the minimum spanning tree

(MST), simulated annealing (SA), and recursive security N algorithm (RSN) [5].

Figure 2.8: 14 Bus System with 3 PMUs [94]

Fig. 2.8 provides an example that provides a straightforward illustration of the PMU place-

ment problems. In the 14 bus example system, there have 4 PMUs placed at buses 2, 6, 7 and

9. The PMU at bus 2 can measure the observability of bus 2 and also the branches 1-2, 2-3, 2-4

and 2-5. The buses 1, 3, 4 and 5 can be observed by using Ohm’s law because of the placement

of the PMU on bus 2. Hence, the current phasors of branches 1-5, 3-4 and 4-5 can be calculated

since the voltage phasors at bus 1, 2, 3, 4 and 5 are determined. Similarly, PMU at bus 6 can

observe the branch 5-6, 6-11, 6-12 and 6-13, which can indirectly measure the phasors at buses

5, 11, 12, 13 and the branch 12-13. Using the known current phasors of branches 4-7 and 7-9

and the PMU measurement at bus 7 can make the current phasor of branch 7-8 being measured

by Kirchhoff’s law. The current phasors of branches 4-9, 7-9, 9-10 and 9-14 can be measured by
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the PMU at bus 9. Besides, the buses 4, 7, 10, 14 and the current phasors of branches 4-7 can be

measured as well. The voltage phasors of buses 10, 11, 13 and 14 are known, which can help the

current phasors of branches 10-11 and 13-14 becoming known measurements. Summarizing the

above illustration, it can be seen that it is possible to use the PMU only measurements to ensure

complete system observability by placing PMUs at buses 2, 6, 7 and 9.

2.4.2 Depth First Search with Heuristic Algorithm

The DFS algorithm employs the first and the third condition that we previously mentioned, which

are:

• For a PMU installed bus, voltage and current phases of all lines connecting to the bus are

known.

• If the buses at two ends of a branch are known, the current phasor at the branch can be

directly obtained.

It is a method built based on the tree search technique. As a general idea, DFS searches a tree

from a parent node to one of its direct child nodes, and does the searching repeatedly until no

child node exist. The same process is implemented on all parents nodes. Based on the illustration

in paper [70, 28], Fig. 2.9 shows the order of the nodes being visited when DFS is employed in

a tree.
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Figure 2.9: DFS Nodes Order Example

Applying the idea of DFS to the PMU placement problems, any node in the tree of DFS

represents a state of a given power network. The state means the buses where PMUs have been

installed. It will be represented by the variable value xi of the vector x in Eq. (2.43). The child

of either node represents the candidate locations of PMUs. The DFS method could traverse all

states of a represented power network, which has a finite amount of buses and branches, if no

special termination constraint is constructed during the searching process. In other words, DFS

could find out all possible PMU placement scenarios, theoretically speaking. Hence, DFS has

the potential to find the optimal solutions of a PMU placement problem. However, it is a time

consuming method if the process obtains all possibilities of a power network according to the

combinations calculation. Based on the illustration of the DFS in [70], the searching process

can be improved by combining the main idea of minimum spanning tree, which could be named

as DFS heuristic algorithm. Generally speaking, this improved algorithm improves the DFS

weak convergence by changing the optimization rules from finding a slip road linking the bus

to searching for the maximum coverage of the bus. Specifically, the amount of states can reach

∑
118
n=1Cn

118 for a 118 buses system, which is 3.3231×1035. Thus, a proper constraint needs to be

set up during the PMU placement searching process to have the optimal or sub-optimal solution

with limited search times. The constraint is obtained during the process of choosing which a

child node should be visited next time [74]. Specifically, it mentions that only the child node
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that has the most connected branches will be chosen as the next to be visited node. By applying

this condition, it decreases the number of states being traversed by only traversing the ones that

have the largest possibility to increase the number of buses to become observable buses.

We can conclude that the DFS with heuristic algorithm can contribute to the PMU place-

ment algorithm with the possible minimum searching time. During the placement set searching

process, every bus will be assigned an unique identity for recording purpose. The bus where the

PMU will be placed will be recorded by using its corresponding identity. The solution set will

contain all the buses identities where the PMUs are placed. Hence, the system observability will

be evaluated by employing Eq. (2.43). The logic flow of the DFS heuristic algorithm can be

summarized as Fig. 2.10.
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Figure 2.10: DFS Heuristic Algorithm Method Flow Chart

2.4.3 Genetic Algorithm Based Technique For PMU Placement

According to the genetic algorithm (GA) concept, the fitness function helps the algorithm to

specify certain selection rules for multi-variable population for an optimized result [65]. Unlike

the classical optimization problem, genetic algorithm, introduced in the previous section is a

multi-point searching solution for the global optimum value instead of single point conventional
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searching method [34]. According to the techniques introduced in [7] and [87], a PMU place-

ment technique is modified based on the BILP and GA algorithm. The modified PMU placement

technique has three main steps for the algorithm introduced in this thesis, which are:

• Step 1: Implementing the BILP-based PMU placement algorithm, the total number of

installed PMUs from BILP will be set as the minimum number of total employed PMU.

In other words, a linear constraint will be set.

• Step 2: Using the genetic algorithm to generate sets of solutions, which will be encoded

by a binary string. The solutions stand for the PMU placement.

• Step 3: Comparing the system observability values of the solutions from Step 1. The

solution that has the largest system observability will be derived.

The PMU placement algorithm in the first step that aims to set up the maximum number of

PMUs allowed for the genetic algorithm. The initial PMU placement algorithm in this step is a

user defined algorithm, which is to ensure that the minimum number of PMUs can be obtained

and system observability will be ensured at the same time. In our research, a Toolbox developed

by IBM will be implemented, whose details can be found in the Chap. 4. The linear equality

constraint can be expressed as: Aeq · xi = beq, where Aeq will be 1 for each bus regarding as the

cost of the installation of PMU, and beq will be the minimum number PMU from user defined

method.

In Step 2, the number of variables in the genetic algorithm will be the same as the total

number of buses, which means the PMU installation of each bus will be the gene of the so-

lution. According to the concept of the genetic algorithm, the aim of the GA is to find the

largest fitness score solution. With this conventional concept, the fitness function expressed as:

f it f cn = nBus−∑i xi, where nBus stands for the total number of system buses and ∑xi stands

for the total number of PMUs. Since the total number of system buses is a constant, the fitness

function score will increase when the total number of PMUs ∑i xi decrease. Thus, it will have

the same functionality as min∑i xi.

As we mentioned previously, the GA will search for the optimum value via multiple points,

which means it can generate different sets of PMU placements. In order to find the relatively

optimum placement solution, an extra constraint is defined in Step 3, namely, system observ-

ability value. The solution that has the largest observability value will be selected after multiple

solutions are generated.



39

2.5 State Estimation of Power Systems

2.5.1 Conventional Weighted Least Squares

State estimation (SE) is the main function of the Energy Management Systems (EMS). An ac-

curate state estimation process can provide reliable monitoring and control of the system toward

the control centers [97]. The main objective of the SE is to estimate the current power system

states by processing the measurements available from various substations in the power system

network. In other words, the SE uses limited measurement data to estimate all state variables

as accurate as possible. Conventionally, the state estimation is realized by using the Weighted

Least Square (WLS) algorithm. The basic state estimation model was described in the previous

section. For a system having m number of measurements and Nbus number of buses (m > Nbus),

the state estimation basic model can be further expressed as [49]:
z1

z2
...

zm

=


h1(x1,x2, . . . ,xn)

h2(x1,x2, . . . ,xn)
...

hm(x1,x2, . . . ,xn)

+


e1

e2
...

em

 (2.46)

where [h1(·),h2(·), . . . ,hm(·)] is the measurement vector with m nonlinear transformation func-

tions, n is the number of states (n = 2Nbus). The nonlinear transformation relates the state vari-

able xi, i = 1, . . . ,n to its corresponding measurement. It usually employs power flow functions

as shown in Eqn (2.33), where voltage magnitude and its angle V and θ are the state variables,

real power and the reactive power P and Q are the measurements. [e1,e2, . . . ,em] is the noise

vector.

The goal of the WLS estimator is to find the state vector that minimizes the objective func-

tion, which is expressed as:

J(x) =
m

∑
i=1

(zi−hi(xi))
2

Ri
= [z−h(x)]TR−1[z−h(x)] (2.47)
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where R is the covariance matrix of the measurement noise vector e, R = Cov(e) = E[eeT ]. In

order to find the minimum value, the derivative is set to zero, i.e.[64]:

g(x) =
∂J(x)

∂x
=−HT (x)R−1[z−h(x)] = 0 (2.48)

where H(x) is called measurement Jacobian matrix which is denoted as H(x) = ∂h(x)
∂x . To solve

the minimization problem, the first order Taylor expansion is employed, namely,

∆xk
i = xk+1

i −xk
i

= G−1(xk
i )H

T
i (xk)R−1

i (zi−hi(xk
i ))

(2.49)

where G(xk) is called gain matrix derived from the derivative of g(x), expressed as [64]:

G(xk
i ) = HT

i (x
k
i )R
−1
i H(xk

i ) (2.50)

The WLS estimator begins from a flat start, i.e. with a voltage magnitude 1 p.u. and a voltage

phase angle 0 degrees. It is iterated until its tolerance reaches the desired value, or the delta value

in Eqn. (2.49) converges [64]. The main steps of the WLS estimator are [64]:

1. Flat start as the initial value.

2. Calculate the gain matrix by using Eqn. (2.50).

3. Calculate the delta x value from Eqn. (2.49).

4. Iteratively run the last three steps until ∆x converges to the desired value.

Although WLS estimator performs well on small systems, it is not widely used in current re-

search as its computational complexity increases tremendously for large power networks.

2.5.2 Cubature Kalman Filter Based State Estimation

In order to solve the computational disadvantage of WLS, the Kalman Filter (KF) is introduced to

improve efficiency [50, 55, 85, 81]. The KF is an efficient recursive algorithm for state estimation

in nonlinear systems. The nature of this mathematical tool is based on minimizing the covariance

of the squared error between physical and estimated states [55]. Current KF estimators include
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Extended Kalman Filter (EKF), Unscented Kalman Filter (UKF), and Cubature Kalman Filter

(CKF) [50, 55, 81]. EKF is a traditional nonlinear filtering method, which utilizes the first

order approximation of the Taylor series to represent nonlinear functions. However, the EKF

neglects high-order terms of the nonlinear system model leading to the degradation of estimation

accuracy. The drawback of EKF is caused by the linearization and Jacobian matrix calculation.

In order to overcome this drawback, UKF is introduced to by-pass the high order linearization

process based on the unscented transform (UT) [50, 45]. The main idea of the UKF is to utilize

the deterministic sigma points to capture the mean and covariance of the original distribution of

state variables [50]. Compared to the EKF, the UKF has relative simplicity and good convergence

with high accuracy [31]. However, UKF requires precise prior system knowledge, especially

noise statistics. If the noise statistics are inaccurately initialized, it would lead to biased or

divergent estimation solutions [50, 31].

Recently, cubature Kalman filter (CKF) has become popular in nonlinear filtering. Similar to

UKF, CKF it does not require the linearization of the nonlinear function or the Jacobian matrix,

which overcomes the problem of the computational burden and inaccuracy caused by the linear

truncation. It means that the performance of CKF will not be degraded with the increase of

the system dimension. Different from the UKF, the CKF has a stronger nonlinearity due to the

use of the cubature points, which is the approximation points evaluated via nonlinear functions

for the Gaussian integration [31, 3]. It could potentially increase the accuracy of the estimation

result if the system model satisfies the Gaussian model assumption. The CKF intuition can be

started from the nonlinear system model. The typical nonlinear discrete-time system model can

be expressed as:

xk+1 = fk(xk)+wk (2.51)

zk = hk(xk)+vk (2.52)

where xk is the state variable at time k, zk is the measurement vector at time k, wk is the system

process noise, vk is the measurement noise, f(·) is the nonlinear system function, and h(·) is the

nonlinear measurement function. As mentioned before, one of the prior conditions for CKF is

the assumption of Gaussian model including the system noise. Thus, the two noise terms are

assumed to be uncorrelated Gaussian white noise with constant mean and variance. Their means
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and variances are:
µwk = 0

µvk = v

σ
2
wk

= Q

σ
2
vk
= R

(2.53)

Based on the nonlinear system model previously described, there are three main steps for the

CKF estimator. The three steps are initialization, prediction, and correction and update steps.

For an n-bus power system, the CKF state estimation process can be denoted as [31, 3]:

1. Initialization:

• Initialize state vector x̂0 (flat start will be the typical initial value);

• Initialize the error covariance of the state vector P0|0;

• Evaluate the cubature points ξi [37]:

ξi =

√
m
2
[1]i, i = 1, . . . ,2n (2.54)

where m = 2n, n is the dimension of the state vector x, [1]i is the ith column of the

matrix [In|− In] and In is the n×n identity matrix.

• Assign the weighting factor value ωi:

ωi =
1
m
, i = 1, . . . ,2n (2.55)

2. Prediction:

• Obtain the posterior error covariance Pk|k using Cholesky decomposition:

Pk|k = Sk|kST
k|k (2.56)

where Sk|k is a diagonal matrix at time epoch k.

• Calculate the cubature points χi:

χi,k|k = Sk|kξi + x̂k|k, i = 1, . . . ,2n (2.57)
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where χi,k|k stands for the cubature point for ith state at time epoch k, x̂k|k is the state

vector at time epoch k.

• Update the cubature points from time epoch k to time epoch k+1:

χi,k+1|k = f(χi,k|k), i = 1, . . . ,2n (2.58)

where f(·) is the system nonlinear transform vector function.

• Update the mean and covariance based on the updated cubature points:

x̂k+1|k =
2n

∑
i=1

ωiχi,k+1|k (2.59)

Pk+1|k =
2n

∑
i=1

ωi
[
χi,k+1|k− x̂k+1|k

][
χi,k+1|k− x̂k+1|k

]T
+Qk, (2.60)

3. Correction and Update:

• Re-evaluate the error covariance Pk|k by performing Cholesky decomposition:

Pk+1|k = Sk+1|kST
k+1|k (2.61)

• Re-evaluate the cubature points at k+1 time epoch:

χi,k+1|k = Sk+1|kξi + x̂k+1|k, i = 1, . . . ,2n (2.62)

• Based on the updated cubature point, the estimated measurement of the cubature

point zi,k+1|k can be shown as:

zi,k+1|k = h(χi,k+1|k)+v, i = 1, . . . ,2n (2.63)

• The predicted measurement of the update estimated cubature points measurement

can be expressed as:

ẑk+1 =
2n

∑
i=1

ωizi,k+1|k (2.64)

• Update the auto-covariance of measurement zk+1 and cross-covariance of measure-
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ment and state vector:

Pzk+1zk+1 =
2n

∑
i=1

ωi
[
zi,k+1|k− ẑk+1

][
zi,k+1|k− ẑk+1

]T
+Rk (2.65)

Pxk+1zk+1 =
2n

∑
i=1

ωi
[
χi,k+1|k− x̂k+1|k

][
zi,k+1|k− ẑk+1

]T (2.66)

• Calculate the Kalman gain based on the updated auto-covariance and cross-covariance:

Kk+1 = Pxk+1zk+1P−1
zk+1zk+1

(2.67)

• Update the final estimated state vector:

x̂k+1|k+1 = x̂k+1|k +Kk+1(zk+1− ẑk+1) (2.68)

• Update the error covariance for the next iteration:

Pk+1|k+1 = Pk+1|k−Kk+1Pzk+1zk+1KT
k+1 (2.69)

Clearly, the complete statistical information is evaluated according to the posterior probability

density of the state [31]. The posterior probability density of the state will be updated using

the time update and the measurement update steps on the new measurement. Based on the up-

dated probability density of state and measurement, the estimated value of state vector evaluated

recursively using predictive (time update) and corrective (measurement update) steps [3].

2.5.3 Multi-area State Estimation

To the best of our knowledge, multi-area state estimation (MASE) research started in the early

1970s right after the state estimator was developed [35]. Recently, the MASE has been brought

back to attention. MASE techniques can satisfy the need for a better real-time visibility of the

operating state of the grid. What is more, the system reliability can be improved because of

the increased computational efficiency. Except for the computational efficiency and system re-

liability, there are three additional desired MASE features, which are robustness, accuracy, and

limited amount of exchanged data [35]. In terms of the robustness feature, it means the capabil-



45

ity of a sub-system to achieve estimation convergence. The convergence could be impacted by

a wide range of possibilities, such as the decomposition/partitioning result of the global system,

the amount of bad data, and the measurement configuration [35]. As for the accuracy feature,

the sub-system should at least have the same level of accuracy according to the application of

the system. The last feature is the amount of data to be exchanged. The sub-system is desired

to have less amount of data to be exchanged between the individual sub-systems. The reason for

having this feature is to avoid the possible time delays and the possible demand of large com-

munication bandwidth. Besides, the amount of sharing data would change the complexity and

security of the data acquisition process [35, 67].

There are four levels based on the overlapping area, which are non-overlapping areas level,

boundary-bus overlapping areas level, tie-line overlapping areas level, extended overlapping ar-

eas level [35, 67, 89, 27]. These four different levels can be explained with the following exam-

ple:
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(a) Non-overlapping areas level

(b) Boundary-bus overlapping areas level

(c) Tie-line overlapping areas level

(d) Extended overlapping areas level

Figure 2.11: Examples of Area Overlapping Levels

There are two typical MASE computing architectures, which are two-level hierarchical ar-

chitecture and decentralized architecture. For either architecture, the main idea is to find a good

compromise that would keep their existing state estimators and to have a central entity to coor-

dinate their results to determine the system-wide state [67].

The two-level state estimator was first introduced by [89], which contains the local state

estimator level and central coordinate state estimator level. At the first level, the local state esti-

mator level, the state estimation will be employed independently on each individual sub-system

according to the partitioning strategy. At this stage, the overlapping level need to be determined
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first, which is to determine the boundary bus state variables. After the first level, the central

coordinator will receive the estimated state variables of each area to evaluate the global system

estimated result [89]. Conventional MASE will re-estimate two kinds of information collected

from the first level, which are boundary buses state variables and sub-system slack bus voltage

angle. The overall procedure can be generally shown as the following figure:

Figure 2.12: Two-Level State Estimation Procedure[59]

Generally speaking, the decentralized MASE eliminates the central coordination step from

two-level hierarchical architecture. In other words, each local processor communicates only with

those processors in charge of neighboring areas, exchanging border information without central

computer. The general idea of this architecture is shown in the next figure:

Figure 2.13: Decentralized MASE Architecture[35]

The first decentralized technique was introduced by Schweppe whose method is called spa-

tial sweep. Its main idea is to sequentially implementing the local SE in adjacent areas with
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several iterations [27]. [48] introduces a method that can solve the decentralized MASE either

calculating the local SE sequentially or the local SE in parallel. It formulates the decentralized

MASE by turning the SE into an optimization problem based on the object function of WLS

shown as Eqn. (2.47). Lagrangian relaxation technique is employed to solve the optimization

problem. Compared with Scheweppe’s method, [48] can ensure the decentralized estimation

result converges to the global optimal result. [27] proposed a method that incorporates PMU

measurements with SCADA measurements, and the boundary bus information. The constrained

WLS algorithm is employed in parallel to calculate the local SE.
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Chapter 3: Proposed Partitioning Method and Multi-Area State Estimation

Based on the CKF

Motivated by the method proposed in [19] where each index mentioned in the paper can be re-

garded as a criterion or a constraint of the partitioning method. The specific criteria are built

based on the area that the method aims to apply. As an example, [19] attempts to use the pro-

posed method to reduce the transaction leakage between each cluster after applying the proposed

partitioning method. Based on this understanding, the research in this thesis introduces a new

criterion or a constraint [19] that attempts to improve the accuracy of the state estimation. In-

stead of focusing on the algorithm of state estimation directly, the aim of the research is to find

the most important factor that would affect the estimation result among either means of MASE

algorithms. After researching the literature related to how to improve the accuracy of state es-

timation, the observability factor is the first priority that to be mentioned among the MASE

algorithms [95, 76, 73]. Hence, this thesis aims to model a constraint that would consider the

observability of each cluster during the partitioning process.

In this chapter, we describe the process of the proposed index modelling in order to build the

partitioning method applied to multi-area state estimation. The index modeling is started from

the PMU placement and the partitioning method is based on the method proposed in [19].

3.1 PMU Placement Based on Electrical Distance

Typically, the PMU placement problem is cast into the mathematical programming framework

whose objective is to minimize the number of PMUs needed subject to various constraints. The

most commonly employed criteria are complete and incomplete network observability [44, 72].

In fact, the observability of a system can be evaluated by analyzing the number of installed

PMUs. The number of PMUs needed can be evaluated via existing PMU placement algorithms

employing the criterion of full network observability [44, 72, 17].

As discussed in Section 2.4, the adjacency matrix A is the connectivity matrix of the power

system, which is characterized by physical or geographic properties. Per [69], a newly defined

adjacent matrix B is proposed, which is a virtual adjacent matrix modeled based on the electrical
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structure over its topological structure. The proposed matrix not only considers the structure of

the power grid used for the PMU placement problem, but also considers the electrical structure

of a complex power network. Thus, the first step is to model a PMU placement algorithm related

to the electrical distance to satisfy the globally fully observed requirement.

At the initial stage of the research, PMU measurements are the only factors for system ob-

servability. Starting from the virtual connectivity matrix B defined by [69]:

bi j =

{
1, ∀e(i, j)< τ

0, ∀e(i, j)≥ τ

(3.1)

where bi j represents the (i, j) entry of matrix B, e(i, j) stands for the electrical distance between

bus i and bus j, τ is the pre-defined threshold value. It means that bus i and bus j can be

regarded as connected as long as the electrical distance between them is smaller than the pre-

defined threshold value τ , outputting 1 as the entry value. Otherwise, the entry value will be 0,

meaning disconnected.

At this point, the τ criterion is the most essential part of the evaluation of the matrix B. We

propose a search algorithm in this thesis based on the criteria from the topological observability

analysis theory [4, 41, 69]. There are 5 main steps in the proposed B construction algorithm,

namely,

1. Calculated the electrical distance e(i, j), i, j ∈ [1,numbus] and j 6= i;

2. Sort the electrical distance matrix for each bus in row getting esort(i, j);

3. Load the number of branches according to the defined case. Set the numbers as the con-

straint for each bus;

4. Set the initial value as τ = 0.1;

5. Search the threshold value τi according to the constraint in Step 3 for each bus, after which

the number of branches for each bus will have the same number of branches as in the real

topology;

Step 1 and step 2 are the initial steps for the threshold searching algorithm. In the step

3, the constraint is set according to the topology observability analysis theory to ensure the

observability on each iteration of threshold searching [41, 69]. The reason is that the level of
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observability has a direct connection with the number of branches linked on each bus according

to the property of the adjacency matrix A. Without this constraint, it would result in unbalanced

observability for each bus over the global system.

The initial value of Step 4 is set based on the theory in [22]. [22] reconstructs the layout of

different IEEE test cases by weighting the voltage on each bus. Figure 3.1(a) shows the layout

when we use the IEEE 30 bus case system. The reconstructed layout shows the impedance

distance as the distance between each node in the figure 3.1(a). As can be seen in the figure,

buses sit within a core with a diameter of about 0.1 p.u. The diameter property, which is within

a diameter of 0.1 p.u, can also be seen on RTS-96 case, and IEEE 118 test case, shown as figure

3.1(b, c). [22] employs the Sammon stress function to verify the performance of different kinds

(a) IEEE 30-bus test system reconstruction (b) RTS-96 test system reconstruction

(c) IEEE 118-bus test system reconstruction

Figure 3.1: Bus test systems reconstruction [22]

of definitions related to the electrical structure. In terms of the distance related to the electrical
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structure, the general idea can be expressed as [51, 40]:

Ei, j = gi,i +g j, j−gi, j−g j,i (3.2)

where g is the impedance first introduced by [51]. As the concept of electrical structure becom-

ing more and more popular, more variables in the power system have been applied to this form

by using the Laplacian matrix concept in graph theory. In [22], 8 kinds of variables are involved

in the distance evaluation process, which are Thevenin impedance Zthev, Jacobian matrix ∆θ

∆P ,

Jacobain matrix ∆V
∆Q , Jacobian matrix ∆V

∆P , Jacobain matrix ∆θ

∆Q , power transfer PT , and mutual

impedance Zmut .

In terms of the Sammon stress function, the Sammon stress function can be generally ex-

plained as an error function E between the target variable and the true variable. This function

is used to evaluate the goodness fit for the different distance definitions. The Sammon stress

function is defined by [22]:

E =
1

∑i< j d′i j

N

∑
i< j

(d′i j−di j)
2

d′i j
(3.3)

d′i j is the target variable, which will be embedded in the 8 variables mentioned before by using

the iterative gradient descent methods [22]. The result is shown in Table 3.1.

Table 3.1 Sammon Stress Value [22]

In this thesis, the electrical distance is evaluated by defining g in Eqn. (3.2) as g = ∆θ

∆P . Ac-

cording to the result shown in Table 3.1, the electrical distance and the the impedance distance

have similar Sammon stress values [22]. In other words, it implies that the value of electrical
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distance would be similar to the value of impedance distance. At this point, the initial value of

0.1 is regarded as acceptable [22]. In summary, the construction of the matrix B is illustrated by

the flow chart of figure 3.3.
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Figure 3.3: Matrix B constructing algorithm flow chart (PART ONE)
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Figure 3.4: Matrix B constructing algorithm flow chart (PART TWO)
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The algorithm gathers all the necessary data for the electrical distance calculation at the first

step. Sorting the electrical distance is the second step. Only the upper triangle part of the matrix

is used during the sorting because of symmetry. The initial connectivity matrix is built based on

the initial threshold value, from which the number of branches can be evaluated. This number

will be used to calculate the difference between its value and the number of branches from the

real topology. An iteration is implemented if the difference does not equal to zero. Inside the

iteration, threshold value is increased according to the electrical distance if the difference value

is a positive number. Otherwise, the threshold value is decreased. The iteration is terminated if

the difference value is zero, or at the moment it reaches the boundary.

By using the above proposed construction algorithm of adjacency matrix, the electrical based

connectivity can be represented by using the matrix B. The following step of that would be the

PMU placement algorithm is based on the electrical adjacent matrix. The PMU placement al-

gorithm we propose is an extra constraint on top of the PMU placement algorithm. The extra

constraint we propose is modeled based on a statistical measurement in graph theory and the

electrical structure based connectivity property.

As the electrical distance definition in [19], it defines the distance between two buses by con-

sidering the realistic electrical connectivity. It implies that two graphically close buses would

have higher probability of losing connection than two graphically far away buses if the two ge-

ographically close buses have large electrical distance. Based on this understanding, the bus

has the graphical connection with the PMU located bus would have the possibility losing the

observability if their electrical distance is relatively large. [18, 40, 69] introduce an useful statis-

tical measurement based on the graph theory. The statistical measurement is call average nodal

distance, which can be expressed:

davg
i =

N

∑
j=1

di j

N−1
(3.4)

where davg
i is the average nodal distance from each node i to other nodes j in the network. N is

the total number of nodes involved. di j are the entries of the distance matrix D, which gives the

minimum number of links that one would need to traverse to get from node i to node j.

Inspired by the Eq. (3.4), the coefficient di j can be replaced by any factor that needs to be

represented. As for the performance of the PMU placement algorithm using adjacency matrix B,

the main point that needs to be paid attention to is the connectivity represented by the matrix B.
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As for this purpose, di j can be replaced by the entries of the connectivity matrix B, denoted as:

GammaB
i =

N

∑
j=1

bi j

N−1
(3.5)

where GammaB
i is the average nodal distance of using matrix B, and bi j are the entries of matrix

B, and N is the number of buses in the system. According to Eq. (3.5), the minimum value of

Gammai represents the lowest connectivity between bus i and the rest of buses. This means that

the lower the Gammai value is, the higher demand of having a PMU placed in.

The DFS heuristic algorithm for the PMU placement algorithm can be expressed as:

min
N

∑
i=1

npmu
i

subject to A ·x≥ b
(3.6)

This equation says that the objective of DFS is to find the minimum number of PMUs npmu under

the constraint that the observability of the system A ·x should greater than a pre-defined constant

level b.

The purpose of defining electrical distance is to build a comprehensive model on top of the

power system geography structure, which will have an extra constraint by considering the elec-

trical characteristic of the power system. Based on this consideration, the DFS PMU placement

algorithm should be regarded as the first step since it only considers the geographical property

of the power system. In our proposed algorithm, an extra PMU will be installed on the bus

which has lowest Gamma value since this kind of bus has the possibility of losing electrical

connectivity.

3.2 Measurement Redundancy Index

When combining the electrical distance with the PMU placement algorithm, the idea is to use

the PMU placement algorithms as the link between system observability and the new index mod-

eling. By taking a look at the PMU placement algorithm, we found out that the main constraint

of the algorithm is the observability value, or the measurement redundancy value defined in

[70, 72]. The measurement redundancy value is evaluated by an equation based on the topologi-
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cal observability analysis, which can be expressed as [17, 70]:

fi = A ·xi, i = [1,numbuses] (3.7)

where A is the adjacency matrix based on the power system topology. xi is the binary vector

denoting the observability of each bus, which means that 1 is observed and 0 is unobserved.

The first hypothesis of the index is that the measurement redundancy value would be zero

after applying the partitioning method without a proper constraint related to observability. The

algorithm of this hypothesis can be illustrated via the IEEE 14-bus system example.

Starting from the topology of the IEEE 14-bus system, the topology is shown as Figure 3.4.

According to Eq. (3.6), the measurement redundancy value can be evaluated for each bus as

follows:
f1 = x1 + x2 + x5

f2 = x1 + x2 + x3 + x4 + x5

f3 = x2 + x3 + x4

f4 = x2 + x3 + x4 + x5 + x7 + x9

...
...

...
...

f13 = x6 + x12 + x13 + x14

f14 = x9 + x13 + x14

(3.8)

The xi will be 1 in Eq. (3.8) if the corresponding bus is observed by the PMU according to

the previous explanation. The fi is the corresponding bus measurement redundancy value. In the

first hypothesis, the value of xi can be expressed as:

xi =

{
1, being observed AND in the same cluster

0, unobserved OR outside the cluster
(3.9)

Assuming that bus 9 is connected with a PMU and bus 13, 14 are not connected with PMU after

implementing the placement algorithm globally, the value of f14 is 1 without the partitioning,

which means bus 14 is observed. The first hypothesis is that the measurement redundancy of

bus 14 could probably be expressed as f14 = x13+x14 after the partitioning method, whose value

will be 0. It means that an observed bus would be an unobserved bus after the partitioning.
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Figure 3.5: IEEE 14-bus System Topology [39]

As the new modeling constraint aims to highlight that the constraint of observability is def-

initely needed, the original partitioning method setting is the basis of the verification process of

the first hypothesis. IEEE 14-bus system, IEEE 30-bus system, and IEEE 57-bus system are the

test systems for the verification. The results are evaluated by using the partitioning method in

[19] and equations (3.7) and (3.8). Unfortunately, the outputs show that no zero fi value occurs

for each bus among all the test cases. At this point, this idea needs to be improved to have a

comprehensive index model.

Another approach is based on the initial idea illustrated above. Although no zero fi occurs

for each bus during the verification process of the above idea, an unbalanced value occurs for

each cluster during this process. It is the average measurement redundancy value (AMRV) of

each cluster after the partitioning method. The evaluation of the AMRV combines the idea of
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equations (3.7) and (3.8), which can be expressed as:

AMRVi =
∑ j∈Ci f j

nci

(3.10)

where f j is the measurement redundancy of each bus j within the cluster Ci ( j ∈ Ci), ∑ j∈Ci f j

is the overall measurement redundancy of cluster Ci, nci is the total number of bus in the same

cluster. Eq. (3.10) denotes the average observability value of a cluster.

The AMRV value of each cluster will be different. This difference value denotes the differ-

ent degree of each cluster being observed, which is caused by unbalanced observation measure-

ments. Considering the observability influence on the accuracy of MASE, the new constraint

could be defined as the necessity of the balanced observability. In other words, the AMRV dif-

ference should be minimized between each cluster after applying the partitioning method. The

new index can be expressed as:

min di f fi j, i 6= j ∈ clusternums

S.t di f fi j = AMRVi−AMRVj

AMRVa =
∑b∈Ca fb

nca

(3.11)

where di f fi j is the difference in AMRV between cluster i and cluster j, clusternums is the total

number of clusters by partitioning, and AMRVopt is the pre-defined optimal value for AMRV.

Eq. (3.11) illustrates the expected effect of the observability index in the partitioning method.

The expectation is that each cluster would have approximately the same level of observability as

each other after the partitioning, which is reflected by the value of fi.

According to this expectation that we defined above, the ideal situation would be that each

cluster AMRVi value would hover around a pre-defined value K after applying the observability

index. Under this constraint, the overall system AMRVsys value would approach the pre-defined

value K as well, which can be expressed as:

AMRVsys =
∑AMRVi

Nc
= K (3.12)

Therefore, the value of K can be defined as an optimal value of AMRV, i.e. AMRVopt . The

optimal value K would be the constraint of the partitioning method from the model of the ob-

servability index, which is the expected observability threshold of each cluster. By the redefined
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description of observability, the framework of the index can be expressed as:

min di f fi j, i 6= j ∈ clusternums

S.t di f fi j = AMRVi−AMRVj

AMRVa =
∑b∈Ca fb

nca

AMRVopt = K

(3.13)

Generally speaking, the ideal case is that where each cluster will concentrate around K mea-

surement redundancy value after applying the observability index, shown as Eq. (3.12), to the

partitioning method. However, an index function needs to be presented at this point. As the

proposed index will be applied to the method proposed in [19], the index function should act as

a fitness score function having the value ranging from 0 to 1 [0,1]. Its fitness score reflects the

wellness of the balance distribution of the measurement, which is highly related to the AMRV .

Borrowing ideas from [19] and the definition of log-normal distribution, the index fitness

function will be constructed based on the property of the log-normal distribution function. A

log-normal process is the statistical realization of the multiplicative product of many independent

random variables, each of which is positive. The log-normal distribution is a skewed distribution

based on the normal distribution. It occurs at the scenario that the logarithm of a variable has a

normal distribution[78, 86]. The probability distribution function of the log-normal distribution

can be expressed as:

f (x) =
1√

2πσ
· e−

x−µ

2σ2 (3.14)

where µ is the mean and σ is the standard deviation. Figure 3.5 shows the standard plot of the

normal distribution, and the log-normal distribution.
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Figure 3.6: Normal Distribution and Log-Normal Distribution

According to the definition of the log-normal distribution in [86], there are two arguments

for the construction of the log-normal distribution. The first argument is the location parameter

and it corresponds to the mean of the associated normal distribution. The second argument is the

scale parameter and corresponds to the standard deviation of the associated normal distribution

[86]. The mean is the expected center of a series of data and the scale can be constructed by the

standard deviation. Given the description of the log-normal distribution, it has the property that

we would like to incorporate into the construction of the observability index.

Assuming the total number of the clusters is a random number ranging from 1 to the total

number of buses in a system Clusternum ∈ [1,nbus], each AMRV could be approximately regarded

as a log-normal random variable according to the observation of its distribution property. Ac-

cording to the Eq. (3.11), the distribution of AMRVsys could be regarded as a log-normal sum

distribution [13, 78]. By directly using the proposed results from [68, 78], the log-normal sum

cumulative distribution function(CDF) can be expressed in a closed-form after the approxima-

tion, denoted as:

FL(x) = Φ

(
logx−µL

σ

)
(3.15)
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where Φ(·) is the zero-mean, unit variance Gaussian CDF described:

Φ(g) =
1√
2π
· e−

g2
2 (3.16)

Substituting Eq. (3.16) into Eq. (3.15), the log-normal sum CDF can be expressed as:

FL(x) =
1√
2π
· e−

(logx−µL)
2

2σ2 (3.17)

We will use this mathematical model to construct the expression of the observability index. x

in this model is the AMRV evaluated by Eq. (3.10). The mean value µ and the standard variance

value σ are defined by the properties of the system, which are mainly used to define the tolerance

range of the constraint of the observability index.

The first argument that needs to be defined is the definition of the mean value µ . Per previous

discussion, we would like to use AMRV to constrain the cluster observability value so that they

could equally hover around K. [17] suggests that N-1 contingency need to be considered for

observability analysis. The main idea of the N-1 contingency is the natural property of losing

at least one measurement of the analyzed system. The measurement could either be the PMU

measurement or be the conventional measurement. As for the initial stage of the research, the

PMU measurement is the only consideration factor. At this point, the N-1 contingency means

there would be one or more PMUs with functionality loss or the communication between the

PMU and the control center. Combining the N-1 contingency concept and the observation result

from the measurement redundancy value, the value K is set as 3 in our research. Thus, the mean

value µ is denoted as ln(3).

The second argument is the value of the standard deviation. The value of the standard devia-

tion is w ln(nnum), where w is a penalty factor defining the tolerance width of the index function.

If w is large, the penalty for the AMRVsys will be increased when it is far away from the optimal

value. The value of w is set based on experimental observations, which will be presented in the

next chapter. nnum is the number of buses of the system. Its setting relates the width of the index

tolerance to the system size. By this setting, this shape is expected to be 1 when the AMRVsys is

the optimal value K, and to be 0 when AMRVsys has the value far outside of the tolerance width

range.

The index is called the measurement redundancy index (MRI) for the partitioning method.

Using the log-normal likelihood model, it can be ensured that the MRI is normalized to fit within
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the range [0,1] to keep the consistency. Hence, the index function can be expressed as:

MRI =
1√
2π
· e
− (log(AMRV )−log3)2

2(w·log(nbus))
2 (3.18)

where AMRV varies for each cluster and nbus is the total number of buses in the system.

3.3 The Fitness Score Function of the Partitioning Method

This thesis borrows the concept from the proposed method presented in [19]. The observability

index MRI will be the extra index incorporated in our method. The overall fitness score f will

be the evaluation of the partitioning method. It is structured by aggregating all the constraints,

the indices in other words, with various weights assignments. This thesis focuses on the mea-

surement distribution during the partitioning method, which is denoted by MRI described by Eq.

(3.18).

Besides that, [19] presents 4 other constraint indices, which are Electrical Cohesiveness In-

dex (ECI), Between-Cluster Connectness Index (BCCI), Cluster Count Index (CCI), Cluster Size

Index (CSI). In power systems applications, the most important objectives are the inner-cluster

and inter-cluster distance in terms of the partitioning method [19]. Besides, the constraints con-

ditions are all constructed based on the electrical distance. At this point, the ECI and BCCI

are the two essential indices needed in this research, which are directly evaluated based on the

electrical distance value.

In terms of the CSI, it can be seen that the measurement redundancy value would be affected

by the number of buses contained in a cluster. With the increasing number of buses in a cluster,

it has the possibility that the measurement redundancy value can be increased. Moreover, the

AMRV will be different by containing a different number of buses in a system even if the mea-

surement redundancy value of the system remains unchanged. Thus, the CSI will be considered

in the partitioning method presented in this research.

Since a connection exists between CSI and CCI according to the demonstration in [19], CCI

will be considered in our partitioning method as well. Furthermore, the fitness score function

should have an index that can produce the result of 0 when there is any kind of disconnection. Fi-

nally, the binary coefficient called Cluster Connectedness (CC) will also be included [19]. Thus,
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the fitness score f in this research can be expressed as:

f = ECIα ·BCCIβ ·CCIγ ·CSIζ ·MRIλ ·CC (3.19)

where α,β ,γ,ζ and λ are the weight coefficients. These coefficients values are user-defined

scalars ranging from 0 to 1, {α,β ,γ,ζ ,λ} ∈ [0,1]. They represent how much weight the parti-

tioning method would have on the corresponding constraint index. The value of each index will

be discussed in the next chapter.

Three advantages are presented by using the fitness score equation. First of all, the fitness

score equation will denote how well the partitioning performs by representing a number ranging

from 0 to 1. Secondly, the product of the five individual indices satisfies the preferential inde-

pendence, whose definition is presented in [19]. The preferential independence means that the

result of the fitness score equation would not produce clustering solution with high total fitness,

but low scores for one or more indices. Finally, the fitness score would ensure that there would

not be only one bus cluster.

3.4 Multi-area State Estimation Based on CKF With Estimated Noise

According to the dynamic model shown as Eqn. (2.51) and (2.52) in Chapter 2, there are two

functions that determine the state estimation implementation algorithm, namely, the dynamic

vector function f(·) and measurement vector function h(·). The state transition from time k to

k+1 is realized by the dynamic vector function f(·). [50, 31, 3] define the model of f(·) as a non-

linear function. However, the state vector in our research only contains the voltage magnitude

and voltage angle, which are assumed to change slowly, since no generator failure is considered

in our research. In order to simplify the implementation process, three assumptions are made

about f(·) [43]:

• No drastic change is experienced by the system dynamics.

• Implementation time frame is small enough, which allows a linear model to describe the

state transition between consecutive instants of time.

• The system process noise is assumed to be zero-mean white Gaussian noise, and it is

enough to describe the uncertainties.
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By considering these three assumptions, a generic linear model can be obtained for the dynamic

state function, i.e. [43, 37]:

xk+1 = Fkxk +gk +wk (3.20)

where Fk is the constant matrix representing the state transition, gk is the vector associated with

the trend behavior of the state trajectory, and wk is the process Gaussian noise with covariance

matrix Q. Moreover, gk will be the state vector from previous step in the implementation [37].

In this work, we only use PMU measurements for state estimation. Based on the properties

of PMUs, the typical module for the PMU measurement function is defined as [15, 14]:

Ii j = Yi j · (Vi−Vj) (3.21)

where Ii j is the branch current phasor, Vi and Vj are the voltage phasors, and Yi j is the admittance

between bus i and bus j. Typically, this module is described by [15]:

Ireal =V real
i j Gi j−V imag

i j Bi j

Iimag =V real
i j Bi j +V imag

i j Gi j

(3.22)

where Gi j,Bi j are the real and the imaginary parts of the admittance Yi j, V real
i j ,V imag

i j are the real

and the imaginary part of the voltage phasor. In order to implement the linearized measurement

functions, the measurement from the PMU needs to be converted from raw data to complex

number as phasor, and the complex number needs to be split into the real and imaginary parts.

This conversion potentially increases the computational complexity for large scale systems. For

simplification purposes, the complex form is implemented by deriving the number from raw data

directly, i.e.

Iab =
va−vb

Rab + jXab
(3.23)

where Iab is the measured branch current phasor, va and vb are the bus voltage phasors, Rab

and Xab form the given branch impedance. Since h(·) functions is non-linear function, the state

estimation algorithm needs to use a suitable non-linear dynamic state estimation algorithm.

As previously discussed, the CKF has better performance than WLS and other Kalman filter

estimators. The CKF state estimator will be chosen for SE in the scenario where only PMU

measurements are considered. Global system SE will be implemented at the beginning in order

to verify that the CKF can produce the expected estimation result. Based on the description of
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the CKF, the system and measurement noise variance needs to be initialized according to the

knowledge of the system. The system noise and measurement noise have fixed mean and vari-

ance after the initial guess on the noise. the CKF experiment using this assumption does not have

good convergence for the SE with the inaccurate initial noise variance. The estimated result and

the convergence performance can be explained by the statement in [31] where the CKF estimator

needs a precise initial value on the statistical characteristic of system noise. In other words, the

estimated result using the CKF will be biased or even diverge if the statistical characteristics of

the system noise are not exactly known [3]. In order to improve the performance of the CKF, we

will introduce an on-line estimate and update noise statistics to leverage the information obtained

in the filtering process [3, 30]. The estimated noise method is introduced to mitigate disturbances

due to unknown or inaccurate system noise on system state estimation.

[3, 30] employ the maximum posterior (MP) technique for the online estimate and update

noise process. MP is a technique based on deep-rooted Bayesian formalism to estimate pa-

rameters by maximizing the posterior probability densities [30], which is a conditional density

function as well. The MP estimation of variable θ can be constructed as [30]:

θ̂ = argmax
θ

p(θ |z) (3.24)

where z is the measurement related to the unknown variable θ , and p(θ |z) represents the condi-

tional density function of θ with respect to z. Based on the property of MP, system state vector

and measurement vector obey the Gaussian distribution to ensure the accuracy [3, 30]. The noise

factors after MP will be denoted as Q̂ for the system variance, v̂ and R̂ for measurement noise

mean and variance. They are defined as [3]:

Q̂k+1 =
1

k+1

k

∑
j=0

{[
x̂ j+1− x̂ j+1| j

][
x̂ j+1− x̂ j+1| j

]T} (3.25)

where Q̂k+1 stands for the variance of the system noise at time epoch k+ 1, x̂ j+1| j stands for

the prediction result from second step after time nonlinear transform function f(·) of Eq. (2.59),

x̂ j+1 is the final estimation result for time epoch j.

v̂k+1 =
1

k+1

k

∑
j=0

{
z j+1− Ê [h j+1(x j+1|zk)]

}
(3.26)
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where z j+1 is the measurement assumed to be given, Ê [h j+1(x j+1|zk)] = h j+1(x̂ j+1) is the poste-

rior mean of the final state estimation propagating by the nonlinear measurement function hk(·).

R̂k+1 =
1

k+1

k

∑
j

{
[z j+1− ẑ j+1] [z j+1− ẑ j+1]

T
}

(3.27)

where ẑ j+1 is the predicted measurement after the update of cubature points in step 3 shown as

Eq. (2.64).

After the initial guess of the system noise and measurement noise, the on-line noise update

and estimation is implemented. The definition of Q̂k+1 will be substituted into the stage of up-

dating the mean and covariance of state variable in step 2, specifically using Eq. (2.60). v̂k+1

will be substituted into the stage of estimating measurement of the cubature point, shown as Eq.

(2.63). R̂k+1 will be substituted into the stage of updating the auto-covariance value of measure-

ment zk+1 shown as Eq. (2.65).

After this algorithm is applied to the state estimation of the global system, the modified

two-level MASE will be implemented in this research. First of all, the global system needs to

be decomposed into several sub-systems. The partitioning method introduced previously will

be implemented to obtain the system decomposition. The system will be partitioned into sev-

eral sub-systems without overlapping because of the use of the index BCCI. Thus, the MASE

will be the non-overlapping areas level. Similar to the typical two-level MASE, the first level

will have the local state estimation independently implemented on each sub-system. Unlike the

typical two-level MASE, the voltage angle will be the only factor that needs to be coordinated

at the second level in the modified two-level MASE. It means that the information needs to be

coordinated will be reduced by using the modified two-level MASE. Two main reasons cause

the reduction of coordination. First of all, the connection between sub-systems will be inter-

rupted during the MASE as the non-overlapping property of our decomposition. Because of

the independence of the sub-system, all buses within a sub-system can be directly or indirectly

evaluated by using PMU measurements. Thus, the boundary measurement will not be regarded

as a pseudo-measurement. Hence, the boundary bus measurement will not be re-evaluated at the

central coordination level.

The overall process of the modified two-level MASE can be summarized by the following

steps:

1. Partition the global system into sub-systems using the GA employing the indices ECI,
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BCCI, CCI, CSI, and MRI. Measurements are all evaluated by PMU.

2. First level MASE is implemented with the SE applied to individual sub-systems inde-

pendently by using modified CKF algorithm. For each sub-system, the slack bus will be

selected according to the application. Since PMU measurements will be used, the refer-

ence bus will be the bus that has the PMU installed, and it has the smallest bus index. The

first level estimate is denoted as: x̂k =
[
v̂1, v̂2, . . . , v̂n, θ̂1, θ̂2, . . . , θ̂n

]T
.

3. All the estimated state vectors will be transformed by the central processor for the coor-

dination. As the boundary buses measurements are evaluated from PMUs, only the angle

adjustment will be needed at the coordination level. Since each slack bus has a PMU in-

stalled, the difference between the local slack bus and the global slack bus can be evaluated

according to the data from PMU. For example, if cluster 2 slack bus θ 2
0 has different angle

than the global system slack bus angle θ G
0 . The difference can be evaluated based on the

PMU data ∆θ 2
0 = θ G

0 −θ 2
0 . The angle estimated result for cluster 2 can be re-evaluated by

θ 2
i = θ̂ 2

i +∆θ 2
0 .
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Chapter 4: Performance Evaluation

In this chapter, we evaluate state estimation performance of 3 scenarios, namely, the evaluation

of having extra PMU placed in terms of the robustness of observability using electrical adjacent

matrix B, and the performance of adding the proposed measurement redundancy index MRI, and

the performance of the application of the partitioning method to MASE. Such performances are

obtained via simulation using Matlab. The test systems only include IEEE 14-bus system, IEEE

30-bus system, IEEE 57-bus system, RTS 96 system, IEEE 118-bus system.

4.1 PMU Placement Performance Evaluation

As we proposed in Ch. 3, the problem that PMU placement algorithms try to solve can be

initially stated as:

min
N

∑
i=1

npmu
i

Sub ject to A ·x≥ b
(4.1)

where the matrix A is the adjacency matrix. The matrix A can be evaluated for a given Ybus,

which can be evaluated from MatPower. MatPower is employed in this simulation process to

obtain the quality matrices to derive the bus and branch data. The makeYbus function from

MatPower is employed, which is used to build the bus admittance matrix and branch admittance

matrices from equations [99]:
I f = Yf ·V

It = Yt ·V

Yf = Yf f ·C f +Yf t ·Ct

Yt = Yt f ·C f +Ytt ·Ct

Ybus =CT
f ·Yf +CT

t ·Yt

(4.2)

where V is the voltage matrix, I f , It are the branch current matrices at the from and to ends of

all branches relating to the branch admittance matrices Yf ,Yt , C f ,Ct are the built in connectivity

constants. From the evaluated Ybus, the matrix A is formed according to the Ybus value. The
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entries will be 1 for those buses which have values on the Ybus, and its values will be 0 otherwise,

which can be expressed as:

ai j =

{
1, Y bus

i j 6= 0

0, Y bus
i j = 0

(4.3)

in which ai j stands the (i, j) entry of matrix A, i, j are the bus indexes i, j ∈ [1,Nbus], and Y bus
i j is

the Ybus value.

The value of b is defined by the expectation of the user according to the measurement types

being involved. Since the first step is to find the minimum PMU number and only PMU mea-

surement will be obtain to realize the system observability, all the value of b are set to be 1 at

the initial stage in Eq. (4.1). It means that the object bus would be considered as observed even

if there is one measurement.

4.1.1 The Extra PMU Location By Using Gamma Value

As we proposed in Ch.3, matrix B needs to be constructed to evaluate the gamma values. The

matrix B can be modeled by using the proposed method introduced in the Ch. 3. It will in-

volve the evaluation of the electrical distance. The evaluation process directly uses the proposed

method in [19], whose framework is:

ea,b = (J+Pθ
)a,a− (J+Pθ

)a,b− (J+Pθ
)b,a +(J+Pθ

)b,b (4.4)

where JPθ is the Jacobian matrix ∆P
∆θ

. The evaluation algorithm of the Eq. (4.4) uses the method

introduced in [19], which is based on the matrix pseudo-inverse method proposed in [36].

Testing Case Name Number of Links

IEEE 14-bus system 20

IEEE 30-bus system 41

IEEE 57-bus system 80

RTS 96 system 120

IEEE 118-bus system 186

Table 4.1: Number of Links of test systems.
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The proposed threshold algorithm can be implemented after the evaluation of the electrical

distance matrix, which starts searching from τ = 0.1. Table 4.1 shows the number of links for

6 different test systems, which is the basic constraint for the threshold algorithm. The threshold

value for each bus will be employed to construct the matrix B based on the equation:

bi j =

{
1, ∀e(i, j)< τ

0, ∀e(i, j)≥ τ

(4.5)

The entries bi j will be used to evaluate the Gamma value based on the equation:

GammaB
i =

N

∑
j=1

bi j

N−1
(4.6)

where the value of N in our simulation will be N ∈ [14,30,57,73,118]. Fig. 4.1 presents the

gamma values of 5 systems by using Eq. (4.6), in which the x-axis is the bus index and y-axis

is the gamma value. With the aim of maximizing the observability, the locations of the last

two rows in Fig. 4.1 are selected as the candidate locations for the extra PMU based on the

observation of experiment. Table 4.2 shows the candidate locations of each system for the extra

PMUs.

Testing Systems PMU Located Bus Number

IEEE 14-bus system [8, 12, 14]

IEEE 30-bus system [5, 11, 13, 14, 20, 26, 30]

IEEE 57-bus system [5, 16, 17, 18, 19, 20, 25, 31, 33, 43, 45, 52, 55, 57]

RTS 96 system [3, 4, 6, 7, 14, 19, 22, 24, 28, 30, 31, 38, 42, 43, 44, 46, 48, 51, 52, 54,

55, 62, 67, 68, 70, 72, 73]

IEEE 118-bus system [6, 10, 13, 16, 20, 28, 33, 43, 48, 50, 53, 57, 67, 72, 84, 86, 87,

97, 98, 99, 107, 111, 112, 117]

Table 4.2: The Candidate Locations of Extra PMUs.
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(a) Left: IEEE 14-bus System
Right: IEEE 30-bus System

(b) Left: IEEE 57-bus System
Right: RTS 96 System

(c) IEEE 118-bus System

Figure 4.1: Gamma values For Different Systems
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4.1.2 Performance Evaluation of Extra PMU Placement

Recently, various methods have been introduced for the PMU placement problem to maintain

complete system observability by considering different contingencies in the power system [2].

The contingencies might cause the abnormal conditions for PMUs, such as loss of communica-

tion or fail on the operation. [82, 84, 83] propose a method to have minimum number of PMU

while ensuring system observability when the system loses a single or multiple PMUs. Our

research will use the idea to evaluate the performance of systems with and without extra PMU

installed. Specifically, the system observability will be presented for two kinds of systems while

one or more PMUs fail.

Following subsections present the performance for 5 systems using different kinds of PMU

placement techniques. The performance for two kinds of systems, with and without extra PMU,

includes the number of unobserved buses and the percentage loss in terms of system observ-

ability value. The failure scenarios are losing at random one PMU on each period and losing a

random combination of two PMUs on each period.

Specifically speaking, the simulation aims to present the number of unobservable buses Nunob

as well as the percentage loss PCTloss in terms of the system observability by considering the

loss of each of the single assigned PMU. In the simulation, the unobserved bus will be evaluated

based on whether its measurement redundancy value equal to zero. The percentage loss is eval-

uated based on the overall system observability values before and after loss of the PMU, which

aims to denote the impact on the system observability caused by the PMU unavailability. The

percentage loss is described by:

PCTloss = 1− fl

f f o
(4.7)

where fl and f f o are the measurement redundancy values. The scalar values are expressed as

f j = ∑ j ai j · x j, for the scenarios of losing one PMU and all PMUs available.

The simulation results for the IEEE 14-bus system through IEEE 118-bus system will be

presented. In the results, “PMU Loc” stands for the location of the unavailable PMU, and its

corresponding unobserved bus number and losing measurement redundancy value will be repre-

sented specifically.



75

4.1.2.1 The Evaluation of DFS with Heuristic Algorithm Having Extra

PMU

Firstly, the PMU placement problem is solved by using DFS with Heuristic Algorithm without

inserting the extra PMU. The result is shown as Table 4.3. Table 4.4 shows the PMU locations

after inserting the extra PMU based on the candidate extra PMU locations shown as Table 4.2.

Testing Systems PMU Located Bus Number

IEEE 14-bus system [1, 4, 6, 8, 10, 14]

IEEE 30-bus system [1, 5, 6, 10, 11, 12, 18, 24, 26, 27]

IEEE 57-bus system [1, 4, 7, 9, 15, 19, 21, 24, 27, 30, 32, 36, 38, 39, 41, 46, 50, 52, 54]

RTS 96 system [1, 7, 9, 10, 11, 16, 21, 23, 24, 25, 31, 33, 34, 38, 39, 42, 43, 46, 47,

49, 55, 57, 58, 64, 69, 71, 72]

IEEE 118-bus system [1, 5, 9, 12, 13, 17, 19, 21, 25, 28, 30, 32, 36, 37, 41, 43, 46, 49, 52,

57, 58, 59, 62, 65, 70, 72, 73, 77, 80, 83, 86, 89, 91, 93, 95, 100, 102,

105, 110, 115, 116, 118]

Table 4.3: Minimum Number of PMUs Using DFS Heuristic Algorithm.

Testing Systems PMU Located Bus Number

IEEE 14-bus system [1, 4, 6, 8, 10, 12, 14]

IEEE 30-bus system [1, 5, 6, 10, 11, 12, 13, 14, 18, 20, 24, 26, 27, 30]

IEEE 57-bus system [1, 4, 7, 5, 9, 15, 16, 17, 18, 19, 20, 21, 24, 25, 27, 30, 31, 32, 33, 36, 38, 39,

41, 43, 45, 46, 50, 52, 54, 55, 57]

RTS 96 system [1, 7, 9, 10, 11, 16, 21, 23, 24, 25, 31, 33, 34, 38, 39, 42, 43, 46, 47,

3, 4, 6, 14, 19, 22, 28, 30, 44, 48, 51, 52, 54, 62, 67, 68, 70, 73,

49, 55, 57, 58, 64, 69, 71, 72]

IEEE 118-bus system [1, 5, 9, 12, 13, 17, 19, 21, 25, 28, 30, 32, 36, 37, 41, 43, 46, 49, 52,

6, 10, 16, 20, 33, 48, 50, 53, 67, 84, 87, 97, 98, 99, 107, 111, 112, 117,

57, 58, 59, 62, 65, 70, 72, 73, 77, 80, 83, 86, 89, 91, 93, 95, 100, 102,

105, 110, 115, 116, 118]

Table 4.4: PMU Locations For the Modified PMU Placement Technique.
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PMU Locs 1 4 6 8 10 14

Nunob 1 2 2 1 1 1

PCTloss 14% 28% 23% 9% 14% 14%

Table 4.5: DFS 14-bus PMU placement case

PMU Locs 1 4 6 8 10 12 14

Nunob 1 2 0 1 1 0 1

PCTloss 12% 24% 20% 8% 12% 12% 12%

Table 4.6: Modified 14-bus PMU placement case

PMU Locs 1 5 6 10 11 12 18 24 26 27

Nunob 2 1 1 3 1 4 2 2 1 3

PCTloss 7% 7% 19% 17% 5% 14% 7% 9% 5% 12%

Table 4.7: DFS 30-bus PMU placement case

PMU Locs 1 5 6 10 11 12 13 14 18 20 24 26 27 30

Nunob 2 1 1 2 1 1 0 0 1 0 2 1 0 0

PCTloss 6% 6% 15% 13% 4% 12% 4% 6% 6% 6% 7% 4% 9% 6%

Table 4.8: Modified 30-bus PMU placement case

PMU Locs 1 4 7 9 15 19 21 24 27 30 32 36 38 39

Nunob 3 2 1 3 1 1 1 2 2 1 3 3 3 2

PCTloss 7% 8% 5% 9% 8% 4% 4% 6% 4% 4% 5% 5% 8% 4%

PMU Locs 41 46 50 52 54

Nunob 4 2 2 1 1

PCTloss 6% 4% 4% 4% 4%

Table 4.9: DFS 57-bus PMU placement case
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PMU Locs 1 4 5 7 9 15 16 17 18 19 20 21 24 25 27 30

Nunob 1 0 0 1 1 0 0 0 0 0 0 0 1 0 2 0

PCTloss 4% 5% 3% 3% 6% 5% 3% 3% 3% 3% 3% 3% 4% 3% 3% 3%

PMU Locs 31 32 33 36 38 39 41 43 45 46 50 52 54 55 57

Nunob 0 1 0 3 2 0 1 0 0 2 2 1 0 0 0

PCTloss 3% 3% 2% 3% 5% 3% 4% 3% 3% 3% 3% 3% 3% 3% 3%

Table 4.10: Modified 57-bus PMU placement case

PMU Locs 1 7 9 10 11 16 21 23 24 25 31 33 34 38 39 42 43

Nunob 2 1 1 1 0 3 3 2 1 2 1 2 2 1 2 1 1

PCTloss(%) 3 2 5 5 4 4 6 5 2 3 2 5 5 2 5 3 3

PMU Locs 46 47 49 55 57 58 64 69 71 72

Nunob 1 2 2 1 2 2 4 1 3 1

PCTloss(%) 2 5 3 2 5 5 4 5 5 2

Table 4.11: DFS RTS96 PMU placement case

PMU Locs 1 3 4 6 7 9 10 11 14 16 19 21 22 23 24 25 28

Nunob 0 0 0 0 1 0 0 0 0 0 0 1 0 1 0 1 0

PCTloss(%) 2 2 2 2 2 3 3 3 2 3 2 4 2 3 2 2 2

PMU Locs 30 31 33 34 38 39 42 43 44 46 47 48 49 51 52 54 55

Nunob 0 1 0 0 1 0 1 0 0 1 1 0 0 0 0 0 1

PCTloss(%) 2 1 3 3 2 3 2 2 3 2 3 2 2 2 2 2 1

PMU Locs 57 58 62 64 67 68 69 70 71 72 73

Nunob 0 0 0 0 0 0 0 0 1 0 0

PCTloss(%) 3 3 2 3 2 3 3 2 3 2 2

Table 4.12: Modified RTS96 PMU placement case
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PMU Locs 1 5 9 12 13 17 19 21 25 28 30 32 36 37 41 43 46

Nunob 1 3 2 4 1 0 1 2 1 2 0 1 1 3 1 2 1

PCTloss(%) 2 3 2 4 2 4 3 2 2 2 3 3 2 4 2 2 2

PMU Locs 49 52 57 58 59 62 65 70 72 73 77 80 83 86 89 91 93

Nunob 7 2 2 2 4 3 3 3 2 1 4 5 2 2 4 2 2

PCTloss(%) 1 3 1 1 2 1 5 1 1 1 1 1 3 2 2 1 3

PMU Locs 95 100 102 105 110 115 116 118

Nunob 1 1 1 3 4 1 1 1

PCTloss(%) 2 5 2 3 3 2 1 2

Table 4.13: DFS 118-bus PMU placement case

PMU Locs 1 5 6 9 10 12 13 16 17 19 20 21 25 28 30

Nunob 1 1 0 0 0 1 1 0 0 0 0 1 1 2 0

PCTloss(%) 1 2 1 1 1 3 1 1 3 2 1 1 2 1 2

PMU Locs 32 33 36 37 41 43 46 48 49 50 52 53 57 58 59

Nunob 1 0 1 1 1 2 0 0 0 0 0 0 0 1 3

PCTloss(%) 3 1 1 3 1 1 2 1 5 1 1 1 1 1 3

PMU Locs 62 65 67 70 72 73 77 80 83 84 86 87 89 91 93

Nunob 0 2 0 2 1 1 1 2 0 0 0 0 2 1 1

PCTloss(%) 2 2 1 3 1 1 3 4 2 1 1 1 3 1 1

PMU Locs 95 97 98 99 100 102 105 107 110 111 112 115 116 117 118

Nunob 1 0 0 0 0 1 1 0 1 0 0 1 1 0 1

PCTloss(%) 1 1 1 1 4 1 3 1 2 1 1 1 1 1 1

Table 4.14: Modified 118-bus PMU placement

The above tables show the comparison of the change on the unobserved bus numbers, and

loss percentage for each test system when different single PMU is unavailable. As the tables

results show, the effect on the system observability has been minimized by having all extra PMU

installed based on the electrical distance. In other words, the robustness has been realized in

terms of the system observability when we consider the possibility of single PMU unavailable.

The following is the summary of the average number of unobserved bus, and the average
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losing percentage caused by the single unavailable PMU in five test system:

• IEEE 14-bus system:

– DFS: average unobserved bus number: 1.3, average loss percentage: 17%

– Modified: average unobserved bus number: 0.86, average loss percentage: 14%

• IEEE 30-bus system:

– DFS: average unobserved bus number: 2, average loss percentage: 10%

– Modified: average unobserved bus number: 0.86, average loss percentage: 7%

• IEEE 57-bus system:

– DFS: average unobserved bus number: 2, average loss percentage: 5%

– Modified: average unobserved bus number: 0.58, average loss percentage: 3%

• IEEE 73-bus system:

– DFS: average unobserved bus number: 1.7, average loss percentage: 4%

– Modified: average unobserved bus number: 0.24, average loss percentage: 2%

• IEEE 118-bus system:

– DFS: average unobserved bus number: 1.6, average loss percentage: 2%

– Modified: average unobserved bus number: 0.63, average loss percentage: 1%

After presenting the robustness achieved on the system observability when inserting an extra

PMU, the observability performance will be presented after losing two PMUs simultaneously in

a period. The locations of the two PMU need to be decided by certain criteria since there would

be many different combination sets for a large scale system. Inspired by [75], the PMU installed

on the critical bus will be chosen. If the loss of PMU on the bus will cause the largest damage on

the system observability, the bus can be defined as a critical bus. It implies that, among the given

PMU placements, that the system observability would have the maximized observability value

by putting the PMU on the critical bus. At this point, we assume that any two PMU would have

higher probability to be attacked if they have larger system observability than others. As the
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massive number of possible combinations, the simulation here will only present no more than 20

sets of combinations.

Combination set {4,6} {1,4}
Unobserved bus Number 4 4

Table 4.15: DFS IEEE 14-bus results

Combination set {10,12} {12,18} {12,27} {1,12} {6,10}
Unobserved bus Number 7 7 7 6 6

Table 4.16: DFS IEEE 30-bus results

Combo {9,41} {1,41} {32,41} {36,41} {38,41} {1,9} {1,15} {1,32} 1,36}
Unobserved 8 7 7 7 7 6 6 6 6

Combo {1,38} {4,41} {9,32} {9,36} {9,38} {24,41} {27,41} {32,36}
Unobserved 6 6 6 6 6 6 6 6

Table 4.17: DFS IEEE 57-bus results

Combo {16,64} {21,64} {21,71} {64,71} {1,64} {16,21} {16,71} {23,64} {25,64} {33,64}
Unobserved 7 7 7 7 6 6 6 6 6 6

Combo {34,64} {39,64} {47,64} {49,64} {57,64} {58,64} {64,69} {1,16} {1,21} {1,71}
Unobserved 6 6 6 6 6 6 6 5 5 5

Table 4.18: DFS RTS 96 results

Combo {12,110} {5,12} {5,110} {12,37} {12,59} {12,80} {12,105} {37,110} {59,62} {59,110}
Unobserved 8 7 7 7 7 7 7 7 7 7

Combo {80,110} {105,110} {1,12} {5,37} {5,59} {5,80} {5,105} {9,12} {9,110} {12,21}
Unobserved 7 7 6 6 6 6 6 6 6 6

Table 4.19: DFS IEEE-118 bus results
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The following table shows the performance with the extra PMU inserted. It can be seen that

less unobserved number of buses will be caused for the system with extra PMU inserted when

consider the possibility of losing two PMUs simultaneously in a period.

Combination set {4,8} {1,4}
Unobserved bus Number 4 4

Table 4.20: DFS IEEE 14-bus With Extra PMUs

Combination set {10,24} {1,10} {1,24} {6,10} {1,5}
Unobserved bus Number 5 4 4 4 3

Table 4.21: DFS IEEE 30-bus With Extra PMUs

Combo {27,36} {36,38} {36,46} {36,50} {38,50} {1,36} {7,36} {9,36} {24,27}
Unobserved 5 5 5 5 5 4 4 4 4

Combo {24,36} {27,38} {27,46} {27,50} {32,36} {36,41} {36,52} {38,46} {46,50}
Unobserved 4 4 4 4 4 4 4 4 4

Table 4.22: DFS IEEE 57-bus With Extra PMUs

Combo {7,21} {7,23} {7,25} {7,31} {7,38} {7,42} {7,46} {7,47} {7,55} {7,71}
Unobserved 2 2 2 2 2 2 2 2 2 2

Combo {21,23} {21,25} {21,31} {21,38} {21,42} {21,46} {21,47} {21,22} {21,55} {21,71}
Unobserved 2 2 2 2 2 2 2 2 2 2

Table 4.23: DFS RTS 96 With Extra PMUs

Combo {28,59} {43,59} {59,62} {59,65} {59,70} {59,80} {59,89} {1,59} {5,59} {12,59}
Unobserved 5 5 5 5 5 5 5 4 4 4

Combo {13,59} {21,59} {25,59} {28,43} {28,65} {28,70} {28,80} {28,89} {32,59} {36,59}
Unobserved 4 4 4 4 4 4 4 4 4 4

Table 4.24: DFS IEEE-118 bus With Extra PMUs
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4.1.2.2 The Evaluation of BILP Algorithm Having Extra PMU

Integer Linear Programming (ILP) is a mathematical optimization or feasibility strategy. “Inte-

ger” means that all the variables in the model are required to be integers, and the optimization

strategy is called linear program when the objective function and constraints are linear. Recent

years, it has been gaining a practical interest in a variety of decision making applications such

as planning, scheduling, and telecommunication networks [63, 88, 2]. Binary integer linear pro-

gramming (BILP) is a special integer linear programming, which searches for a binary integer

feasible solution and updates the best binary integer feasible point found so far as the search

tree grows[9]. BILP is commonly employed for finding the optimal PMU placement solution

[63, 88, 9, 26] since it has an identical math expression as the PMU placement problems, whose

canonical form can be expressed as:

maxcTx

Sub ject to A·x≤ b

xi =

{
1,x ∈ λ

0,otherwise

(4.8)

where λ represents certain criteria for the value of x. By considering the properties of its linear-

ity, the maximizing of a straight line is the same as minimizing the negative of the line, which

means multiplying by -1 on both side of the inequality in Eq. (2.46). Thus, it could be expressed

as:
min cTx

Sub ject to A ·x≥ b

xi =

{
1,x ∈ λ

0,otherwise.

(4.9)

Eq. (2.47) can be easily merged to the PMU placement problem by defining the constraint λ as

xi
connect−−−−→ x j, and constant vector b = 1.

In the simulation, we use cplexbilp function in CPLEX Toolbox to solve the BILP problem

in terms of optimal PMU placement to ensure the system observability. The result is shown in

Table 4.25. Compared with the result of DFS with heuristic method presented in Table 4.3, BILP

can provide fewer PMU number than DFS.
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Testing Systems PMU Located Bus Number

IEEE 14-bus system [2,6,7,9]

IEEE 30-bus system [1,2,6,10,11,12,15,19,25,29]

IEEE 57-bus system [2,6,12,19,22,25,27,32,36,39,41,45,46,49,51,52,55]

RTS 96 system [2,3,10,16,21,23,26,27,32,34,40,45,47,50,56,58,64,70,71,72]

IEEE 118-bus system [1,5,9,12,15,17,21,25,28,34,37,40,45,49,52,56,62,

64,68,70,71,76,77,80,85,87,91,94,101,105,110,114]

Table 4.25: Minimum Number of PMUs Using CPLEX

Combined with extra PMU presented in Table 4.2, the PMU placement with extra PMU can

be shown as Table 4.26. The total number of the BILP based with extra PMU will be compared

with that for the DFS using heuristic algorithm, which is shown as Table 4.27. As can be seen

in the table, these two methods would generate approximately the same number of PMU after

inserting all extra PMUs.

Testing Systems PMU Located Bus Number

IEEE 14-bus system [2,6,7,8,9,12,14]

IEEE 30-bus system [1,2,5,6,10,11,12,13,14,15,19,20,25,26,29,30]

IEEE 57-bus system [2,5,6,12,16,17,18,19,20,22,25,27,31,32,33,36,

39,41,43,45,46,49,51,52,55,57]

RTS 96 system [2,3,4,6,7,10,14,16,19,21,22,23,24,26,27,28,30,31,32,34,38,40,42,

43,44,45,46,47,48,50,51,52,54,55,56,58,62,64,67,

68,70,71,72,73]

IEEE 118-bus system [1,5,6,9,10,12,13,15,16,17,20,21,25,28,33,34,37,40,43,45,

48,49,50,52,53,56,57,62,64,67,68,70,71,72,76,77,80,84,85,

86,87,91,94,97,98,99,101,105,107,110,111,112,114,117]

Table 4.26: PMU Placements For BILP with Extra PMUs
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Testing Systems Total PMU Numbers of DFS Total PMU Numbers of BILP
IEEE 14-bus system 7 7

IEEE 30-bus system 14 16

IEEE 57-bus system 31 26

RTS 96 system 45 45

IEEE 118-bus system 60 55

Table 4.27: Comparison of Total Number of PMUs between BILP- and DFS-based Methods

In order to evaluate the robustness due to the extra PMU, the unobserved total number of

buses and the loss percentage will be presented for the cases when a single PMU and two PMUs

are lost. The results are presented on Table 4.28 to Table 4.37.

PMU Locs 2 6 7 9

Nunob 3 4 1 2

PCTloss 23% 23% 21% 23%

Table 4.28: IEEE 14-bus PMU Placement

PMU Locs 2 6 7 8 9 12 14

Nunob 3 1 0 0 1 0 0

PCTloss 19% 19% 15% 7% 19% 11% 11%

Table 4.29: IEEE 14-bus PMU Placement With Extra PMUs

PMU Locs 1 2 6 10 11 12 15 19 25 29

Nunob 1 1 3 3 1 2 1 1 3 2

PCTloss 7% 11% 18% 16% 5% 13% 11% 7% 9% 7%

Table 4.30: IEEE 30-bus PMU Placement
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PMU Locs 1 2 5 6 10 11 12 13 14 15 19 20 25 26 29 30

Nunob 1 0 0 2 3 1 1 0 0 1 0 0 1 0 0 0

PCTloss 5% 8% 5% 13% 12% 3% 10% 3% 5% 8% 5% 5% 6% 3% 5% 5%

Table 4.31: IEEE 30-bus PMU Placement With Extra PMUs

PMU Locs 2 6 12 19 22 25 27 32 36 39 41 45 46 49 51 52 55

Nunob 3 5 3 3 3 3 3 3 4 3 2 5 3 3 2 1 3

PCTloss 5% 8% 10% 5% 6% 6% 5% 6% 6% 5% 8% 5% 5% 8% 5% 5% 5%

Table 4.32: IEEE 57-bus PMU Placement

PMU Loc 2 5 6 12 16 17 18 19 20 22 25 27 31 32

Nunob 2 0 2 0 0 0 0 0 0 2 2 3 0 1

PCTloss 3% 3% 5% 7% 3% 3% 4% 3% 3% 4% 4% 3% 3% 4%

PMU Locs 33 36 39 41 43 45 46 49 51 52 55 57

Nunob 0 3 0 1 0 3 3 2 1 3 2 0

PCTloss 2% 4% 3% 5% 3% 3% 3% 5% 3% 3% 3% 3%

Table 4.33: IEEE 57-bus PMU Placement With Extra PMUs

PMU Locs 2 3 10 16 21 23 26 27 32 34 40 45 47 50 56 58 64

Nunob 2 3 4 4 3 3 2 3 1 2 3 3 4 3 2 4 3

PCTloss(%) 4 4 6 5 7 6 4 5 4 6 5 6 6 4 4 6 5

PMU Locs 70 71 72

Nunob 2 3 2

PCTloss(%) 3 6 3

Table 4.34: RTS96 PMU Placement
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PMU Locs 2 3 4 6 7 10 14 16 19 21 22 23 24 26 27 28 30

Nunob 0 0 0 0 0 1 0 0 0 1 0 2 0 0 0 0 0

PCTloss(%) 2 2 2 2 2 3 2 3 2 4 2 3 2 2 2 3 2

PMU Locs 31 32 34 38 40 42 43 44 45 46 47 48 50 51 52 54 55

Nunob 0 0 1 0 0 0 0 0 0 0 2 0 0 0 0 0 0

PCTloss(%) 2 1 2 3 2 3 2 2 3 3 2 3 2 2 2 2 1

PMU Locs 56 58 62 64 67 68 70 71 72 73

Nunob 0 1 0 0 0 0 2 1 0 0

PCTloss(%) 2 3 2 3 2 3 2 3 2 2

Table 4.35: RTS96 PMU Placement With Extra PMUs

PMU Locs 1 5 9 12 15 17 21 25 28 34 37 40 45 49 52 56

Nunob 1 3 2 3 1 4 3 3 2 2 2 1 2 3 2 5

PCTloss(%) 2 4 2 5 4 4 2 2 2 3 4 3 2 8 2 4

PMU Locs 62 64 68 70 71 76 77 80 85 87 91 94 101 105 110 114

Nunob 7 2 2 2 4 3 3 3 2 1 4 5 2 2 4 2

PCTloss(%) 3 2 3 4 2 2 5 5 4 1 2 4 2 4 3 2

Table 4.36: IEEE 118-bus PMU Placement
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PMU Locs 1 5 6 9 10 12 13 15 16 17 20 21 25 28 33

Nunob 1 1 0 0 0 0 0 0 0 4 0 1 3 2 0

PCTloss(%) 1 3 1 1 1 4 1 3 1 3 1 1 2 1 1

PMU Locs 34 37 40 43 45 48 49 50 52 53 56 57 62 64 67

Nunob 1 2 1 0 0 0 1 0 0 0 3 0 1 2 0

PCTloss(%) 2 3 2 1 2 1 6 1 1 1 3 1 2 2 1

PMU Locs 68 70 71 72 76 77 80 84 85 86 87 91 94 97 98

Nunob 2 1 1 0 1 2 0 2 0 0 2 3 0 0 0

PCTloss(%) 2 3 2 1 1 4 4 1 3 1 1 1 3 1 1

PMU Locs 99 101 105 107 110 111 112 114 117

Nunob 2 2 0 1 0 0 3 0 0

PCTloss(%) 1 3 1 2 1 1 1 1 1

Table 4.37: IEEE 118-bus PMU Placement With Extra PMUs

The following itemized list describes the performance of each system with and without extra

PMU. The notation ‘BILP’ means the performance without extra PMU, and ‘Modified’ means

the performance with extra PMU.

• IEEE 14-bus system:

– BILP: average unobserved bus number: 2.5, average percentage loss: 25%

– Modified: average unobserved bus number: 0.71, average percentage loss: 14%

• IEEE 30-bus system:

– BILP: average unobserved bus number: 1.8, average percentage loss: 10%

– Modified: average unobserved bus number: 0.63, average losing percentage: 6%

• IEEE 57-bus system:

– BILP: average unobserved bus number: 3, average percentage loss: 6%

– Modified: average unobserved bus number: 1.15, average percentage loss: 4%

• IEEE 73-bus system:
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– BILP: average unobserved bus number: 2.7, average percentage loss: 5%

– Modified: average unobserved bus number: 0.25, average percentage loss: 2%

• IEEE 118-bus system:

– BILP: average unobserved bus number: 2.6, average percentage loss: 3%

– Modified: average unobserved bus number: 0.85, average percentage loss: 2%

From the summary above, it can be seen that the extra PMU can minimize the damage on the

system observability when we consider the loss of a single PMU in a observation period. Similar

to the DFS, the experiment of losing PMUs will be implemented to evaluate the performance of

the extra PMU for the system observability. The results are presented in the following tables:

Combination set {2,6} {6,9}
Unobserved bus Number 8 6

Table 4.38: BILP IEEE 14-bus results

Combination set {2,10} {2,7}
Unobserved bus Number 6 5

Table 4.39: BILP With Extra PMUs For IEEE 14-bus results

Combination set {6,10} {6,25} {10,25} {12,15} {25,29}
Unobserved bus Number 7 6 6 6 6

Table 4.40: BILP IEEE 30-bus results

Combination {6,10} {1,10} {10,11} {10,12} {10,15} {10,25} {1,6} {2,10} {5,6} {5,10} {6,11} {6,12}
Unobserved 5 4 4 4 4 4 3 3 3 3 3 3

Table 4.41: BILP With Extra PMUs For IEEE 30-bus results
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Combination set {6,41} {6,32} {32,41} {2,6} {2,41} {6,12} {6,19} {6,22} {6,25}
Unobserved bus Number 10 9 9 8 8 8 8 8 8

Combination set {6,27} {6,36} {6,45} {6,46} {6,52}
Unobserved bus Number 8 8 8 8 8

Table 4.42: BILP IEEE 57-bus results

Combination {27,36} {27,45} {27,46} {27,52} {36,45} {36,46} {36,52} {45,46} {45,52} {46,52}
Unobserved Num 6 6 6 6 6 6 6 6 6 6

Combination {2,27} {2,36} {2,45} {2,46} {2,52} {6,27} {6,36} {6,45} {6,46} {6,52}
Unobserved Num 5 5 5 5 5 5 5 5 5 5

Table 4.43: BILP With Extra PMUs For IEEE 57-bus results

Combination {10,16} {10,23} {10,47} {16,21} {16,47} {2,10} {3,10} {3,16} {3,47} {10,21}
Unobserved Num 8 8 8 8 8 7 7 7 7 7

Combination {10,27} {10,40} {10,45} {10,50} {10,64} {10,71} {16,23} {16,27} {16,40} {16,45}
Unobserved Num 7 7 7 7 7 7 7 7 7 7

Table 4.44: BILP RTS 96 results

Combination {10,23} {23,47} {23,70} {34,47} {47,70} {10,47} {10,70} {19,23} {21,23} {21,47}
Unobserved Num 4 4 4 4 4 3 3 3 3 3

Combination {21,70} {23,34} {23,58} {23,71} {34,70} {44,47} {47,58} {47,71} {58,70} {58,71}
Unobserved Num 3 3 3 3 3 3 3 3 3 3

Table 4.45: BILP With Extra PMUs For RTS 96 results
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Combination {56,85} {56,105} {85,105} {105,110} {17,56} {17,85} {17,105} {49,56} {56,80} {56,110}
Unobserved 10 10 10 10 9 9 9 9 9 9

Combination {80,85} {80,105} {85,110} {5,56} {5,85} {5,105} {12,17} {12,56} {12,85} {12,105}
Unobserved 9 9 9 8 8 8 8 8 8 8

Table 4.46: BILP IEEE-118 bus results

Combination {17,25} {17,56} {17,94} {17,114} {17,28} {17,37} {17,64} {17,68} {17,77} {17,85}
Unobserved 7 7 7 7 6 6 6 6 6 6

Combination {17,91} {17,101} {17,105} {25,28} {25,56} {25,94} {25,114} {56,94} {56,114} {91,94}
Unobserved 6 6 6 6 6 6 6 6 6 6

Table 4.47: BILP With Extra PMUs For IEEE-118 bus results

By comparing two different system scenarios after losing 2 PMUs in the same period, it

can be seen that the total unobserved bus number is less for the systems with extra PMU than

that for the systems without extra PMUs. Combined with the experiment results from DFS

in the above subsection, it can be concluded that the extra PMUs increases the robustness of

the system observability. It can minimize the damage of the system observability when N-1/N-2

contingency occurs on the system PMUs. Moreover, it can be seen that the total number of PMUs

when using either DFS with heuristic method or CPLEX method would not change significantly

after adding extra PMU. In other words, the cost for adding all extra PMUs is approximately

the same for each method, and the system observability can be improved significantly on each

method after inserting all extra PMUs.

4.1.3 The Performance of Modified GA With All Extra PMUs

We will employ the ga solver in the Global optimization toolbox in Matlab to solve the PMU

placement problem. This toolbox solves mixed integer linear programming problems using the

genetic algorithm. The genetic algorithm attempts to minimize a penalty function, if the problem

is feasible, instead of maximizing a fitness function. The penalty function is combined with

binary tournament selection to select individuals for subsequent generation [7, 87].

As introduced in chapter two, three major steps will be implemented for the modified GA
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technique for the PMU placement. In the first step, the total number of PMU from CPLEX

will be the linear constraint set for the GA solver. However, the linear constraints can not be

set directly in the Matlab GA toolbox. Instead of direct setting, the linear constraint can be

realized by using two inequalities. For example, if the equality constraint needs to defined as

ax = b, it can be realized by defining two inequalities: ax≥ b and ax≤ b. The linear equality ga

solver is default as A ·x≤ b, which does not match the linear inequality for the PMU placement

problem. The mismatch problem can be solved by multiplying the negative sign on both side,

expressed as: −A ·x≥−b. Following tables represent the results for different GA results and its

corresponding observability values.

Test Systems PMU Placements Observability Values

IEEE 14-bus system

[2,6,7,9];

[2,8,10,13];

[2,6,8,9];

[2,7,10,13];

19;

14;

17;

16;

IEEE 30-bus system

[2,3,6,10,11,12,19,23,25,27];

[3,5,8,10,11,12,19,23,25,30];

[1,6,7,10,11,12,18,24,25,29];

[1,7,10,11,12,18,23,25,28,30];

[1,5,9,10,12,15,19,25,28,29];

[1,5,8,9,10,12,18,23,25,29];

[1,7,8,9,10,12,15,18,25,29];

[2,4,6,9,10,12,15,18,25,27];

46;

44;

43;

38;

42;

39;

41;

52;

IEEE 57-bus system

[1,6,9,15,18,20,24,25,28,32,36,38,41,47,51,53,57];

[1,4,9,19,22,25,27,29,32,36,38,41,44,46,50,54,57];

[1,4,7,9,20,23,27,30,32,36,39,41,44,46,47,50,53];

[1,4,9,10,20,22,25,27,29,32,36,39,41,45,46,49,54];

[1,4,6,9,15,20,24,28,31,32,36,38,41,46,50,53,57];

[1,4,9,20,22,26,29,30,32,36,41,44,46,49,50,53,57];

[1,4,7,9,13,19,22,25,27,32,36,39,41,44,47,50,53];

[1,4,9,20,24,25,28,29,32,36,38,39,41,44,46,50,54]

64;

68;

67;

68;

72;

69;

67;

65;

Table 4.48: GA PMU locations for IEEE 14-, 30-, 57-bus system
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Test Systems PMU Placements Observability Values

RTS 96 system

[2,3,10,16,21,23,26,27,32,34,40,45,47,50,51,55,58,64,70,71];

[2,3,10,16,21,23,26,27,32,34,40,45,47,50,51,56,58,64,70,71];

[2,3,10,16,21,23,26,27,32,34,40,45,47,50,56,58,64,70,71,72];

[2,3,10,16,21,23,26,27,32,34,40,45,47,50,51,55,58,64,69,71];

[2,3,10,16,21,23,26,27,32,34,40,45,47,50,51,56,58,64,69,71];

[2,3,10,16,21,23,26,27,32,34,40,45,47,50,56,58,64,69,71,72];

[1,9,10,19,21,27,32,33,34,40,41,47,50,53,56,59,60,65,67,72];

[1,9,10,15,18,20,21,26,27,34,37,40,45,50,51,53,55,59,65,69];

98;

100;

99;

101;

103;

102;

96;

95;

IEEE 118-bus system

[2,5,9,11,12,17,21,25,29,34,37,42,45,49,53,56,62,64,68,70,71,

76,79,85,86,89,92,96,100,105,110,114];

[3,5,9,11,12,17,20,23,29,30,34,37,40,45,49,52,56,62,64,68,71

,75,77,80,85,86,90,94,102,105,110,115];

[2,5,9,12,15,17,21,23,28,30,34,35,40,45,49,52,56,62,64,68,71,

75,77,80,85,86,90,94,101,105,110,115];

[3,5,9,12,15,17,21,25,29,34,37,40,45,49,52,56,62,64,68,70,71,

75,77,80,85,86,90,94,101,105,110,114];

[2,5,10,12,13,17,20,23,26,28,34,37,40,45,49,52,56,62,63,68,71,

75,77,80,85,86,90,94,102,105,110,114];

[3,5,10,11,12,17,20,23,29,30,34,37,40,45,49,52,56,62,64,68,71,

75,77,80,85,86,91,94,102,105,110,115];

[3,5,9,11,12,17,21,23,26,28,34,37,40,45,49,52,56,62,64,68,71,

75,77,80,85,87,91,94,101,105,110,114];

[3,5,10,11,12,17,21,24,25,29,34,37,41,45,49,53,56,62,64,68,71,

75,77,80,85,87,91,94,101,105,110,114]

161;

163;

159;

164;

156;

162;

160;

157;

Table 4.49: GA PMU locations for RTS-96 and IEEE-118 system

It can be seen that the GA-based PMU placement algorithm produces more than one optimal

solution at the same cost, which can potentially apply to multiple applications with various

constraints. In our research, the additional constraint for the optimal solution is the system

observability value, which is the value shown on the rightmost column in the following tables.

The solution having the largest observability value will be selected as the optimal solution in
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our scenario. The following table shows the solutions and its corresponding largest observability

value within limit times for different systems

Test System PMU placement results Observability
IEEE 14-bus system [2,6,7,9]; 19

IEEE 30-bus system [2,4,6,9,10,12,15,18,25,27]; 52

IEEE 57-bus system [1,4,6,9,15,20,24,28,31,32,36,38,41,46,50,53,57]; 74

RTS 96 system [2,3,10,16,21,23,26,27,32,34,40,45,47,50,51,56,58,64,69,71]; 103

IEEE 118-bus system
[3,5,9,12,15,17,21,25,29,34,37,40,45,49,52,56,62,64,68,70,

71,75,77,80,85,86,90,94,101,105,110,114];
164

Table 4.50: The PMU placements having largest system observability

Table 4.25 provides the result by using the BILP generated from CPLEX toolbox. The

observability values for that results can be evaluated shown as the following list:

• IEEE 14-bus: 19

• IEEE 30-bus: 46

• IEEE 57-bus: 64

• RTS 96: 99

• IEEE 118-bus: 163

By comparing with the observability values from modified GA method shown in Table 4.50, it

can be seen that the modified GA will have better performance without extra PMU for the 5

systems in terms of the observability values.

According to the extra PMU location provided in Table 4.2, the extra PMU will be added

onto the placement results generated by modified GA PMU placement method. The result will be

presented in the following table. From the observability values, it can be seen that the robustness

on the modified GA algorithm remaining true as well.
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Test System PMU placement results Observability
IEEE 14-bus system [2,6,7,8,9,12,14]; 27

IEEE 30-bus system [2,4,5,6,9,10,11,12,13,14,19,20,24,25,26,27,30]; 69

IEEE 57-bus system
[1,4,5,6,9,15,16,17,18,19,20,24,25,28,31,32,33,

36,38,41,43,45,46,50,52,53,55,57];
104

RTS 96 system
[2,3,4,6,7,10,14,16,19,21,22,23,24,26,27,28,30,31,32,

34,38,40,42,43,44,45,46,47,48,50,51,52,54,55,56,58,

62,64,67,68,69,70,71,72,73];

184

IEEE 118-bus system
[3,5,6,9,10,12,13,15,16,17,20,21,25,28,29,33,34,37,40,43,

45,48,49,50,52,53,56,57,62,64,67,68,70,71,72,75,77,80,84,

85,86,87,90,94,97,98,99,101,105,107,110,111,112,114,117];

228

Table 4.51: Modified GA-Based PMU Placement Algorithm With Extra PMUs.

4.1.4 Performance of Gamma Values

[69] introduces a similar idea in terms of defining the locations for the extra PMU, as our Gamma

value. Instead of using the electrical distance as the measurement, [69] uses the resistance dis-

tance to evaluate the average nodal distance. Based on the resistance distance, [69] proposes

to select the bus having the minimum average resistance value to be the bus where the PMU

is installed. The test systems of [69] include IEEE 14-bus system, 30-bus system, and 57-bus

system only. Fig. 4.2 shows the average resistance distance from [69]. In the figure, the red dots

represent the average resistance values, and the blue dots represent the buses where the PMU

should be installed.

In order to evaluate the performance of our extra PMU installation method, two compar-

isons are made between the results of [69] PMU placement algorithm and the proposed PMU

placement algorithm. Firstly, extra PMUs will be placed based on the results from the modified

GA PMU placement algorithm, which has the best performance among three PMU placement

methods introduced in our research. The total number of PMUs is shown in Table 4.51, which

is the total with the extra PMU installed. According to the results provided by [69], Table 4.52

provides the total PMU numbers of both algorithms for the common used testing systems, which

are IEEE 14-bus system, IEEE 30-bus system, IEEE 57-bus system, and IEEE 118-bus system.

It can be seen that our total number of PMUs with extra PMU is less than the numbers in [69]
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for IEEE 57-bus system and IEEE 118-bus system.

Testing Systems Number of PMU [69] Number of PMU Using Our Method
IEEE 14-bus system 7 7
IEEE 30-bus system 17 17
IEEE 57-bus system 35 28
IEEE 118-bus system 93 55

Table 4.52: Minimum number of PMUs needed by the method in [69] and by our proposed
method

The second comparison is at the aspect of the measurement redundancy of each bus and the

total measurement redundancy of the system. The measurement redundancy means the number

of times the bus is being observed by the measurements being collected [74]. Since the PMU

measurement is the only measurement used by the system, the measurement redundancy values

are the essential coefficients to evaluate the system observability via the PMU placement algo-

rithm at the initial stage. Since the measurement redundancy values cannot be evaluated without

the actual locations of the PMUs, only three systems are included according to the information

provided by [69]. The three systems are IEEE 14-bus system, IEEE 30-bus system, and IEEE

57-bus system, which are shown in Fig 4.2. In the figure, blue dots denotes the locations of the

PMUs evaluated from the method in [69].

Starting with the IEEE 14-bus test system, Fig. 4.3 provides a comparison of the results

between the two different methods. Shown as Fig. 4.3, the orange X markers denote the mea-

surement redundancy values of each bus for the proposed PMU placement algorithm, which is

labeled ED results, i.e. electrical distance results. The blue + markers denote the values of each

bus for the algorithm proposed in [69], which is called RD result standing for the resistance

distance results. It can be seen that the proposed algorithm has better performance on bus 4, 5,

7, 8, 9 and the method from [69] has better performance on bus 6 and 14. In addition to that,

the overall measurement redundancy value is 27 for the proposed method, and 21 for the other.

Generally speaking, the proposed method has better performance.

The performances of the other two test systems are slightly different than that of the IEEE

14-bus system, which are shown in Fig. 4.4. We use the same denotation of the measurement

redundancy value in two different scenarios. We can see in Fig. 4.4 that the number of buses
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having larger measurement redundancy values are approximately the same in either IEEE 30-

bus test system or IEEE 57-bus test system. The total system measurement redundancy value

leads to the same conclusion. For IEEE 30-bus case, the system value is 69 when using the

electrical distance measurement and the system value is 55 when using the resistance distance

measurement value. For IEEE 57-bus case, the system value is 104 for the electrical distance

measurement while that for resistance distance measurement is 114.

By analyzing the above performance results, it could be concluded that using electrical dis-

tance as measurement requires fewer PMUs than using resistance distance for the purpose of

adding extra PMU to robust the system observability.
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Figure 4.2: IEEE 14-bus, IEEE 30-bus, IEEE 57-bus Average Resistance Distance [69]
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Figure 4.3: The Measurement Redundancy Values Comparison
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(a) IEEE 30-bus Test System

(b) IEEE 57-bus Test System

Figure 4.4: Measurement Redundancy Values
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4.2 Performance Evaluation of Proposed Partitioning Method

4.2.1 Performance Evaluation of Measurement Redundancy Index

As we proposed in the Ch. 3, the mean value of the proposed index is set as µ = log3 as the op-

timal value is set as K = 3. A probability density function is employed to verify this setting. By

using the distribution fitter function in Matlab, the density properties are generated

based on the measurement redundancy value of each bus. Fig 4.5 presents the density properties

of 5 test systems. The figure presents all possible measurement redundancy values for 5 systems

with their corresponding density. For IEEE 14-bus and IEEE 30-bus, they have fewer possibili-

ties because they have relatively low total number of buses. It leads to the wide bins histograms

as shown in the figure. It means that the possible measurement redundancy values of these two

systems are relatively concentrated. The width of the bins would become narrower when the

system becomes larger, which means that it has more possible values than that for smaller sys-

tem.
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(a) Left: IEEE 14-bus System
Right: IEEE 30-bus System

(b) Left: IEEE 57-bus System
Right: RTS 96 System

(c) IEEE 118-bus System

Figure 4.5: Test Systems Measurement Redundancy Values Density
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Using the density property of each system in Fig. 4.5, it can be seen that both systems have

a concentration around the measurement redundancy value of 2 except the smallest test system

IEEE 14-bus case. One can conclude that the neutral value of the measurement redundancy

would be 2 for the most cases, with or without applying the proposed index to the partitioning

method. The expectation of having one extra measurement of each bus would giving the extra

constraint for the partitioning method. In order to record the measurement redundancy distribu-

tion after applying the partitioning method, we implement the proposed method and setting used

in [19] without any kinds of modification to form the base case for performance evaluation of

the proposed index.

In terms of the base-line simulation setting, the indexes are ECI, BCCI, CCI, CSI, and

the user-defined relative importance for each index is equally important denoting as scalar =

[1,1,1,1]. Thus, the fitness score function can be denoted as:

f = ECI ·BCCI ·CCI ·CSI ·CC (4.10)

where CC is connectivity coefficient with constant setting as 1. Besides this setting, values of

AMRV are needed as well. The AMRV value of cluster i can be evaluated by using the following

expression:

AMRVk =
∑ j∈Ci f j

nci

(4.11)

where nck is the number of buses of cluster k, j is one of the bus within the cluster a and the

scalar value f j can be evaluated as [66]:

f j = ∑
i

ai j · x j, i, j = [1,numbuses] (4.12)

where scalar value x j either equal to 1 or equal to 0, ai j is the (i, j) entry of matrix A, and numbus

is the largest bus index in cluster k. As we proposed in Ch. 3, the value of x j would not be

counted if the bus is outside of the cluster. The base-line simulation result without having the

proposed index will be presented in two kinds of form. Table 4.5 records the number of clusters,

the number of buses in each cluster, and the AMRV value for each cluster after applying the par-

titioning method. Fig. 4.6 shows the geographic results after the partitioning method proposed

in [19].
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Testing Systems Partitioning Results AMRVi

IEEE 14-bus system Clusters: 3, [5, 4, 5] C1: 1.8, C2: 2.75, C3: 1

IEEE 30-bus system Clusters: 3, [11, 12, 7] C1: 1.45, C2: 2, C3: 2

IEEE 57-bus system Clusters: 3, [26, 16, 15] C1: 2, C2: 2.125, C3: 2

RTS 96 system Clusters: 3, [24, 24, 25] C1: 2.67, C2: 2.42, C3: 2.64

IEEE 118-bus system Clusters: 3, [45, 43, 30] C1: 1.95, C2: 2.21, C3: 2.13

Table 4.53: Records of AMRVi for The Method with Indices ECI, BCCI, CCI, CSI, CC.
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(a) Left: IEEE 14-bus System
Right: IEEE 30-bus System

(b) Left: IEEE 57-bus System
RTS 96 System

(c) IEEE 118-bus System

Figure 4.6: Clustering Results with Indices ECI, BCCI, CCI, CSI, CC
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From Table 4.53, the AMRV value of two clusters having the same buses included would

differ from each other. Besides, cluster having fewer buses included would have larger AMRV

value than the cluster having more buses included. It means that the measurements for the ob-

servability are not balanced distributed while using the partitioning method without the proposed

observability related index.

The MRI is inserted after the verification of the necessity, according to the discussion illus-

trated in Ch. 3, the MRI can be expressed as:

MRI =
1√
2π
· e
− (log(AMRV )−log3)2

2(w·log(nbus))
2 (4.13)

The fitness score function at this stage can be expressed as:

f = ECIα ·BCCIβ ·CCIγ ·CSIζ ·MRIλ ·CC (4.14)

Few coefficients could affects the simulation result, which are the w value of the standard devi-

ation in Eq. 4.10, and the relative importance factors scalars = [α,β ,γ,ζ ,λ ]. The search of the

optimal values starts from w = 0.05 and scalars = [1,1,1,1,1].

Firstly, the presented performance will be the improvement on AMRV values after inserting

MRI into the partitioning method. In order to present the baseline performance, the partitioning

method is implemented after applying the DFS heuristic PMU placement technique. Table 4.54

presents the performance of the first attempt after inserting the MRI. Fig. 4.7 presents the clus-

tering geographic results after inserting the MRI.

Testing Systems Partitioning Results AMRVi

IEEE 14-bus system Clusters: 3, [5, 4, 5] C1: 1.8, C2: 2, C3: 1.6

IEEE 30-bus system Clusters: 3, [13, 9, 8] C1: 1.77, C2: 1.89, C3: 1.75

IEEE 57-bus system Clusters: 3, [25, 18, 14] C1: 2, C2: 2.11, C3: 2

RTS 96 system Clusters: 3, [29, 19, 25] C1: 2.55 , C2: 2.52, C3: 2.64

IEEE 118-bus system Clusters: 3, [42, 47, 29] C1: 2.10, C2: 2.09, C3: 2.10

Table 4.54: Records of AMRVi for Proposed Method with Equal Importance.
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(a) Left: IEEE 14-bus System
Right: IEEE 30-bus System

(b) Left: IEEE 57-bus
Right: RTS 96 System

(c) IEEE 118-bus System

Figure 4.7: Clustering Results After Inserting MRI and Using Equal Importance
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A comparison is made in Table 4.55, which shows the AMRVi value of each cluster for 5

different test systems after inserting the proposed MRI into the partitioning method. Table 4.55

employs the di f f value, which is the value between the cluster having the largest AMRV value

and the cluster having the smallest AMRV value. It is obvious that the di f f value has been mini-

mized as we proposed in Ch. 3 for both test systems. The most significant case is IEEE 118-bus

system. The AMRV values for 3 clusters are nearly equal to each other, which is 2.10. The

di f f value is only 0.01, which has 96% improvement compared with the results before inserting

the proposed MRI. Through the improvement in terms of AMRV values, it can be seen that the

observability of each cluster can be balanced distributed by inserting the proposed MRI index

into the partitioning method.

Testing Systems AMRVi Without MRI AMRVi With MRI

IEEE 14-bus system [C1: 1.8, C2: 2.75, C3: 1] [C1: 1.8, C2: 2, C3: 1.6]

di f f = 1.75 di f f = 0.4

IEEE 30-bus system [C1: 1.75, C2: 2, C3: 2] [C1: 1.77, C2: 1.89, C3: 1.75]

di f f = 0.25 di f f = 0.24

IEEE 57-bus system [C1: 2, C2: 2.125, C3: 2] [C1: 2, C2: 2.11, C3: 2]

di f f = 0.125 di f f = 0.11

RTS 96 system [C1: 2.67, C2: 2.42, C3: 2.64] [C1: 2.55 , C2: 2.52, C3: 2.64]

di f f = 0.25 di f f = 0.12

IEEE 118-bus system [C1: 1.95, C2: 2.21, C3: 2.13] [C1: 2.10, C2: 2.09, C3: 2.10]

di f f = 0.26 di f f = 0.01

Table 4.55: Records of AMRVi for Proposed Method With Equal Importance.

In order to have a detailed visual on the results after inserting the MRI, a system drawing

tool is employed to present the performance, which is developed by Monash University named

Steady-state AC Network Visualization Tool. By using this tool, the partition-

ing results before and after inserting the MRI index are present, which are shown in Figs. 4.8

to 4.12. These figures obtain the same partitioning results as Fig 4.6 and Fig. 4.7, in which the

blue lines represent the clustering boundaries by using the partitioning method before inserting

the MRI index, and the green lines represent the clustering boundaries by using the partition-

ing method after inserting the MRI index. Besides the boundaries, these figures also shows
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the PMUs locations specifically, which are marked as red circles. The following is an itemized

summary of the information presented in each figure:

• IEEE 14-bus System:

– Original Partitioning Method [19]: There are 3 clusters in total. Cluster 1 has buses

1-5. It has 5 buses in total with 2 PMUs. Cluster 2 has bus 6 and buses 12-14. It has

4 buses in total with 3 PMUs. Cluster 3 has buses 7, 8 and buses 9-11. It has 5 buses

with 2 PMUs.

– Proposed Partitioning Method: There are 3 clusters in total. Cluster 1 has buses 1-5.

It has 5 buses in total with 2 PMUs. Cluster 2 has bus 6 and buses 11-13. It has 4

buses in total with 2 PMUs. Cluster 3 has buses 7-10 and bus 14. It has 5 buses in

total with 3 PMUs.

– Comparison between 2 methods: Bus 14 has been moved from original cluster 2 to

proposed cluster 3. Bus 11 has been moved from original cluster 3 to proposed clus-

ter 2. Cluster 1 has the identical results between two methods. The PMUs number

of proposed cluster 2 has been decreased, and the PMUs number of proposed cluster

3 has been increased.

• IEEE 30-bus System:

– Original Partitioning Method [19]: There are 3 clusters in total. Cluster 1 has buses

1-9, bus 11, and bus 28. It has 11 buses in total with 4 PMUs. Cluster 2 has bus 10

and buses 12-22. It has 12 buses in total with 5 PMUs. Cluster 3 has buses 23-27,

and buses 29, 30. It has 7 buses with 4 PMUs.

– Proposed Partitioning Method: There are 3 clusters in total. Cluster 1 has buses

1-11, bus 17 and bus 28. It has 13 buses in total with 5 PMUs. Cluster 2 has buses

12-16, buses 18-20 and bus 23. It has 9 buses in total with 5 PMUs. Cluster 3 has

buses 21, 22, buses 24-27 and buses 29, 30. It has 8 buses in total with 4 PMUs.

– Comparison between 2 methods: Buses 10, 17 have been moved from original cluster

2 to proposed cluster 1. Buses 21, 22 have been moved from original cluster 2 to

proposed cluster 3. The number of PMUs of cluster 1 has been increased, and the

number of PMUs of cluster 3 has been decreased.

• IEEE 57-bus System:
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– Original Partitioning Method [19]: There are 3 clusters in total. Cluster 1 has buses

1-17, bus 38, buses 44-51. It has 26 buses with 11 PMUs. Cluster 2 has buses 18-29,

buses 52-55. It has 16 buses with 10 PMUs. Cluster 3 has buses 30-37, buses 39-43,

and buses 56, 57. It has 15 buses with 10 PMUs.

– Proposed Partitioning Method: There are 3 clusters in total. Cluster 1 has buses

1-6, bus 10, buses 12-18, buses 37-39, buses 44-51. It has 26 buses with 11 PMUs.

Cluster 2 has buses 7-9, bus 11, buses 27-29, bus 40-43, and buses 52-57. It has 17

buses with 10 PMUs. Cluster 3 has buses 19-26, buses 30-36. It has 14 buses with

10 PMUs.

– Comparison between 2 methods: Buses 7-9 and bus 11 have been moved from origi-

nal cluster 1 to proposed cluster 2. Bus 18 has been moved from original cluster 2 to

proposed cluster 1. Buses 19-26 have been original cluster 1 to proposed cluster 3.

Buses 37, 39 have been moved from original cluster 1 to proposed cluster 1. Buses

40-43 have been moved from original cluster 3 to proposed cluster 2. Buses 56, 57

have been moved from original cluster 1 to proposed cluster 3. The number of PMUs

of all clusters have not been changed, but the partitioning results has changed much.

• RTS 96 System:

– Original Partitioning Method [19]: There are 3 clusters in total. Cluster 1 has buses

1-24. It has 24 buses with 15 PMUs. Cluster 2 has buses 25-48. It has 24 buses with

14 PMUs. Cluster 3 has buses 49-73. It has 25 buses with 16 PMUs.

– Proposed Partitioning Method: There are 3 clusters in total. Cluster 1 has buses 1-6,

buses 8-24, buses 39-42, and buses 45, 46. It has 29 buses with 18 PMUs. Cluster

2 has bus 7, buses 25-38, buses 43, 44, and buses 47, 48. It has 19 buses with 11

PMUs. Cluster 3 has buses 49-73. It has 25 buses with 16 PMUs.

– Comparison between 2 methods: Buses 7 from original cluster 1 has been moved to

proposed cluster 2. Buses 39-42, and buses 43, 44, 47, 48 have been moved from

original cluster 2 to proposed cluster 1. Cluster 3 in two methods is identical. The

number of PMUs has been increased in cluster 1, and that number of cluster 2 has

been decreased.

• IEEE 118-bus System:
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– Original Partitioning Method [19]: There are 3 clusters in total. Cluster 1 has buses

1-41, buses 113-115, and bus 117. It has 45 buses with 21 PMUs. Cluster 2 has

buses 42-81, bus 97, bus 116 and bus 118. It has 43 buses with 20 PMUs. Cluster 3

has buses 82-96, and buses 98-112. It has 30 buses with 18 PMUs.

– Proposed Partitioning Method: There are 3 clusters in total. Cluster 1 has buses

1-23, buses 25-38, bus 43, buses 113-115, bus 117. It has 42 buses with 22 PMUs.

Cluster 2 has bus 24, buses 39-42, buses 44-81, buses 97, 98 and buses 116, 118. It

has 44 buses with 21 PMUs. Cluster 3 has buses 82-96 and buses 99-112. It has 28

buses with 16 PMUs.

– Comparison between 2 methods: Buses 24, 39, 40, 41 of original cluster have been

moved to proposed cluster 2. Bus 43 of original cluster 2 has been moved to proposed

cluster 1. Bus 98 of original cluster 3 has been moved to proposed cluster 1. The

numbers of PMUs of cluster 1 and cluster 2 have been increased, and that of cluster

3 has been decreased.

As the detailed demonstrations above shows, there are many movements on the buses between

two different results which are caused by the two partitioning methods. The total number of

PMUs remains the same for two methods, and the topology of each system for different method

remains as well. It means that the global connectivity and observability stays the same for two

partitioning methods. These movements are important in terms of sub-system observability,

which is represented by the measurement redundancy value evaluated by Eq. 3.7 and Eq. 3.8.

The measurement redundancy value depends on the PMU measurements in our first stage sim-

ulation. At this point, the distribution of PMU needs to be balanced on each sub-system. The

movements focus on removing the ”useless” PMU measurements from one sub-system to relo-

cate them into the other sub-system that needs them.

We can take the IEEE 30-bus system for example. As can be seen in Table 4.55, cluster

1 has lower measurement redundancy value than cluster 2 and cluster 3 in original partitioning

method. With the purpose of obtaining a balance, the initial idea would be increase the AMRV

of cluster 1 and decrease the AMRVs of cluster 2 and cluster 3 simultaneously so that the balance

of the sub-system observability can be achieved. As seen in Fig. 4.9, the original cluster 1 has 11

buses with only 4 PMUs, but cluster 2 has 6 PMUs for 12 buses and cluster 3 has 4 PMUs for 7

buses. At this point, the hypothesis of the implementation would decrease the number of PMUs

in the clusters having high AMRV or increase the number of unobserved bused in those clusters.
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By inserting the MRI index, the partitioning method realizes the averaging measurements pur-

pose by moving the buses between clusters. The method moves two buses, bus 10 and bus 17

from old cluster 2 to the new cluster 1 in order to increase the AMRV. Meanwhile, 2 unobserved

buses 21, 22 have been moved from the old cluster 2 to new cluster 3 in order to decrease the old

cluster 3 AMRV. The new AMRVs are shown in Table 4.7, which shows that the measurement

has been obviously averaged.

Another good example would be the RTS 96 system. The original partitioning method al-

most gives average cluster size for each cluster on this system. However, it can be seen from

Table 4.55 that cluster 1 and cluster 2 have 0.25 AMRV difference, who have same cluster size

and approximately same PMUs. The difference is caused by the PMUs locations and the topol-

ogy characteristics, which can be seen from Fig 4.6, 4.7 or Fig. 4.11. The proposed method

helps on the averaging implementation by contributing more unobserved buses from old cluster

2 to the old cluster 1 under ensuring sub-system observability condition. The movement results

in an improvement of the AMRV as well, which can be seen in Table 4.55.
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Figure 4.8: IEEE 14-bus System
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Figure 4.9: IEEE 30-bus System
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Figure 4.10: IEEE 57-bus System
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Figure 4.11: RTS 96 System
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Figure 4.12: IEEE 118-bus System

In addition to the data shown in Table 4.7, we would like to compare quantitavily the di f f ,

which represents the property of the observability, with the overall fitness score f from the par-

titioning method. As IEEE 118-bus system has the best performance result based on the Table

4.7, this system will be used as the example to illustrate how the use of our partitioning method

could improve the performance of observability distribution onto each cluster. For data compar-

ison purposes, we randomly extract samples during the process of the partitioning method. The

samples we extracted includes the di f f value representing the observability and overall fitness

score evaluating from the partitioning method. The process clusters the IEEE 118-bus system

into 3 clusters at the end of 3000 iterations. Fig. 4.13 shows the relationship between the di f f

value and the fitness scores.

In Fig. 4.13, the x-axis represents the fitness score value during the process of partitioning

and the y-axis represents the difference between the largest AMRV and smallest AMRV among

3 clusters. The star marks in the figure represent the sampled data. The red dash line is a virtual
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line used to demonstrate the samples trend. The point located at the right bottom represents the

best score inside 3000 iteration, which has 0.2208 overall fitness score. The results shown in

Fig. 4.13 show a strong and statistically significant indication between the fitness score f and

the di f f value from AMRV . It proves that they have negative correlation between each other,

which is an important evidence in support of inserting our proposed index into the partitioning

method. It defines that the proper scalar on the MRI can improve the observability measurement

distribution.

Figure 4.13: Plot for Clustering Quality and The Amount of AMRV Difference

Based on the performance evaluation presented above, it can be concluded that MRI index is

necessary and is reasonable to be inserted in terms of the observability measurements distribution

during the partitioning process.
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4.2.2 Performance of Proposed Partitioning With Extra PMUs

In this subsection we evaluate performance differences based on the observability of two kinds of

systems, namely, the system with extra PMUs and the system without extra PMUs. The results

presented in the previous sections suggest that the partitioning method with MRI can improve the

system observability by balancing the observability on each cluster. The tested systems include

IEEE-14, IEEE-30, IEEE-57, RTS 96 and IEEE-118 systems. Besides that, the partitioning

method in this section is built upon the modified-GA PMU placement technique.

1. IEEE 14-bus Partitioning Results: Optimal AMRV value is set as 2, and optimal cluster

number is 3

• Without Extra PMUs: 3 clusters result after the partitioning with the bus number for

each cluster as: [5,4,5]. The total observability values for each cluster are [5,4,7].

The AMRV values for each clusters are: [1, 1, 1.4]. The PMU installed number is

[1,1,2].

• With Extra PMUs: 3 clusters result after the partitioning with the bus number for

each cluster as: [6,4,4]. The total observability values for each cluster are [9,6,6].

The AMRV values for each clusters are: [1.5, 1.5, 1.5]. The PMU installed number

is [3,2,2].

By comparing the results for the system with extra PMUs and without extra PMU, it can

be seen that the total number of clusters is the same. The number of buses for each cluster

changes the observability value for each cluster is improved, and the AMRV difference

between each cluster decreases.

2. IEEE 30-bus Partitioning Results: Optimal AMRV value is set as 2, and optimal cluster

number is 3

• Without Extra PMUs: 3 clusters result after the partitioning with the bus number

for each cluster as: [9,11,10]. The total observability values for each cluster are

[13,17,14]. The AMRV values for each clusters are: [1.4, 1.6, 1.4]. The PMU

installed number is [3,3,4].

• With Extra PMUs: 3 clusters result after the partitioning with the bus number for each

cluster as: [11,13,6]. The total observability values for each cluster are [24,26,13].
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The AMRV values for each clusters are: [2.2, 2, 2.2]. The PMU installed number is

[6,7,4].

By comparing the results for the system with extra PMUs and without extra PMUs, it can

be seen that the total number of clusters is the same. The number of buses for each cluster

changes. Although the difference of AMRV between each cluster remains the same for the

two scenarios, the extra PMUs can increase the overall system observability and individual

cluster observability values.

3. IEEE 57-bus Partitioning Results: Optimal AMRV value is set as 3, and optimal cluster

number is 3

• Without Extra PMUs: 3 clusters result after the partitioning with the bus number

for each cluster as: [25,17,15]. The total observability values for each cluster are

[34,20,17]. The AMRV values for each clusters are: [1.4, 1.2, 1.1]. The PMU

installed number is [3,3,4].

• With Extra PMUs: 3 clusters result after the partitioning with the bus number for each

cluster as: [19,24,14]. The total observability values for each cluster are [33,41,24].

The AMRV values for each clusters are: [1.7, 1.7, 1.7]. The PMU installed number

is [9,11,8].

By comparing the results for the system with extra PMUs and without extra PMUs, it can

be seen that the total number of clusters is the same. Although the number of buses for each

cluster changes, the overall distribution remain the same. In terms of the observability,

extra PMUs scenario improves each cluster’s individual observability value as well as the

AMRV. Also, the extra PMUs scenario is not different in terms of the AMRV, but no extra

PMUs has largest difference as 0.3.

4. RTS 96 Partitioning Results: Optimal AMRV value is set as 3, and optimal cluster num-

ber is 3

• Without Extra PMUs: 3 clusters result after the partitioning with the bus number

for each cluster as: [27,21,25]. The total observability values for each cluster are

[36,28,35]. The AMRV values for each clusters are: [1.3, 1.3, 1.4]. The PMU

installed number is [7,6,7].
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• With Extra PMUs: 3 clusters result after the partitioning with the bus number for each

cluster as: [30,19,24]. The total observability values for each cluster are [71,45,60].

The AMRV values for each clusters are: [2.4,2.4,2.5]. The PMU installed number is

[18,12,15].

By comparing the results for the system with extra PMUs and without extra PMUs, it can

be seen that the total number of clusters is the same. As for the topology property of

the RTS 96 system, the number of buses in each cluster changes in order to balance the

AMRV of each cluster. Although the extra PMUs scenario has not improved the AMRV

difference, it increases the AMRV value while maintaining the smallest difference.

5. IEEE 118 Partitioning Results: Optimal AMRV value is set as 3, and optimal cluster

number is 3

• Without Extra PMUs: 3 clusters result after the partitioning with the bus number

for each cluster as: [15,57,46]. The total observability values for each cluster are

[21,75,63]. The AMRV values for each clusters are: [1.4, 1.3, 1.4]. The PMU

installed number is [4,16,12].

• With Extra PMUs: 3 clusters result after the partitioning with the bus number for each

cluster as: [47,48,23]. The total observability values for each cluster are [89,91,44].

The AMRV values for each clusters are: [1.9,1.9,1.9]. The PMU installed number is

[22,22,11].

By comparing the results for the system with extra PMUs and without extra PMUs, the

total number of clusters stay the same. The number of buses containing in each cluster

changes between the system with an extra PMU and without an extra PMU. It leads to the

change of the AMRV of each cluster. It can be seen that the observability of each cluster

has been improved. Meanwhile, the AMRV difference has been minimized.

From the above data, it can be observed that the system with extra PMUs has improved observ-

ability on each sub-cluster. Besides, the balance of the observability values has been retained,

which can be seen by the AMRV for each sub-cluster. In the mean time, the performance of the

partitioning method does not change, which can be seen from the total number of cluster and the

bus number of each cluster.
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4.3 Application on Multi-area State Estimation Based on CKF

4.3.1 Global CKF State Estimation Using PMU Only

The discretized power system state estimation model is given by [81]:

xk+1 = f(xk)+wk (4.15)

zk = h(xk)+vk (4.16)

where wk is the system process noise vector, zk is the measurement vector, vk is the measurement

noise vector. The vector xk is the state vector at time epoch k and is described by:

xk =

[
vk

θk

]

=



vk
1

vk
2
...

vk
n

θ k
1

θ k
2
...

θ k
n



(4.17)

where vn is the voltage magnitude of bus n, and θn is the voltage angle of bus n. Flat start is

the typical setting for the state vector in the state estimation process, i.e. all the bus voltage

magnitudes are 1p.u.and bus voltage angles are 0 degree. As for the system dynamics vector

function f(·), it is defined as:

f(xk) = αxk +(1−α)uk (4.18)

where xk is the state vector at time k, uk is the system input vector of time k, α is a system

parameter used to define the variance of the state vector.

The vector function h(·) is the measurement function used to express the relation between

the state vector and the measurement vector. Typically, the power flow equation is used as the

measurement function h(·). In this research, PMU is assumed to be the only measurement to
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derive raw data from the system. The typical power flow measurement function would not fit

for this scenario. A new measurement function is employed to match the PMU property. Per

PMU property, it can measure the voltage phasor of the bus having a PMU installed and the

current phasor of the attached branch. The attached bus voltage phasor can be evaluated based

on the measured PMU data. Assuming that the branch resistance and reactance data are given,

the PMU basic measurement function can be written as:

Iab =
va−vb

Rab + jXab
(4.19)

where Iab is the measured branch current phasor, va is the bus voltage phasor, Rab and Xab are

the given branch impedance data. In the above equation, the vb will be the state variable xk in

Eq. 4.16, and Iab will be the measurement zk in Eq. 4.16. Thus, assuming vb stands for the

measured voltage phasor, the measurement transfer function can be expressed as:

h(xk) =
vk∠θk−vb∠θb

Rab + jXab
(4.20)

Based on the CKF definition discussed in Ch. 2, prior knowledge of the system noise and the

measurement noise probability distribution is required for the CKF algorithm implementation.

According to the research papers [97, 49, 56], the typical assumption for the system noise is that

it is a Gaussian distributed with zero mean. As for the measurement noise, it will be assumed

to be non-zero mean Gaussian distributed noise based on the results presented in [96, 12]. The

standard deviation values for system noise and measurement noise, as well as the mean value

for the measurement noise, need to be defined based on the observation of various experiments.

[12] provides the range of mean values and standard deviation value for the measurement noise.

By using the values from [12], the main purpose of this experiment is to obtain an estimate

of the standard deviation for the system noise so that it would have good performance on both

convergence and accuracy. The standard deviation is a value ranging from 0 to 1 σ ∈ (0,1].

In order to evaluate the performance of the CKF in the state estimation, a matrix is defined to

represent that, which is the empirical mean square error (MSE). The evaluation of MSE will be

implemented based on the Monte-Carlo method. The MSE is denoted as:

MSEi(k) =
1

Run

Run

∑
j=1

[
xi(k)− x̂ j

i (k)
]2

(4.21)
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where i is the bus index, j is the Monte-Carlo index, k is the time epoch, xi(k) is the true state

variable value and x̂ j
i (k) is the estimated state variable value after Monte-Carlo run j. The Monte-

Carlo run time is set to be 100 in our simulation. The MSE will represent the convergence and

the accuracy of the CKF state estimation.

The experiment is carried out by implementing the CKF state estimation on the RTS 96

system and the IEEE 118-bus system without partitioning. The purpose is to find the proper

noise setting prior to the MASE. During the experiment for finding the proper noise σ values, a

phenomenon is observed that the voltage angle will always converged regardless of the σ value.

On the other hand, the voltage magnitude has inadequate convergence if the σ values are not

properly selected. Furthermore, the MSE performance of voltage magnitude does not converged

well for σsys > 0.06, either for RTS 96 and IEEE 118, and some even have divergence. Based on

the observation, the convergence becomes the first evaluation priority for the performance of the

state estimation algorithm.

Figure 4.14 through Figure 4.16 shows the performance result of different values of standard

deviation of system noise σsys, in which the y-axis is the voltage magnitude MSE value and

the x-axis is the iteration times setting iter. The evaluation systems are RTS96 and IEEE-118

system. For all simulations, the initial posterior error covariance P0|0 is set to be the identity

matrix, i.e. P0|0 = I.
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(a) RTS 96 System

(b) IEEE 118-bus System

Figure 4.14: MSE Performance For σsys = 0.04
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(a) RTS 96 System

(b) IEEE 118-bus System

Figure 4.15: MSE Performance For σsys = 0.02
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(a) RTS 96 System

(b) IEEE 118-bus System

Figure 4.16: MSE Performance For σsys = 0.01
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By observing previously figures, it can be concluded that the closer to 0 the variance of the

system noise is, the more the system model is trusted. However, it can be seen that even with

high confidence system noise setting it does not converge very well (see Figure 4.15 and Figure

4.16). The fluctuation is always present as far as system noise is concerned, because we never

know the system model perfectly. Moreover, the correlation between the system noise and the

measurement noise would affect the performance as well.

As discussed in the previous chapter, the estimated noise technique will be employed to

decrease the impact on the CKF performance due to the inaccurate knowledge of model param-

eters. For the system noise w, only the covariance function needs to be estimated since the mean

value is set to zero. Let us consider the following estimate of the system noise variance:

Q̂k+1 =
1

k+1

k

∑
j

{[
x̂ j+1− x̂ j+1| j

]
·
[
x̂ j+1− x̂ j+1| j

]T} (4.22)

where x̂ j+1 is the unconditional estimate at time epoch j, and x̂ j+1| j is the prediction estimate

after updating the cubature quadrature points. In terms of the measurement noise estimation

model, the mean value needs to be considered as well. Consider now the following estimates of

mean and variance of measurement noise:

v̂k+1 =
1

k+1

k

∑
j=0

[z j+1−h(x̂ j+1)] (4.23)

R̂k+1 =
1

k+1

k

∑
j

{[
z j+1− ẑ j+1| j

]
·
[
z j+1− ẑ j+1| j

]T} (4.24)

where h(·) is the measurement transform function, z j+1 is the true measurement which is as-

sumed to be given, ẑ j+1| j is the prediction of the measurement. In this simulation, the iteration

times k is set to be [1,2,3,5,10] for every 100 Monte-Carlo runs. It is implemented on RTS 96

system and IEEE 118-bus systems without partitioning.

By using the estimated noise technique, the convergence has been improved without accu-

rate system setting in advance. In the simulation, the initial mean value of the measurement

noise µmea is randomly generated from (0,1), and the initial σmea is set to 0.08. It is derived

from the maximum measurement noise decibel value presented in [12] by using equation [12]

dBnoise = 20log 1
σmea

. The performance for different σsys values are presented in the following

figures:
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(a) RTS 96 System

(b) IEEE 118-bus

Figure 4.17: MSE Performance For σsys = 0.1 Using Estimated Noise
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(a) RTS 96 System

(b) IEEE 118-bus System

Figure 4.18: MSE Performance For Different σsys = 0.2 Using Estimated Noise
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(a) RTS 96 System

(b) IEEE 118-bus System

Figure 4.19: MSE Performance For Different σsys = 0.5 Using Estimated Noise
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Compared with the convergence performance with a fixed noise value presented previously,

it can be seen that the convergence is improved with guessed initial value by using the estimated

noise method. In addition to the convergence, the performance of accuracy needs to be evaluated

as well. The comparison will be carried out between the system with a fixed noise value and the

system with estimated noise method. By inspecting the experiment result, it can be seen that

both scenarios achieve the minimum mean value at the last iteration. The following itemized list

summarizes the performance of two scenarios:

1. RTS 96:

• σsys = 0.1:

Estimated noise method has 0.0147 as the mean MSE value for voltage magnitude,

and the worst case MSE is less than 0.06.

The fixed noise method has 0.03 as the mean MSE value, and the worst case is larger

than 0.225.

• σsys = 0.2:

Estimated noise method has 0.0488 as the mean MSE value for voltage magnitude,

and the worst case MSE is less than 0.15.

The fixed noise method has 0.2439 as the mean MSE value, and the MSE worst case

has value larger than 1.

• σsys = 0.5:

Estimated noise method has 0.2861 as the mean MSE value for voltage magnitude,

and the worst case MSE is less than 0.45.

The fixed noise method has 5.0337 as the mean MSE value, and the MSE does not

converge.

2. IEEE 118-bus:

• σsys = 0.1:

Estimated noise method has 0.0176 as the mean MSE value for voltage magnitude,

and the worst case MSE is less than 0.08.

The fixed noise method has 0.2858 as the mean MSE value, and the worst case is

larger than 1.

• σsys = 0.2:

Estimated noise method has 0.0530 as the mean MSE value for voltage magnitude,
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and the worst case MSE is less than 0.3.

The fixed noise method has 1.9421 as the mean MSE value, and the MSE diverged.

• σsys = 0.5:

Estimated noise method has 0.2980 as the mean MSE value for voltage magnitude,

and the worst case MSE is less than 0.63.

The fixed noise method has 26.9832 as the mean MSE value, and the MSE diverged.

We can therefore conclude that the estimated noise method has higher accuracy than the fixed

noise method under the same σsys value setting.

4.3.1.1 Performance With Extra PMUs Using CKF State Estimation

Based on the results obtained in the previous experiment, the estimated noise method proved to

have better convergence and accuracy than using fixed noise method. However, the robustness

from extra PMU on the accuracy needs to be verified. The comparison will be made between two

scenarios, which is system with extra PMU and system without extra PMU. The comparison will

focus on evaluating the MSE converged value by using the CKF with estimated noise method.

In order to have the optimum performance of both scenarios, the noise initial value is set to 0.1

including σsys,µmea and σmea. Three systems will be considered in the comparison, which are

IEEE 57-bus, RTS 96, and IEEE 118-bus systems. Their MSE performance is presented in the

following figure:
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(a) IEEE 57-bus System: Adding All Extra PMUs

(b) IEEE 57-bus System No Extra PMU

Figure 4.20: Performance Of IEEE 57-bus With and Without PMUs
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(a) RTS 96 System: Adding All Extra PMUs

(b) RTS 96 System: No Extra PMU

Figure 4.21: Performance Of RTS 96 With and Without PMUs
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(a) IEEE 118-bus: Adding All Extra PMUs

(b) IEEE 118-bus System: No Extra PMU

Figure 4.22: Performance Of IEEE 118-bus With and Without PMUs
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From previous figures, the left hand side plots are the performances of the systems with extra

PMUs installed, and the right hand side figures are the performance of the systems without extra

PMUs. In the figures, the x-axis denotes the iteration times and y-axis denotes the values of

MSE evaluated based on Eq. 4.21. The performance results are evaluated based on iteration

times iter = [1,2,3,5,10], and 100 Monte-Carlo runs for each iteration times setting. Based on

the figures, few observation data will be presented for the comparison. The observation data is

presented below. All the observation data are derived from the data at iter = 10. The reason

for choosing iter = 10 is based on the observation of the performance that all of scenarios will

converged at iter = 10, and the best performance under either scenario is occur at iter = 10.

1. IEEE 57-bus:

• With Extra PMUs:

The MSE converge at iter = 10. The worst MSE magnitude performance at iter = 10

is 0.052. The overall average MSE magnitude value is 0.0135 at the last iteration.

• Without Extra Pmus:

The MSE converge at iter = 10. The worst MSE magnitude performance at iter = 10

is 0.082. The overall average MSE magnitude value is 0.0153 at the last iteration.

2. RTS 96:

• With Extra PMUs:

The MSE converge at iter = 10. The worst MSE magnitude performance at iter = 10

is 0.06. The overall average MSE magnitude value is 0.0147 at the last iteration.

• Without Extra PMUs:

The MSE converge at iter = 10. The worst MSE magnitude performance at iter = 10

is 0.42. The overall average MSE magnitude value is 0.0422 at the last iteration.

3. IEEE 118-bus:

• With Extra PMUs:

The MSE converge at iter = 10. The worst MSE magnitude performance at iter = 10

is 0.076. The overall average MSE magnitude value is 0.0176 at the last iteration.

• Without Extra PMUs:

The MSE converge at iter = 10. The worst MSE magnitude performance at iter = 10

is 0.31. The overall average MSE magnitude value is 0.0276 at the last iteration.
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It can be observed that the accuracy at the last iteration has better performance, worse case value

and the average MSE value, for with extra PMUs than system without extra PMUs. It means that

the extra PMU can help improve the state estimation accuracy when only PMU measurements

are employed. Besides this observation, another observation is that the MSE value from esti-

mated noise method will eventually converge at the last iteration times setting iter = 10 either

with or without extra PMU scenario.

Additional performance evaluation will be provided below on IEEE 118-bus system to prove

the affect on the state estimation accuracy by inserting extra PMUs. It is the performance results

for the scenario that losing partial extra PMUs (5 PMUs off whole extra PMUs) per period from

total number of 55 PMUs (with extra PMUs) to 32 PMUs (without extra PMUs). Recap from

previous section, the without extra PMUs for IEEE 118-bus are:

[3,5,9,12,15,17,21,25,29,34,37,40,45,49,52,56,62,64,68,70,71,75,77,80,85,86,90,94,

101,105,110,114].

The extra PMU installed are:

[6,10,13,16,20,28,33,43,48,50,53,57,67,72,84,87,97,98,99,107,111,112,117].

The performance includes the MSE data at the last iteration and the corresponding MSE perfor-

mance figure.

• No PMUs on 99,107,111,112,117:

The MSE converge at iter = 10. The worst MSE magnitude performance at iter = 10 is

0.195. The overall average MSE magnitude value is 0.0192.

• No PMUs on 72,84,87,97,98,99,107,111,112,117:

The MSE converge at iter = 10. The worst MSE magnitude performance at iter = 10 is

0.20. The overall average MSE magnitude value is 0.0229.

• No PMUs on 48,50,53,57,67,72,84,87,97,98,99,107,111,112,117:

The MSE converge at iter = 10. The worst MSE magnitude performance at iter = 10 is

0.20. The overall average MSE magnitude value is 0.0247.

• No PMUs on 16,20,28,33,43,48,50,53,57,67,72,84,87,97,98,99,107,111,112,117:

The MSE converge at iter = 10. The worst MSE magnitude performance at iter = 10 is

0.27. The overall average MSE magnitude value is 0.0269.



138

(a) Losing 5 Extra PMUs

(b) Losing 10 Extra PMUs

Figure 4.23: Performance Of Losing Partial Extra PMUs on IEEE 118-bus
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(a) Losing 15 Extra PMUs

(b) Losing 20 Extra PMUs

Figure 4.24: Performance Of Losing Partial Extra PMUs on IEEE 118-bus
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Based on the results presented above, it can be seen that it has the same worst case value for

No PMUs on 72,84,87,97,98,99,107,111,112,117 case as that for No PMUs on 48,50,53,57,67,72,84,

87,97,98,99,107,111,112,117. However, the average MSE value increases from case with No

PMUs on 72,84,87,97,98,99,107,11,112,117 to case with No PMUs on 48,50,53,57,67,72,84,87,97,98,99,107,

111,112,117. At this point, it can be observed that it is still true that the accuracy will decrease

with the loss of the extra PMUs number increase. Besides, it can be seen that the convergence is

still the same, as seen in Fig. 4.17.

4.3.2 Multi-Area State Estimation

We now evaluate state estimation performance using a distributed approach after applying our

proposed partitioning algorithm with extra PMUs and estimated noise method on CKF. The two

level estimation process will be implemented in our research for MASE, which is discussed in

previous chapter. As introduced previously, our proposed partitioning algorithm can generate

different number of clusters according to the user application. The MASE performance evalua-

tion include the results for three different number of clusters by using our proposed partitioning

algorithm.

4.3.2.1 First Level MASE

The first level is the sub-system level, which will implement the state estimation on each cluster

locally. Thus, the two levels state estimation will be implemented after the partitioning method.

After partitioning, the measuring of the boundary buses has various methods defined by the user

or the applications. In our research, the boundary buses will “disconnect” with the buses outside

of the same cluster. In other words, all buses can only be measured by the buses within same

cluster. In order to realize this definition, the connectivity matrix A will be modified according

to the partitioning results. In the second level state estimation, the angle for the state vector will

be adjusted. The estimated voltage angle will be modified based on the difference value between

the subsystem reference bus and the global system reference bus.

The PMU locations will be evaluated by using the GA-based PMU placement algorithm. All

extra PMUs will be added onto the results after the GA-based PMU placement. The proposed

partitioning method with MRI will be implemented to have the sub-systems decomposition.

By using our proposed partitioning method, three cluster numbers are generated, which are 3
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clusters, 4 cluster, and 5 clusters.

The simulation is implemented on two systems, i.e. RTS 96 and IEEE 118-bus systems. The

performance results include the clustering results, the MSE performance of magnitude and angle

of each cluster, and the worst MSE value. The simulation will starts from 3 cluster scenario.

RTS 96 System:

• Clustering Results:

Cluster 1: Total number of buses is 30. The AMRV value is 2.4.

Cluster 2: Total number of buses is 19. The AMRV value is 2.4.

Cluster 3: Total number of buses is 24. The AMRV value is 2.5.

• MSE Performance:

Cluster 1: Reference bus is bus 1. The MSE performance can be seen on Fig 4.25. The

average MSE of the voltage magnitude is 0.0015, and the worst case MSE value of the

magnitude is 0.0035. The average MSE of the voltage angle is 0.0023, and the worst case

MSE value of the angle is 0.0103.

Cluster 2: Reference bus is bus 7. The MSE performance can be seen on Fig 4.26. The

average MSE of the voltage magnitude is 0.0018, and the worst case MSE value of the

magnitude is 0.0062. The average MSE of the voltage angle is 0.0022, and the worst case

MSE value of the angle is 0.0063.

Cluster 3: Reference bus is bus 14. The MSE performance can be seen on Fig 4.27. The

average MSE of the voltage magnitude is 0.0010, and the worst case MSE value of the

magnitude is 0.0020. The average MSE of the voltage angle is 0.0017, and the worst case

MSE value of the angle is 0.0095.

From above presented data, it can be seen that the average MSE maximum value is less than

0.4% for the voltage magnitude, and the average voltage angle MSE maximum value is less

than 0.3% at the first level state estimation. Recalling that the centralized overall system having

0.0147 as the best performance for the voltage magnitude MSE, it can be seen that the first level

local state estimation has better performance than the overall system one in terms of the voltage

magnitude.

IEEE 118-bus System:

• Clustering Results:

Cluster 1: Total number of buses is 47. The AMRV value is 1.9.
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Cluster 2: Total number of buses is 48. The AMRV value is 1.9.

Cluster 3: Total number of buses is 24. The AMRV value is 2.5.

• MSE Performance:

Cluster 1: Reference bus is bus 1. The MSE performance can be seen on Fig 4.28. The

average MSE of the voltage magnitude is 0.0016, and the worst case MSE value of the

magnitude is 0.005. The average MSE of the voltage angle is 0.0017, and the worst case

MSE value of the angle is 0.0104.

Cluster 2: Reference bus is bus 24. The MSE performance can be seen on Fig 4.29. The

average MSE of the voltage magnitude is 0.009, and the worst case MSE value of the

magnitude is 0.0298. The average MSE of the voltage angle is 0.0085, and the worst case

MSE value of the angle is 0.0269.

Cluster 3: Reference bus is bus 45. The MSE performance can be seen on Fig 4.30. The

average MSE of the voltage magnitude is 0.0036, and the worst case MSE value of the

magnitude is 0.0102. The average MSE of the voltage angle is 0.0024, and the worst case

MSE value of the angle is 0.0062.
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(a) RTS 96 Area 1 Voltage Magnitude

(b) RTS 96 Area 1 Voltage Angle

Figure 4.25: RTS 96 Multi-Area First Level State Estimation MSE for Cluster 1
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(a) RTS 96 Area 2 Voltage Magnitude

(b) RTS 96 Area 2 Voltage Angle

Figure 4.26: RTS 96 Multi-Area First Level State Estimation MSE for Cluster 2
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(a) RTS 96 Area 3 Voltage Magnitude

(b) RTS 96 Area 3 Voltage Angle

Figure 4.27: RTS 96 Multi-Area First Level State Estimation MSE for Cluster 3
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(a) IEEE 118 Area 1 Voltage Magnitude

(b) IEEE 118 Area 1 Voltage Angle

Figure 4.28: IEEE 118-bus Multi-Area First Level State Estimation MSE for Cluster 1
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(a) IEEE 118 Area 2 Voltage Magnitude

(b) IEEE 118 Area 2 Voltage Angle

Figure 4.29: IEEE 118-bus Multi-Area First Level State Estimation MSE for Cluster 2
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(a) IEEE 118 Area 3 Voltage Magnitude

(b) IEEE 118 Area 3 Voltage Angle

Figure 4.30: IEEE 118-bus Multi-Area First Level State Estimation MSE for Cluster 3
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From the 3 clusters results, we conclude that both RTS 96 and IEEE 118-bus systems have

good convergence performance at the last iteration. Each cluster has good performance on the

estimation accuracy as well, whose MSE value is around 0.002 except cluster 2 of IEEE 118-bus,

which was a MSE of 0.008. Partition with 4 clusters:

RTS 96 System:

• Clustering Results:

Cluster 1: Total number of buses is 27. The AMRV value is 2.33.

Cluster 2: Total number of buses is 20. The AMRV value is 2.35.

Cluster 3: Total number of buses is 15. The AMRV value is 2.33.

Cluster 4: Total number of buses is 11. The AMRV value is 2.36.

• MSE Performance:

Cluster 1: Reference bus is bus 1. The MSE performance can be seen on Fig 4.31. The

average MSE of the voltage magnitude is 0.0017, and the worst case MSE value of the

magnitude is 0.0051. The average MSE of the voltage angle is 0.0019, and the worst case

MSE value of the angle is 0.0084.

Cluster 2: Reference bus is bus 21. The MSE performance can be seen on Fig 4.32. The

average MSE of the voltage magnitude is 0.0017, and the worst case MSE value of the

magnitude is 0.0052. The average MSE of the voltage angle is 0.0029, and the worst case

MSE value of the angle is 0.0091.

Cluster 3: Reference bus is bus 26. The MSE performance can be seen on Fig 4.33. The

average MSE of the voltage magnitude is 0.0021, and the worst case MSE value of the

magnitude is 0.007. The average MSE of the voltage angle is 0.0025, and the worst case

MSE value of the angle is 0.0079.

Cluster 4: Reference bus is bus 50. The MSE performance can be seen on Fig 4.34. The

average MSE of the voltage magnitude is 0.0016, and the worst case MSE value of the

magnitude is 0.0047. The average MSE of the voltage angle is 0.0020, and the worst case

MSE value of the angle is 0.0058.

IEEE 118-bus System:

• Clustering Results:

Cluster 1: Total number of buses is 35. The AMRV value is 1.86.
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Cluster 2: Total number of buses is 34. The AMRV value is 1.85.

Cluster 3: Total number of buses is 11. The AMRV value is 1.82.

Cluster 4: Total number of buses is 38. The AMRV value is 1.82.

• MSE Performance:

Cluster 1: Reference bus is bus 1. The MSE performance can be seen on Fig 4.35. The

average MSE of the voltage magnitude is 0.0020, and the worst case MSE value of the

magnitude is 0.005. The average MSE of the voltage angle is 0.0023, and the worst case

MSE value of the angle is 0.0143.

Cluster 2: Reference bus is bus 45. The MSE performance can be seen on Fig 4.36. The

average MSE of the voltage magnitude is 0.0024, and the worst case MSE value of the

magnitude is 0.0054. The average MSE of the voltage angle is 0.0021, and the worst case

MSE value of the angle is 0.0074.

Cluster 3: Reference bus is bus 33. The MSE performance can be seen on Fig 4.37. The

average MSE of the voltage magnitude is 0.0025, and the worst case MSE value of the

magnitude is 0.0048. The average MSE of the voltage angle is 0.0016, and the worst case

MSE value of the angle is 0.0026.

Cluster 4: Reference bus is bus 75. The MSE performance can be seen on Fig 4.38. The

average MSE of the voltage magnitude is 0.0018, and the worst case MSE value of the

magnitude is 0.005. The average MSE of the voltage angle is 0.0019, and the worst case

MSE value of the angle is 0.0073.
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(a) RTS 96 Area 1 Voltage Magnitude

(b) RTS 96 Area 1 Voltage Angle

Figure 4.31: RTS 96 Multi-Area First Level State Estimation MSE for Cluster 1
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(a) RTS 96 Area 2 Voltage Magnitude

(b) RTS 96 Area 2 Voltage Angle

Figure 4.32: RTS 96 Multi-Area First Level State Estimation MSE for Cluster 2
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(a) RTS 96 Area 3 Voltage Magnitude

(b) RTS 96 Area 3 Voltage Angle

Figure 4.33: RTS 96 Multi-Area First Level State Estimation MSE for Cluster 3
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(a) RTS 96 Area 4 Voltage Magnitude

(b) RTS 96 Area 4 Voltage Angle

Figure 4.34: RTS 96 Multi-Area First Level State Estimation MSE for Cluster 4
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(a) IEEE 118 Area 1 Voltage Magnitude

(b) IEEE 118 Area 1 Voltage Angle

Figure 4.35: IEEE 118 Multi-Area First Level State Estimation MSE for Cluster 1
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(a) IEEE 118 Area 2 Voltage Magnitude

(b) IEEE 118 Area 2 Voltage Angle

Figure 4.36: IEEE 118 Multi-Area First Level State Estimation MSE for Cluster 2
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(a) IEEE 118 Area 3 Voltage Magnitude

(b) IEEE 118 Area 3 Voltage Angle

Figure 4.37: IEEE 118 Multi-Area First Level State Estimation MSE for Cluster 3
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(a) IEEE 118 Area 4 Voltage Magnitude

(b) IEEE 118 Area 4 Voltage Angle

Figure 4.38: IEEE 118 Multi-Area First Level State Estimation MSE for Cluster 4
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The following results for the state estimation for 5 sub-systems.

RTS 96 System:

• Clustering Results:

Cluster 1: Total number of buses is 19. The AMRV value is 2.26.

Cluster 2: Total number of buses is 13. The AMRV value is 2.31.

Cluster 3: Total number of buses is 17. The AMRV value is 2.41.

Cluster 4: Total number of buses is 10. The AMRV value is 2.30.

Cluster 5: Total number of buses is 14. The AMRV value is 2.36.

• The MSE Performance:

Cluster 1: Reference bus is bus 1. The MSE performance can be seen on Fig 4.39. The

average MSE of the voltage magnitude is 0.0014, and the worst case MSE value of the

magnitude is 0.0032. The average MSE of the voltage angle is 0.0021, and the worst case

MSE value of the angle is 0.0085.

Cluster 2: Reference bus is bus 7. The MSE performance can be seen on Fig 4.40. The

average MSE of the voltage magnitude is 0.0016, and the worst case MSE value of the

magnitude is 0.0044. The average MSE of the voltage angle is 0.0012, and the worst case

MSE value of the angle is 0.0023.

Cluster 3: Reference bus is bus 23. The MSE performance can be seen on Fig 4.41. The

average MSE of the voltage magnitude is 0.0027, and the worst case MSE value of the

magnitude is 0.0099. The average MSE of the voltage angle is 0.0034, and the worst case

MSE value of the angle is 0.0095.

Cluster 4: Reference bus is bus 50. The MSE performance can be seen on Fig 4.42. The

average MSE of the voltage magnitude is 0.0017, and the worst case MSE value of the

magnitude is 0.0047. The average MSE of the voltage angle is 0.0015, and the worst case

MSE value of the angle is 0.0027.

Cluster 4: Reference bus is bus 62. The MSE performance can be seen on Fig 4.43. The

average MSE of the voltage magnitude is 0.0017, and the worst case MSE value of the

magnitude is 0.0072. The average MSE of the voltage angle is 0.0022, and the worst case

MSE value of the angle is 0.0053.

IEEE 118-bus System:
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• Clustering Results:

Cluster 1: Total number of buses is 16. The AMRV value is 2.00.

Cluster 2: Total number of buses is 26. The AMRV value is 1.69.

Cluster 3: Total number of buses is 21. The AMRV value is 1.90.

Cluster 4: Total number of buses is 27. The AMRV value is 1.81.

Cluster 5: Total number of buses is 28. The AMRV value is 1.68.

• The MSE Performance:

Cluster 1: Reference bus is bus 1. The MSE performance can be seen on Fig. 4.44. The

average MSE of the voltage magnitude is 0.0018, and the worst case MSE value of the

magnitude is 0.0037. The average MSE of the voltage angle is 0.0032, and the worst case

MSE value of the angle is 0.0147.

Cluster 2: Reference bus is bus 15. The MSE performance can be seen on Fig. 4.45. The

average MSE of the voltage magnitude is 0.0020, and the worst case MSE value of the

magnitude is 0.0045. The average MSE of the voltage angle is 0.0013, and the worst case

MSE value of the angle is 0.0031.

Cluster 3: Reference bus is bus 68. The MSE performance can be seen on Fig. 4.46. The

average MSE of the voltage magnitude is 0.0036, and the worst case MSE value of the

magnitude is 0.0078. The average MSE of the voltage angle is 0.0026, and the worst case

MSE value of the angle is 0.0076.

Cluster 4: Reference bus is bus 40. The MSE performance can be seen on Fig. 4.47. The

average MSE of the voltage magnitude is 0.0034, and the worst case MSE value of the

magnitude is 0.0109. The average MSE of the voltage angle is 0.0024, and the worst case

MSE value of the angle is 0.0068.

Cluster 5: Reference bus is bus 83. The MSE performance can be seen on Fig. 4.48. The

average MSE of the voltage magnitude is 0.0010, and the worst case MSE value of the

magnitude is 0.0019. The average MSE of the voltage angle is 0.0020, and the worst case

MSE value of the angle is 0.0085.
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(a) RTS 96 Area 1 Voltage Magnitude

(b) RTS 96 Area 1 Voltage Angle

Figure 4.39: RTS 96 Multi-Area First Level State Estimation MSE for Cluster No.1
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(a) RTS 96 Area 2 Voltage Magnitude

(b) RTS 96 Area 2 Voltage Angle

Figure 4.40: RTS 96 Multi-Area First Level State Estimation MSE for Cluster No.2
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(a) RTS 96 Area 3 Voltage Magnitude

(b) RTS 96 Area 3 Voltage Angle

Figure 4.41: RTS 96 Multi-Area First Level State Estimation MSE for Cluster No.3
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(a) RTS 96 Area 4 Voltage Magnitude

(b) RTS 96 Area 4 Voltage Angle

Figure 4.42: RTS 96 Multi-Area First Level State Estimation MSE for Cluster No.4
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(a) RTS 96 Area 5 Voltage Magnitude

(b) RTS 96 Area 5 Voltage Angle

Figure 4.43: RTS 96 Multi-Area First Level State Estimation MSE for Cluster No.5



166

(a) IEEE 118 Area 1 Voltage Magnitude

(b) IEEE 118 Area 1 Voltage Angle

Figure 4.44: IEEE 118 Multi-Area First Level State Estimation MSE for Cluster No.1
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(a) IEEE 118 Area 2 Voltage Magnitude

(b) IEEE 118 Area 2 Voltage Angle

Figure 4.45: IEEE 118 Multi-Area First Level State Estimation MSE for Cluster No.2
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(a) IEEE 118 Area 3 Voltage Magnitude

(b) IEEE 118 Area 3 Voltage Angle

Figure 4.46: IEEE 118 Multi-Area First Level State Estimation MSE for Cluster No.3
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(a) IEEE 118 Area 4 Voltage Magnitude

(b) IEEE 118 Area 4 Voltage Angle

Figure 4.47: IEEE 118 Multi-Area First Level State Estimation MSE for Cluster No.4
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(a) IEEE 118 Area 5 Voltage Magnitude

(b) IEEE 118 Area 5 Voltage Angle

Figure 4.48: IEEE 118 Multi-Area First Level State Estimation MSE for Cluster No.5
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It can be seen from the results presented above that good convergence and estimation ac-

curacy is achieved for for each cluster. The MSE values are different between the 4 clusters

and 5 clusters cases. For RTS 96 system, the voltage magnitude MSE values concentrate on the

value around 0.002 for both cases. The voltage angle MSE values have the range from 0.0015

to 0.0034 for these two cases. For IEEE 118-bus system, the voltage magnitude MSE values

concentrate on the value around 0.002 as well for the 4 clusters case, and it has the range from

0.0010 to 0.0036. The voltage angle MSE values are approximately 0.002 for each cluster for 4

sub-systems case, and it has range from 0.0013 to 0.0032. Moreover, it can be concluded that

the highest average MSE values occur on the 4 clusters case for both RTS 96 and IEEE 118-bus

system. Meanwhile, the smallest AMRV difference occurs on the 4 clusters case as well.

4.3.2.2 Central Coordinate Level MASE

After the evaluation of the first level sub-system state estimation, we now evaluate the second

level state estimation performance, which is also called the central coordinate level. As indicated

in the previous chapter, the angle adjustment on the local slack bus will be the only action in the

second level. According to the results presented in [19, 18, 20], 3 clusters after partitioning

would be the typical case to be implemented evaluation. At this point, the 3 clusters first level

state estimation results will be used. The evaluation will be implemented on the RTS 96 system

and the IEEE 118-bus systems.

Figure 4.49 presents the second level estimation result for RTS 96. The figure presents the

actual state variable values, estimated values, the difference between the actual and the estimated

value, and the corresponding MSE value. As can be seen in these figures, the maximum differ-

ence is 0.1 for both voltage magnitude and angle. Although the maximum difference for the

magnitude and the angle are the same, the angle has good performance at the last iteration. It

can be seen that they almost match the actual value. For the magnitude estimation, it has good

estimation results for the most part except buses from number 10 to number 30, who have the

largest difference values around 0.1.
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(a) RTS 96 Second Level Voltage Magnitude

(b) RTS 96 Second Level Voltage Angle

Figure 4.49: RTS 96 Multi-Area Second Level State Estimation Performance
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For the reason that the voltage angle does not have the obvious bias either by MASE or

centralized SE, the voltage magnitude is the only state variable being compared. Figure 4.50

presents the result of the centralized state estimation. The centralized state estimation employs

the proposed noise statistic estimation technique based on CKF method. As seen from the results,

the largest estimation bias is 0.259, which is obviously larger than that the results by using

modified multi-area state estimation. Besides, it can be seen from the results that the majority of

the bias values are located above 0.1. It leads to the observation that there are more places having

estimation bias for centralized state estimation than that for the multi-area state estimation.

Figure 4.50: Centralized State Estimation Performance For RTS 96 System

Figure 4.51 presents the second level estimation result for IEEE 118-bus. In the figure,

it presents the actual state variable values, estimated values, the difference between the actual

value and the estimated value, and the corresponding value. As can be seen in this figure, the

maximum difference is 0.32 for the voltage magnitude and 0.29 for the angle. Similar to the

RTS 96, angle estimation performs well. For the magnitude estimation, the worst estimation

performance occurs at the parts from bus 70 to bus 90, which happens to be located in area 2.



174

(a) IEEE 118 Second Level Voltage Magnitude

(b) IEEE 118 Second Level Voltage Angle

Figure 4.51: IEEE 118 Multi-Area Second Level State Estimation MSE
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The centralized SE result is presented as Fig. 4.52. Similar as the presentation of Fig.

4.50, Fig 4.52 presents the centralized SE results of voltage magnitude, the actual state variable

results of voltage magnitude, and the SE bias values voltage magnitude. By comparing the

centralized SE and the SE results from central coordination level of MASE, it can be seen that

the centralized SE has larger estimation bias than that for the MASE second level result, and the

estimation difference is relatively significant for all buses. Although the largest estimation bias

for the centralized SE is 0.36, which has only 0.04 difference than that for MASE result, there

are less bus having estimation bias less than 0.1.

Figure 4.52: Centralized State Estimation Performance For IEEE 118-bus System

By analyzing the estimation performance on RTS96 and IEEE 118-bus systems, we con-

clude that the MASE of our research meets the feature of the expected MASE, which are higher

accuracy and less required exchanging of data.
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Chapter 5: Conclusion

The main purpose of this research was to improve the performance of MASE by developing a

partitioning method with consideration of the impact on the state estimation. System observabil-

ity was an important factor for the partitioning method which employed the GA algorithm for

the partitioning of the power system. System observability was also used to convert the mea-

surement redundancy index (MRI) in conjunction with four other indices to apply the GA. In

order to use MRI, PMU measurements were assumed to be the only available measurements of

the system. Observability robustness was realized by adding extra PMUs based on electrical

distance criterion. The MASE approach was used to evaluate performance of the partitioning

method along with a modified CKF in order to improve the convergence of the estimates. The

CKF was further modified by estimating both both system and measurement noise. The modified

CKF performed very well for the local state estimation of the two-level MASE. After collecting

estimates from the first level, the central coordination level (the second level) only needed to

adjust the voltage angle to obtain the global state estimate.

Various performance evaluations were carried out in the research. For the PMU placement,

the observability robustness was verified by evaluating the system observability performance for

two scenarios. The performance was evaluated in terms of the unobserved bus numbers and the

loss of observability as a percentage. It was observed that the system with extra PMUs would

have less adverse effects on the observability when one PMU or two PMUs failures occurred.

The partitioning performance was evaluated using the AMRV value as the measurement of

each cluster. Specifically, the difference in AMRV values were compared before and after insert-

ing the MRI. The geographical results for the two scenarios were presented as well. A compar-

ison was carried out between the partitioning method with additional PMU and the partitioning

method without additional PMU. This lead to the conclusion that the MRI can be a constraint that

has a positive impact on the partitioning method and it can improve the sub-system observability.

Moreover, the additional PMU produces a higher observability value and a smaller difference in

the AMRV value.

Lastly, we implemented the power system state estimation using the CKF with an online

noise updating technique. The state estimation results were presented to show convergence with



177

and without the online noise updating technique, with and without additional PMUs. The simu-

lations showed that the estimation with online noise estimation had better convergence and does

not require accurate prior knowledge on the noise model.

Our state estimation was applied to MASE very successfully and it can be concluded that

MASE along with our partitioning algorithm can achieve more accurate estimation within a

shorter period of time by exchanging less information than those for the centralized state esti-

mation.
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