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Transportation systems need to get better by moving ever more people while consuming
ever fewer resources. To build better transportation systems, planners need an accurate
understanding of how people exercise mobility and tools to apply that understanding to
the transportation system. Such an understanding can come through the development of
existing sources of implicit and explicit mobility data and tools suitable for planners to
apply the results. Transportation organizations may struggle to produce the necessary
tools internally, leaving external bodies, both public and private, to pursue development.

In this research, three frameworks were developed that employ data already being
collected to facilitate analysis of human mobility and improve the utilization of that
analysis in its application to transportation systems. First, two new metrics as potential
objectives for finding solutions to a type of Urban Transit Routing Problem (UTRP)
are proposed and applied. The metrics assess the social experience of transit users and
can be used to produce transit routes that may improve a rider’s transit experience.
In the presented case study, the improved routes increased the social metrics by 242%
and 119% compared to current baseline routes. Next, the UTRP construct is again
adapted to produce solutions that allow transit planners to balance the need to reduce
the susceptibility of disease transmission in their transit vehicles while maintaining transit
network utility for potential riders. In the presented case study, a Pareto front is produced
of solutions from which a transit planner could choose what best suits their community’s
needs. Both the UTRP-type frameworks use a novel source of mobility data to simulate
the solutions’ impacts in a real-world environment. Finally, further exploring new uses of



mobility data, an anomaly detection framework that leverages redundancies in sampling
populations that will arise as additional sources of data are identified is developed. The
anomaly detection framework provides increased quality assurance to planners as new
sources of data are developed. In the presented case study, a previously unacknowledged
anomaly in traffic data is successfully identified.

The three frameworks demonstrate the potential of advancing the use of additional
data in transportation planning. Future work requires additional resources to support
data-driven transportation planning and adapting proven practices from elsewhere to the
specific US transportation needs.
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Chapter 1: Introduction

1.1 Introduction

A good transportation system can move many people while consuming minimum resources
(i.e., energy and money). Realizing transportation systems that meet these requirements
requires building knowledge of how people exercise mobility and understanding how this
knowledge can affect the transportation system so that it best serves the needs of its
users.

A central challenge for transit planners has been to develop information about mobility
patterns [1]. In addressing this challenge, both active and passive mobility data collection
methods (MDCMs) have been used. Active MDCMs include surveys and pneumatic
road tubes, which require the deployment of specialized resources to complete the data
collection and thus are more costly. Passive MDCMs take advantage of data generated
for other purposes (e.g., call detail records and electricity demand) to derive the desired
information. Fewer resources are demanded of passive MDCMs, but in exchange, the
data that can be extracted may not directly indicate the desired information. Passive
MDCMs provide an opportunity to propose and research new means of understanding
mobility.

Once mobility information is available, the next stage is to employ it to improve a
transportation system. Multiple factors affect decisions about what mode a person may
use to get from point A to point B. To paraphrase a saying in transportation planning:
"few people are car people or bike people; most are A to B people." Mobility information
presents an opportunity to make a person’s mode decision both the easy choice and the
right choice to benefit the transportation system’s effectiveness for all.

This dissertation aims to utilize passive MDCMs and the mobility information that can
be derived from the data to develop methodologies to design transportation systems. New
approaches established for passive data sources include both extracting the information
and validating it. Mobility information is applied to address objectives not previously
employed in transportation planning to facilitate a transportation system to serve its
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users better. Neither can serve as definite solutions to problems facing transportation
systems, but may better inform those charged with that task.

1.2 Background

In the United States (US), traffic congestion is rising [2], average vehicle miles travelled are
increasing [3], and roads are increasingly unsafe for cyclists and pedestrians [4]. These
issues could be alleviated by shifting travel modes away from personal vehicles. The
challenge is that the US has built its transportation system around the personal vehicle,
making the personal vehicle not just a convenient choice but an easy choice.

One way to make alternative transportation modes more attractive is to understand
better how people currently use the transportation system and tailor the system to their
needs. However, developing this understanding presents obstacles. Methods to generate
mobility information such as surveys, models, and inferences from other data sources
have their shortcomings. What is needed are empirical options to capture mobility. Due
to their prevalence in today’s society, personal wireless devices (PWDs) could facilitate
data collection to infer mobility.

PWDs are rapidly proliferating, with 96% of adults in the United States owning a
cellphone [5]. PWDs contain components that transmit and receive using various wireless
standards (e.g., Bluetooth andWiFi). Capturing wireless communications generated from
the presence of PWDs presents an opportunity to collect a large sample of mobility.

Using PWDs to understand mobility has spanned many modes and many means of
collection. The advantages of using PWDs are the increasing ubiquity of equipment
capable of passively collecting data about mobility and the minimal capital costs of
collecting this data when using existing equipment. The main disadvantage of PWDs
that can result in data quality problems is that they were not intended to generate data
about passive mobility, and thus additional processing is required. Data quality problems
exist in active MDCMs as well [6–11], but the problems associated with passive MDCMs
only compound such issues [12–16]. Developing additional methods to improve passive
MDCMs quality will only serve to better analyses using the data.

To employ mobility data to design a better transportation system presents its own
questions. What do people seek from transportation? Least cost? Fastest? Most
comfortable? What is communicated frequently about the transportation system in the
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Small�=�less�than�500,000� � Large�=�1�million�to�3�million�
Medium�=�500,000�to�1�million� ������Very�Large�=�more�than�3�million�

More�Detail�About�Congestion�Problems�
Congestion,�by�every�measure,�has�increased�substantially�over�the�36�years�covered�in�this�report.��
Almost�all�regions�have�worse�congestion�than�before�the�2008�economic�recession�which�caused�a�
decrease�in�traffic�problems.��Traffic�problems�as�measured�by�perͲcommuter�measures�are�worse�than�
a�decade�ago.��Since�there�are�so�many�more�commuters,�as�well�as�more�congestion�during�offͲpeak�
hours,�total�delay�has�increased�by�two�billion�hours.��The�total�congestion�cost�has�also�risen�with�more�
wasted�hours,�greater�fuel�consumption�and�more�trucks�stuck�in�stopͲandͲgo�traffic.���
�
Congestion�is�worse�in�areas�of�every�size�–�it�is�not�just�a�big�city�problem.��The�growing�delays�also�hit�
residents�of�smaller�cities�(Exhibit�4).��The�growth�trend�looks�similar�for�2000,�2010�and�2017,�but�that�
final�period�is�only�7�years�long,�suggesting�that�if�the�economy�does�not�enter�another�recession,�
congestion�will�be�a�much�larger�problem�in�2020.�
�
Big�towns�and�small�cities�have�congestion�problems.��Every�economy�is�different�and�smaller�regions�
often�count�on�good�mobility�as�a�qualityͲofͲlife�aspect�that�allows�them�to�compete�with�larger,�more�
economically�diverse�regions.��As�the�national�economy�improves,�it�is�important�to�develop�the�
consensus�on�action�steps,�as�major�projects,�programs�and�funding�efforts�take�10�to�15�years�to�
develop.�
�

Exhibit�4.��Congestion�Growth�Trend�–�Hours�of�Delay�per�Auto�Commuter��

�
����

�
�
� �Figure 1.1: Congestion Growth Trend - Hours of Delay per Auto Commuter [2]

US is its failings [17]. Figure 1.1 shows the increasing delay faced by vehicle commuters.
Options exist outside of a world of vehicles stuck in traffic, and mobility data can serve
as a pathway to better support those options.

Moving people in public transit is an example of using the transportation system more
efficiently. However, making public transit efficient for peoples’ lives requires designing a
transportation system that fits their needs. For example, Figure 1.2 shows that transit
ridership continues to decline in much of the US, especially bus ridership [18]. Therefore,
more needs to be considered as to what entices or deters people from using public transit.
Mobility data shows potential in contributing to this understanding, especially regarding
how the design of routes and their constitute components (e.g., stops, schedule, and
vehicle capacity) influences users’ transportation choices.
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Figure 1.2: Public Transit Ridership [18]

1.3 Problem Statement

The demands on transportation systems continue to increase as populations grow and be-
come wealthier. To accommodate the increasing demand, transportation system planning
must improve to meet that demand efficiently.

Internal to transportation system planning, there is a gap in the data needed to
improve transportation efficiency and the tools necessary to utilize the data to improve
the transportation system. Thus, to enable improved transportation planning, both
the deficiency in the data handling and the integration of the data into transportation
planning must be addressed.

Passive MDCMs exist, but they must be developed and cultivated for uses outside
of the initial intent for which they were collected. Potential partnerships between or-



5

ganizations and people not necessarily accustomed to working with each other need to
be identified. Humans, unlike freight, consider more than just efficiency measures when
making transportation decisions. A recognition of some of the additional factors does
not currently occur in transportation system planning, but must if planning goals are to
be effectively implemented.

Transportation lags behind other areas in fielding technologies. In addition, govern-
ment transportation bodies struggle to attract the needed talent to develop improved
approaches using state of the art technologies. The research presented in this work aims
to give transportation system planners new tools to develop data sources and apply data
to their work that may not have been possible to develop internally.

1.4 Dissertation Organization

The three subsequent chapters address issues identified in the problem statement with
the development of implementable frameworks. Chapter 2 introduces two new metrics
focusing on the social experience of riders as potential objectives for finding solutions
to a type of Urban Transit Routing Problem (UTRP). Chapter 3 responds to current
global events and presents a framework to produce UTRP solutions that allow transit
planners to balance the need of reducing the susceptibility of disease transmission in their
transit vehicles while maintaining transit network utility for potential riders. Chapter 4
develops an anomaly detection framework that leverages redundancies in data collection
that will arise as sources of transportation data become better understood. Each chapter
utilizes data either not traditionally used by transportation planners or combines existing
sources in a novel way to provide results that transportation system planners can use
to improve their work. Finally, Chapter 5 summarizes the major contributions of this
research and suggests opportunities for future work that may lie at the intersection of
the fields of engineering and transportation policy.
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Chapter 2: Building a Socially-Aware Solution to the Urban Transit
Routing Problem1

2.1 Introduction

Public transit agencies face a challenge many organizations encounter: do more with less.
Public transit ridership in the United States has been decreasing, which is especially
true for bus ridership [19]. As public transit ridership continues to decline, agencies
must overcome the consequential reduction in fare revenues. Some factors drive the
decrease in public transit ridership, such as fuel prices, housing density, and employment
levels, but these are factors well beyond a transit agency’s control. So, where can public
transit agencies make impacts? Increases in service frequency have a positive impact on
ridership, but not to an extent where the added cost is recouped [20]. What can public
transit agencies do to get more riders with minimal capital investment costs?

A common reason riders cite for not taking public transit is a concern for personal
well-being. Regardless that transit users are less likely to be positively screened for
depression [21] and those living in transit-deprived neighborhoods are more likely to
experience individual depression [22], unease about using transit remains. For example,
feeling unsafe on public transit was a reason cited by a majority of respondents in
Portland, Oregon, as to why they chose to drive [17]. The physical separation provided
by a vehicle is not available in public transit, and with perceptions of safety contributing
to declining ridership, agencies have limited resources available to address such concerns.
One potential solution is to optimize a public transit network to increase rider comfort.
Such is certainly a nice thought, but are there tangible benefits? The literature shows
that, per mile traveled, a bus is safer than a personal vehicle [23]. Therefore, one may
argue that feeling unsafe on public transit is more of a perception than an issue. The
perception of safety through one’s comfort in a public space is affected by the social ties
that exist, explicitly or not, in that space [24]. Optimizing routes to facilitate passenger

1Under review with Transportation Research Part E: Logistics and Transportation Review
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comfort thus mitigates one reason why a person would take a single-occupant vehicle
trip.

In 1972, Stanley Milgram published "The Familiar Stranger: An Aspect of Urban
Anonymity." This work was the first to raise the notion of individuals that one encounters
in daily life, yet hold no additional role. Milgram’s concept of the familiar stranger
has expanded over the years and has been shown to influence a person’s comfort in a
public space. By leveraging performance metrics centered on the familiar stranger (or
the social networks resulting thereof), transit routes can be optimized to maximize the
comfort experienced by riders while using transit. This increase in rider comfort, and
subsequent retention or increase in ridership numbers, can be accomplished with no
additional resources other than those associated with a one-time route change.

2.2 Literature Review

This research aims at giving transit agencies a way to improve the rider experience. Ideally,
this goal should translate into increases in ridership without requiring the significant
expense demanded by capital intensive approaches such as increasing service frequency.
To achieve this goal, an urban transit routing problem (UTRP) will be formulated to
improve the social experience of riders.

In support of this goal, relevant previous literature in several areas was reviewed.
Section 2.2.1 synthesizes different optimization approaches to the urban transit routing
problem. Section 2.2.2 introduces the concept of the familiar stranger (FS), which is one
of the metrics employed to improve rider experience. Finally, Section 2.2.3 elucidates the
value of social network metrics, like clustering, when applied to social environments.

2.2.1 Urban Transit Routing Problem

Fundamentally, the UTRP aims at optimizing transit routes for a defined objective or
a set of objectives. However, the UTRP manifests in various forms. For example, in
addition to routes, some optimizations include stops, schedule, and vehicle outputs,
among other associated decisions. A UTRP can be either single- or multi-objective, with
metrics contributing to the perspective of riders, operators, or both.

In 2008, Guihaire and Hao [25] published a review paper that synthesized prior work
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addressing the UTRP dating back to 1925. In this work, the authors attribute the first
use of evolutionary optimization (e.g., a genetic algorithm) to Xiong and Schneider [26].
Approaches have evolved since Xiong and Schneider’s work, as shown in this section, but
the fundamental aim of optimizing a transit network for economic efficiency has remained
consistent.

The breadth of research that has been conducted on the UTRP creates challenges when
drawing comparisons between one research study and another. Mumford [27] faced this
challenge and thus published their source data to allow future comparisons of work whose
objective was to optimize similar decision variables for a common metric. Mahmoudzadeh
and Wang [28] developed a cluster-based scheduling approach to improve the alignment
of a university shuttle service with travel behaviors and class times. Researchers claimed
that implementation of their methodology could increase system efficiency (i.e., cost per
passenger) by up to 25%. Using automated passenger counter and automatic vehicle
location data from a campus shuttle service, they selected months during which travel
patterns appeared consistent (e.g., middle of a term at the university), and used both
supervised and unsupervised clustering methods to assess different approaches to schedule
departure times to improve efficiency. Mahmoudzadeh and Wang’s entire work achieved
its goal without a single change to the university shuttle’s physical network.

The UTRP can be adapted to model the characteristics of a specific real-world problem.
A variant of the UTRP known as the School Bus Routing Problem (SBRP) manifests
similar characteristics to the problem addressed with the social optimization framework
proposed in this research. More specifically, both problems have riders with known origins
and destinations, time constraints for when those riders are to be transported, a fixed
number of available vehicles, and flexibility in stop location assignment. Recognizing the
similarities, the SBRP is useful to inform the problem faced by this research.

2.2.1.1 School Bus Routing Problem

An application of the SBRP that gathered significant coverage in the general media
involved the Boston Public Schools’ bus network [29]. The authors introduced another
variation of the UTRP called bio-objective routing decomposition (BiRD) to model and
obtain feasible solutions to the bus time selection problem. BiRD breaks the initial
optimization problem into numerous sub-problems and combines the solutions to solve
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the greater optimization. The assignment of students to stops was an optimization to
minimize the number of stops and walking distance for students with beneficial additional
constraints. Using the identified stops, BiRD builds routes for schools using a randomized
greedy heuristic. Breaking optimization problems into sub-problems to be optimized,
recognizing the different issues faced at each stage, is not unique to BiRD.

Lemos, Joshi, D’souza, et al. [30] explored the effect of different heuristic optimization
methods (i.e., ant colony, honey bee, and greedy randomized optimizations) when finding
feasible solutions to the SBRP. The results showed no heuristic optimization approach
to be dominant, which suggests that situational interests (e.g., number of buses, distance
traveled) drive which approach is best suited. Although this outcome does not lead to
any specific heuristic to be selected for this framework, it suggests that multiple heuristics
can provide solutions.

In another study, Leksakul, Smutkupt, Jintawiwat, et al. [31] used machine learning
and evolutionary optimization to plan bus stops and routes for a factory shuttle, which
is, effectively, an SBRP. The authors used six machine learning methods, including
Maximin, K-means, Fuzzy C-means, Competitive Learning, and two hybrids of those
four to identify stop locations based on employees’ home addresses. Once stops were
identified, routes were determined using an ant colony heuristic optimization algorithm.
The proposed approach reduced employees’ walking distance to bus stops by 79%. Again,
breaking a problem of stop identification and route determination into sub-problems to
employ appropriate optimization methods (be they heuristic, a machine learning method,
integer optimization, etc.) proves an effective approach to solving the greater problem.

The breadth of approaches to find optimal solutions to the UTRP results in research
for various areas of focus within transportation. Liu, Liu, Yuan, et al. [32] employed data
from taxi and bus trips in Beijing, China, in a three-phase approach to predict bus route
demand and optimize route planning to suit rider demands. The three phases included
transportation mode choice modeling to predict mode for origin-destination (OD) pairs,
optimizing bus routes to maximize the number of OD pairs likely to select the bus, and
validating the two prior phases with empirical data. A weighted logistic regression was
used for mode probabilities between OD pairs, whereas branch-and-bound was used to
optimize the bus routes. Liu, Liu, Yuan, et al.’s use of OD data is similar to how OD
data is used in an SBRP but has riders that can choose their mode, with the objective
being to maximize the number of riders that choose mass transit. Moving closer to the
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social framework’s objective, this research further supports the variety of methods that
need to be adapted for the specific problem to be addressed.

All optimizations discussed so far lack the treatment of human passengers not as a
commodity to be moved efficiently, but as social beings that may make transportation
decisions beyond what is timely. Starting to account for other factors that can influence
mode selection will be necessary if significant mode-shift is to be achieved.

2.2.1.2 Taxonomy of UTRP

The taxonomy of the UTRP is well laid out by Iliopoulou, Kepaptsoglou, and Vlahogianni
[33]. The first challenge in identifying UTRP’s taxonomy is identifying what research
addresses the problem. Iliopoulou, Kepaptsoglou, and Vlahogianni primarily used the
moniker Transit Route Network Design Problem (TRNDP) in their research, but noted
that the problem is also commonly referred to as UTRP, Transit Network Design Prob-
lem, and Public Transport Network Design Problem. Iliopoulou, Kepaptsoglou, and
Vlahogianni reference Kepaptsoglou and Karlaftis [34]’s definition of UTRP where "[t]he
TRNDP is described by the objectives of the public transportation network service to
be achieved, the operational characteristics and environment under which the network
will operate, and the methodological approach for obtaining the optimal network design."
As such, UTRP research is classified by its objectives, parameters, and methodology.
Objectives and parameters are unique to their environment, but generally hold the inter-
est of either the transit user or the transit operator (e.g., travel time for users is a user
objective and the number of available vehicles is an operator parameter). Methodologies
are classified as belonging to one of four groups: heuristic, analytical, mathematical
programming, and metaheuristic [33, 34].

The aim of this research to optimize the social experience of riders fits well into
the taxonomy as outlined by Iliopoulou, Kepaptsoglou, and Vlahogianni. The objective
function of the resulting UTRP is to maximize a social metric using stop locations
and routes (and resulting frequencies) as parameters. Feasible solutions to the UTRP
are generated through the application of metaheuristic evolutionary algorithms. Other
research has utilized the same parameters and methodologies, but the social objectives
are unique to this work.
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2.2.2 Familiar Stranger

Stanley Milgram first wrote about the idea of the familiar stranger (FS) [35] in 1972.
"To become a familiar stranger a person has to be observed repeatedly for a certain time
period, and without any interaction." Such a person sounds much like one that may be
encountered in a transit mode that is taken regularly. Milgram speaks of a study of
commuter stations performed around New York by students of the City University of
New York and the experiences of those on the platform:

They have a fantasy relationship to familiar strangers that may never eventu-
ate in action. But it is a real relationship, in which both parties have agreed
to mutually ignore each other, without any implication of hostility.

Milgram recounts a story of a woman collapsing on the street in Brooklyn. Another
woman rushed to her aide; this woman had seen the now collapsed woman for years in
her neighborhood, but the two had never spoken. The assisting woman "said later that
she had felt a special responsibility for the woman, because, they had seen each other for
years, even if they had never spoken." It is recognized that the relationships with people
that can be called FSs have meaning and can impact our lives and the choices we make.

Following up on Milgram’s work, Paulos and Goodman [24] updated and expanded on
the concept of an FS. They conducted two studies, one a near replication of Milgram’s,
and the other, a walking interview with a subject to get a deeper understanding of how
the physical and social environments impact the experience. The first study mostly found
similar results to Milgram’s, although with a lower recognized FS average (i.e., 3.1 vs. 4.0).
The second study provided additional insight into the experience, including: "[p]eople
most valued the number of familiar people nearby." The researchers further explored the
possibility of creating a digital device to collect data on FS interactions but recognized
the complexity of deployment. By utilizing existing data for analysis, new work could
enable the additional analysis they foreshadowed.

Liang, Li, and Zhang [36] used existing data to propose a method to classify inter-
actions from encounters into one of four categories: familiar stranger, in-role, friend,
and stranger. Using three spatiotemporal datasets of human mobility, characteristics
of encounters in the constructed encounter network were analyzed, including encounter
frequency, inter-contact time, and node degrees. With their classifier, the researchers
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propose that such insights about encounter networks could be used for epidemiological
studies.

FS analysis options are only realized when datasets are available. With public trans-
portation being an environment where people find each other in close quarters with people
outside of their typical social circles and the ongoing digitization of transit management,
researchers are beginning to take advantage of this potential.

2.2.2.1 Familiar Strangers in Transit

In public transit, riders using a smart card (SC) to pay for their fare generate sets of
uniquely identifiable records, which vary by system. In some systems, riders tap on and
off, giving both origin and destination, while others may have the rider tap for their first
ride of the day. These and other variations that occur with SC use impact the analyses
that are possible. Research using SC data is currently the most developed expression of
an FS-like concept in transportation.

Much as a person can become an FS through repeated visual exposure, diseases
can also be transmitted by exposure. The spread of disease through proximity and the
availability of spatiotemporal datasets for transit users has induced research generating
encounter networks in transit to be focused on the epidemiological effects. Liu, Yin, Ma,
et al. [37] analyzed the interaction of transit riders in Shenzhen, China, by creating an
encounter network from inferring specific trains ridden and stations visited using SC data.
The authors demonstrated their encounter network’s application by modeling the spread
of infectious diseases in a transit system. The study did not look further into applying
network analyses to infer additional information other than assessing up to second-order
infections in their application demonstration. Similarly, Sun, Axhausen, Lee, et al. [38]
used SC data from Singapore to investigate how such data could be used to assess the
spread of infectious diseases. As their research focused on a transmittable contagion, they
identified those with interactions resulting in a high-degree node in the social network
as "super-spreaders" of infectious diseases. They found that by well defining the "super-
spreaders," assessing their movement "provides longer and more reliable lead-time."

Using encounter networks to assess the societal impacts of transit due to disease
transmission is only one side of what such data can reveal. Moving away from solely the
biological and back into the sociological, these transit-derived encounter networks can
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shed light on how people interact with each other. Asatani, Toriumi, Mori, et al. [39] used
SC data from the Kansai area of Japan to study spatiotemporal co-occurrence in a transit
system. The authors concluded that most of the co-occurrences were due to interpersonal
relationships rather than the FS effect. One application can be seen with assessing
potential social isolation of retired men and confirming the likely isolation through their
lack of co-occurrences with others. Transit, an app developer of the same-named app,
used SC data from Montreal to analyze the frequency of commuter encounters [40]. They
focused specifically on the varying encounter patterns between routes (e.g., commuter vs.
late-night). Their analysis’s message is that transit can be social, and use evidence of
commuters regularly encountering each other as a suggested basis for developing positive
social connections. Both these analyses show the social benefit potential through co-
occurrences in transit, and perhaps a simple co-occurrence measure is sufficient.

Zhang, Jin, Ge, et al. [41] took measuring co-occurrence one step further using SC
data from Beijing, China, to produce a hidden friend metric to discover "hidden friend
relations." The hidden friend metric involves two components: temporal stability and
spatial stability. The weighted sum of the two sigmoid functions is referred to as the
’Stability Degree of a Hidden Friend Relation,’ and it is used to build an undirected
weighted graph of the discovered relationships. The researchers took their relationship
groups further by assessing the points of interest near the origins and destinations of
groups’ trips to build a group profile. What is not established in Zhang, Jin, Ge, et al.’s
research is the benefits of the additional analysis beyond a simple co-occurrence measure.
The results produced by their study appear useful, but without comparison showing it
superior to more straightforward methods developed by others.

In an attempt to connect the increasing understanding of SC data into greater societal
meaning, Sun, Axhausen, Lee, et al. [42] used SC data, census data, and survey data
to analyze the resulting encounter network of the Singapore transit system, explicitly
recognizing the emergence of FS occurrences. Sun, Axhausen, Lee, et al. [38]’s later work
looked at the transmittable contagion potential, but at this stage of their analysis, the
more general societal meaning was discussed. For establishing an encounter network, the
time between encounters of identifiers was used to show patterns with peaks at multiples
of 24 hours. However, "more than 95% of the 494,323,272 encounters happened only
once during the week," leading to the speculation that people would not be aware of
the familiar strangers in their commute. Sun, Axhausen, Lee, et al. present questions in
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the earlier work [42] that are still faced in the later work [38], i.e., how to measure the
familiarity in the passive familiar strangers networks, and how to define the threshold of
familiarity on social diffusion processes. These questions are ones that can be explored
as a means of building a more social transit network.

2.2.3 Social Network Clustering

The task of identifying social interactions in transit can be approached in numerous ways.
For example, each encounter can be seen as an isolated incident contributing to a web of
encounters, but not with an on-going meaning. Conversely, each encounter can be seen
as a contribution to a perennial social experience and analyzed in a dynamic, evolving
manner.

Watts and Strogatz [43] describe a ’small world’ network model whose topology
possesses qualities like being "highly clustered, like regular lattices, yet have small char-
acteristic path lengths, like random graphs." They note that systems with small world
properties "display enhanced signal-propagation speed, computational power, and syn-
chronizability." The properties of a small world network are described by its characteristic
path length and clustering coefficient. By optimizing a transit network to produce a small
world FS network, a small world network’s benefits could be realized in a social context.
As an example, Agarwal, Liu, Murthy, et al. [44] analyzed two datasets of real-world
social networks and compared the local clustering coefficient (as defined by Watts and
Strogatz [43]) to those of two networks with the same node randomly generated by the
Erdős–Rényi model. The results showed that real-world social networks are orders of
magnitude higher than those randomly generated (0.51 and 0.69 vs. 0.001).

2.2.4 Literature Review Summary

In this literature review, both the need and possible solution methods for socially-aware
route planning were shown. First, the UTRP is a well-researched problem examining
how to optimize route sets. UTRP research thus informs this research in constructing
a framework around which varying objectives can be pursued. Next, the FS and social
network clustering provide a background on which a socially-aware objective can be built.
Combining the parameters and methods of past UTRP research with the objectives
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built from FS and social network clustering can create a new socially-optimized route
framework. Generating solutions to the UTRP in the form of routes optimized for riders’
social experience serves only to make public transit more attractive to those when making
a mode choice.

2.3 Methodology

Figure 2.1 illustrates the four phases of the framework developed in this research to
improve the social experience of riders by developing a route plan for a transit system.

In phase I, spatiotemporal data about human mobility are processed to facilitate later
information inferences. The spatiotemporal human mobility data could be real-world or
synthetic but should represent the mobility needs likely to be demanded of the transit
system.

In phase II, the mobility dataset obtained in phase I is used to complete network
generation and trip inference tasks. The traversable paths available in the mobility
dataset’s spatial expanse are abstracted to a network representation to facilitate heuristic
optimization. The mobility data within the dataset is processed to infer trips occurring
between locations that could be served by a transit system.

Phase III involves the calculation of an objective metric, and phase IV consists of a
routing heuristic optimization. Phase III and IV occur iteratively until the termination
criteria are met.

2.3.1 Phase I - Mobility Data Preparation

Two data sources are used as the main inputs for the social experience improvement
framework. The first data source consists ofWiFi user sessions covering the area of interest
and is used to extract mobility. The second data source is a network representation of
navigable paths. The network scope is defined once the scope of mobility in the WiFi
user session data is known. Therefore, the WiFi user session data must be prepared first
before any subsequent steps.
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Figure 2.1: Main Phases of the Framework to Improve Rider Social Experience

2.3.1.1 WiFi User Session Data

The WiFi user session data is comprised of 17.6 million records that were logged over 238
days through the WiFi network deployed on the main campus of Oregon State University
(OSU). Table 2.1 shows the information contained in those logs that is relevant for this
research.

The spatial location of access points (APs) on the OSU campus was set initially
based only on the buildings in which these units were located. To establish more precise
WiFi user session locations, the AP location data required improvement. To improve AP
location data, a mobile device running the WiGLE framework [45] was used to collect
the radio MAC address, signal strength, and location data from as many APs as possible.
As these AP measurements were collected, the relative GPS location of the mobile device
was also recorded. The WiGLE framework uses trilateration to generate approximate
locations of the APs using the collected data. A relationship was then established between
the known wired MAC addresses of APs, used for WiFi user session logging, and the
radio MAC addresses collected with the WiGLE framework. The specific steps followed
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Field Name Data Type Description

MacPIN String
Anonymized representation of the MAC
address of a personal wireless
device (PWD).

SessionStart_Epoch Unix timestamp Date and time a PWD initiated a
connection with an access point (AP).

SessionEnd_Epoch Unix timestamp Date and time a PWD terminated a
connection with an AP.

AP_Mac String MAC address of AP network back haul.

BuildingCode String Building abbreviation where AP is
located on campus.

Table 2.1: Relevant fields of the WiFi user session data

to establish more precise AP locations were as follows:

1. Group list of unique, system-internal AP identifier strings from WiFi user session
logs.

2. Join list of system-internal AP identifier strings to associated Ethernet (i.e., wired)
MAC address.

3. Calculate possible basic service set identifiers (BSSIDs) for each AP based on
Ethernet MAC address and join to list of system-internal AP identifier strings.

4. Query WiGLE database for trilaterated locations of BSSIDs associated with APs
in WiFi user session logs.

• If more than one BSSID for an AP is found in the WiGLE database, the
average of the latitudes and longitudes is calculated as the AP’s location.

5. Update WiFi user session logs with WiGLE-derived AP locations.

For APs that were not localized using the WiGLE framework, OpenStreetMap data
was used to find the centroids of campus buildings, and these points were used as the
approximate location for the APs.
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2.3.2 Phase II - Network Generation and Trip Inference

2.3.2.1 Network Generation

Road network data was generated from OpenStreetMap data using the OSMnx pack-
age [46]. A spatial envelope slightly larger than the area that contained the locations of
WiFi user sessions on the OSU campus was used to limit the road network’s size. The
Beaver Bus provides fixed-route transit service internal to the OSU campus. To best
represent the roads available to the Beaver Bus service, the OSMnx network designation
of ’drive_service’ was used, providing all drivable streets as edges with all intersections
as nodes. An overlay of the drivable streets network for the OSU campus is shown in
Figure 2.2.

Figure 2.2: Drivable Network on OSU Campus



19

2.3.2.2 Trip Inference

Trip inference occurs by identifying when PWDs end WiFi user sessions in one building
and start WiFi user sessions in another. The following step-by-step process was used to
infer trips on the OSU campus using the WiFi user session data:

Step 1 - Remove WiFi user sessions shorter than assigned minimum duration.
A minimum session length of 10 minutes was used to prevent the inclusion of WiFi user
sessions where a PWD is just passing by a building or inside an adjacent building, which
may cause a WiFi user session to occur without that building being occupied by the
PWD. Two properties of the data are considered when executing this step:

• APs in the WiFi user session dataset demonstrate a 10-minute polling interval with
controllers that log sessions. Not all WiFi user sessions are logged as starting and
ending at these intervals, but spikes every 10-minutes of WiFi user session events
are attributed to this polling behavior.

• PWDs roam between APs within a building, and occasionally connect briefly to
APs in neighboring buildings. As trips within a building are not of interest to
transit route planning, those are not considered. For brief trips to neighboring
buildings, regardless of whether they actually occur or are merely an inter-building
link, the constraint that any bus trip takes less time than walking controls their
impact.

The WiFi user sessions that remained following this filtering were considered as
origins/destinations of the PWDs.

Step 2.1 - Partition WiFi user sessions by PWD identifier and date. Parti-
tioning isolates WiFi user sessions that are relevant to each other when inferring trips.
Partitioning by PWD identifier occurs because, for trip inference, no inter-PWD rela-
tionships are considered. Partitioning by date occurs because as transit is not offered
overnight, no trip is generated from the end of the last WiFi user session of one calen-
dar date to the start of the first WiFi user session on the next calendar date (which is
determined by timestamps associated with a WiFi user session).
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Step 2.2 - Sort within WiFi user session partitions by time. To identify the
ordering of origins/destinations, WiFi user session partitions are sorted in ascending order
by time of day. Building occupancy is determined by consolidating temporally-adjacent
WiFi user sessions within the same building and marking arrival time when the first WiFi
user session starts and departure time when the last WiFi user session ends.

Step 3 - Define trips with rolling origin/destination designation over a sorted
WiFi users session partition. Trips can now be generated from within the sorted
WiFi user session partitions by defining trips with a rolling two-session window using the
earlier WiFi user session as the origin and the later WiFi user session as the destination.

Step 4 - Concatenate WiFi user session partitions to produce trips dataset.
The WiFi user session partitions are concatenated to create a trips dataset for all trips
inferred from the original WiFi user sessions.

Step 5 - Separate weekday and weekend trips. To facilitate different weekday
and weekend route heuristic optimization solutions, weekday trips and weekend trips are
separated.

From the 17.6 million WiFi user sessions that were logged, 1.7 million intra-campus
trips were inferred.

2.3.3 Phase III - Objective Metric Calculation

Measuring social benefit is a challenging endeavor. One approach is taking a direct
measure of social satisfaction [47]. However, it may end up being highly subjective,
dependent on active participation, and unlikely to see a level of adoption that allows
scaling beyond a short study.

Inferring a measure of social benefit from spatiotemporal data has been approached
in numerous ways. For example, Liang, Li, and Zhang [36] assigned encounters to one of
four types (i.e., familiar stranger, in-role, friend, and stranger). In another study, Asatani,
Toriumi, Mori, et al. [39] inferred that repeated spatiotemporal co-occurrences were more
due to interpersonal relationships rather than familiar strangers, and Sun, Axhausen,
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Lee, et al. [38] highlighted the value of identifying "super-spreaders" for communicable
diseases as their movements heavily influence the transmission thru social interaction.

It is important to define a concise social benefit metric to be used as the objective
for route improvement. To the best of our knowledge, no existing metric clearly yields a
measure of social benefit in public transit. To address this need, two suitable measures
of social benefit applicable to public transit were developed in this research: the Familiar
Stranger (FS) metric and the Encounter Network Clustering (ENC) metric.

The FS and ENC metrics result from translating identified social benefit metrics
to apply to transit. Both metrics must evaluate every trip against every potentially
overlapping trip with respect to time and place. Time overlaps are deemed possible to
occur either while waiting at the origin bus stop for a trip or while riding in the same
transit vehicle during a trip, as illustrated by the examples in Figure 2.3. In the first
example, the time overlap occurs while waiting for a bus at Stop C and accounts for 10%
of the total time of Trip 1 and 20% of the total time for Trip 2. The second example
depicts a scenario where the overlap is due to riding on the same bus on Route A and
accounts for 40% of the total time of Trip 3 and 20% of the total time for Trip 4.

Walking

Stop C

Route A
Trip 2

Trip 1

Trip 4

Trip 3

Route B

Stop Overlap

Vehicle Overlap

Stop D

10% of Trip 1; 20% of Trip 2

40% of Trip 3; 20% of Trip 4

Time

Time

Figure 2.3: Trip Overlap Timelines

To allow this analysis to scale, the Python library Dask was used to enable distributed
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Notation Meaning
I Set of individual trips
s Time duration of trip
b Time boarding at (or departing from) a transit stop
a Time alighting at (or arriving to) a transit stop

Table 2.2: Metric Calculation Notation

parallel processing [48]. The Dask distributed architecture uses a scheduler/worker
paradigm with tasks submitted to the scheduler to distribute and coordinate computation
by workers. Partitioning metric evaluations into trip partitions that share a date plus a
vehicle or a stop facilitate the distribution of metric computations amongst worker nodes.
By distributing computations amongst a cluster of worker nodes whose computational
capabilities exceed that of a single node, large quantities of computational resources are
harnessed to increase the speed at which the FS and the ENC metrics are evaluated.

The notation used in establishing the new metrics is presented in Table 2.2.

2.3.3.1 Familiar Stranger Metric

The FS metric holds similarities to the generation of encounter networks for communicable
diseases in which the amount of time exposed to an infected individual is important to
understanding the likelihood of transmission. In the FS metric, the amount of overlap
that occurs during a trip is of social interest. FSs in transit are a function of spending
time in the proximity of those strangers, and their presence having an impact on the
experience.

As mentioned in Section 2.3.3, trips can overlap either at the boarding bus stop or
while traveling in a vehicle. The overlap time, OT , is calculated using Equation 2.1 with
boarding/alighting being equivalent to arriving/departing a bus stop.

OT =
∑
i 6=j∈I

min(ai, aj)−max(bi, bj) (2.1)

The FS metric is defined as the sum over all trips of the percentage of total time of
one trip that overlaps with another, as shown in Equation 2.2.
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FS =
∑
i∈I

OT

si
(2.2)

maxFS (2.3)

In the example timeline in Figure 2.3, Trip 1 would contribute 0.1 to the sum for its
stop overlap with Trip 2, and Trip 2 would contribute 0.2 to the sum for its overlap with
Trip 1. Equation 2.3 is a possible objective of the heuristic optimization.

2.3.3.2 Encounter Network Clustering Metric

While the FS metric assesses an overarching sum, the ENC metric, C, assesses the
coincidence of PWDs over the period of analysis. Influenced by the benefits of small
world networks identified by Watts and Strogatz [43], the ENC metric uses a local
clustering coefficient, cv, shown in Equation 2.4.

cv =

 0 if degtot(v) < 2
1

2(degtot(v)(degtot(v)−1)−2deg↔(v))
∑
uw(ŵvuŵvwŵuw)

1
3 otherwise

(2.4)

where,

ŵvu = wvu
max(w) (2.5)

and

wvu =
∑

i 6=j,j∈Iv ,Iu

min(ai, aj)−max(bi, bj)
si

(2.6)

Then, the objective metric of a solution is evaluated by taking the average of all
PWDs, as shown by Equation 2.7.

C(G) = 1
n

∑
v∈G

cv (2.7)

Equation 2.8 is another possible objective of the heuristic optimization.
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Notation Meaning
G PWD coincidence network
u, v n nodes in G
vu Edge between nodes v and u
wvu Weight of edge vu

wuw
Weight of subgraph of node u as defined
by Onnela, Saramäki, Kertész, et al. [49]

degtot(v) Sum of the in and out degrees of node v
deg↔(v) Reciprocal degree of node v
Iv Set of trips taken by node v

Table 2.3: PWD Network Notation

maxC(G) (2.8)

Additional notation for the PWD encounter network is presented in Table 2.3.
Similar to the FS metric, the percentage of a trip that overlaps with another holds

benefit. More specifically, the sum of trip overlap percentages is used as the edge weights
of the network, as shown by Equation 2.6. As the amount of overlap is not likely
symmetrical between two PWDs (i.e., nodes in the encounter network), the network must
be directed. The resulting encounter network is thus weighted and directed. The average
local clustering coefficient, as defined by Fagiolo [50] and Onnela, Saramäki, Kertész, et
al. [49], was selected as the objective metric for a couple of reasons.

First, a global clustering coefficient (a measure of transitivity) is not well suited to
evaluate a network with a large proportion of zero-degree nodes (e.g., walked trips). Since
a global clustering coefficient is a ratio of closed triplets (i.e., three nodes in an undirected
graph connected by three edges) to the total number of triplets, a network with a high
global clustering coefficient could be composed of just a few high-degree nodes and many
zero-degree nodes. With a local clustering coefficient, zero-degree nodes can be assigned
a value of zero, and affect a large penalty when the average is taken across all nodes.

Second, the local clustering coefficient as defined by Fagiolo [50] and Onnela, Saramäki,
Kertész, et al. [49] has been implemented in the NetworkX package [51]. NetworkX is
a commonly used network analysis library in Python, but is known to be slow due to
its native Python implementation. The package graph-tool [52] was also considered
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as it is largely implemented in C++ and is capable of quickly processing an average
local clustering coefficient (albeit, the slightly different average local clustering coefficient
as defined by Watts and Strogatz [43]). For the network size and system on which the
average local clustering coefficient was calculated, graph-tool proved about 50x faster than
NetworkX. However, graph-tool proved inconsistent when calculating graphs with many
zero-degree nodes (for which there are many in this analysis). Ultimately, the stability
of NetworkX’s average local clustering coefficient is what led to its use for analysis.

2.3.4 Phase IV - Evolutionary Heuristic Optimization

Finding solutions for UTRP-like problems using evolutionary optimization heuristics is
an area well explored in recent research [25, 27, 30, 53–56]. While many of the methods
reported in prior work are not directly applicable to the UTRP developed in this research,
other evolutionary optimization heuristics are a good fit for the unique nature of the
social objective. Central to this research effort is the parallelization of the employed
heuristics.

2.3.4.1 Parallel Optimization

The island model of parallel optimization facilitates the distribution of an evolution-
ary optimization amongst a cluster of computational nodes. The foundations for the
island model for parallel optimization emerged in the late 1980s [57, 58], and it has
been implemented since to allow distributed optimization. Conceptually, distribution
is accomplished by establishing populations of solutions as islands and defining rules
for evolution on an island and migration between the islands. Beyond the parameter
tuning that is part of most optimization heuristics, additional inter-island parameters
affect optimization performance.

Ruciński, Izzo, and Biscani [59], which were part of the team at the European Space
Agency (ESA) that developed PaGMO, studied the impacts of migration topology when
using the island model for parallel optimization. Fourteen different topologies were
evaluated in the application of both Differential Evolution and Simulated Annealing.
The authors found that migration topology impacts both the quality of solutions and the
time to convergence. They also found that the algorithm used for optimization had the
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biggest impact on the relative performance of the various topologies compared to other
modeling aspects such as the number of islands and the problem to be optimized. Given
the lack of specific guidance resulting from Ruciński, Izzo, and Biscani’s work, several
parameters and configurations were evaluated in this research.

2.3.4.2 Heuristic Optimization Implementation

pygmo was the parallel heuristic optimization library used to implement the island model
evolutionary heuristic optimization of this framework. pygmo is based on the C++ li-
brary PaGMO for parallel optimization, which uses an asynchronous island model [60].
The pygmo library was developed at the ESA to facilitate high-dimension global opti-
mization problems for spacecraft trajectories and part design, yet the universality of the
approach and the available algorithms makes it easily employed in other global optimiza-
tion problems. An overview of the island model as implemented in pygmo and adapted
for this framework is shown in Figure 2.4. It is important to note that the islander fitness
evaluation module depicted in Figure 2.4 is unique to this framework.

The implementation of the island model evolutionary heuristic optimization begins
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Figure 2.5: Solutions Archipelago

with creating island populations (i.e., islanders) with initial decision vectors. In the
context of this research, an initial decision vector consists of a decision vector with a
length equal to the product of the maximum permissible number of stops per route and
the number of routes. Figure 2.5 illustrates an example of three initial decision vectors.
Every value in the decision vector references a node index in the transportation network.
Every node in the transportation network is a stop node, and stop nodes are assigned
index values which increase southwest to northeast in the transportation network, as
shown in Figure 2.6. The decision vector’s initial values are randomly assigned as either
an integer representing a stop index value or a null value representing no stop.

Once the initial decision vectors are generated, the evolutionary process can commence.
Every generation, each decision vector is evaluated by calculating the objective metric
with the two network (i.e., transit and encounter) interactions outlined in Figure 2.7
beginning in the top-left where a mapped representation of routes defined by a decision
vector is shown. The first step in calculating the objective metric is to take the routes
defined in the islander’s decision vector and assigning all the trips in the dataset to either
a route or to walk. Trips are assigned to either the route that takes the least amount of
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Figure 2.6: Assigning Indices to Transportation Network Nodes

time or exclusively walking. Trip assignments that involve a transfer between routes are
not considered. An example is shown in Figure 2.8 where the trip would be assigned to
use Route A. If Route A were not an option, the trip would walk rather than taking the
longer Route B. The process of assigning trips to the fastest option occurs for every trip
in the dataset.

Once all trips are assigned to either a route or exclusively walking, the FS or the
ENC objective metric is calculated as described in Section 2.3.3.

Table 2.4 shows the notation used to calculate the maximum occupancy of every
route. This constraint supports there being a space on a vehicle for riders for whom
the vehicle’s route is the fastest. The maximum occupancy of every route is determined
via a cumulative sum of boardings (each boarding represented by a +1) and alightings
(each alighting represented by a -1) for every stop event, as shown in Equation 2.9.
The maximum cumulative sum each route experiences is determined, and the resulting
objective value is either the metric calculated or zero (if it is found that a maximum
occupancy is exceeded), as shown in Equation 2.10.

O(0)
r = 0, O(k)

r = O(k−1)
r + bk − ak (2.9)
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Notation Meaning
R Set of all routes
r Single route in R
k Stop occurrence
rk Set of all stop occurrences on route r
O

(k)
r Occupancy at stop occurrence k on route r

Omax The maximum occupancy of a vehicle
bk Boardings at stop occurrence k
ak Alightings at stop occurrence k

Table 2.4: Maximum Occupancy Notation

Objective =
{

0 if maxO(k)
r , ∀ r ∈ R ∧ ∀ k ∈ rk > Omax

FS ∨ C(G) otherwise
(2.10)

Island populations evolve for the designated number of generations before a migration
(as defined by selection, replacement, and topology) of islanders between the islands
occurs. If the best islander objective values in the archipelago do not improve for a
designated number of migrations, then the heuristic optimization is assumed to have
converged.

2.3.4.3 Evolutionary Algorithm Selection

Within each island of the island model, an algorithm is employed to implement the
evolutions. Three candidate algorithms were identified: Artificial Bee Colony (ABC) as
defined by Mernik, Liu, Karaboga, et al. [61], Improved Harmony Search (IHS) as defined
by Mahdavi, Fesanghary, and Damangir [62] with some pygmo-specific adaptions, and
Simple Genetic Algorithm (SGA) devised by the pygmo team. These three candidate
algorithms were selected because they are all appropriate for a single-objective, uncon-
strained optimization and are suitable for use with an integer-encoded decision vector
(as stops are indexed using integer values, non-integer values would require additional
processing). Trials using 10,000 chronologically contiguous trips, the FS metric, and
varying some algorithm parameters showed that initial results were best using SGA. The
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Operator Type Description

Selection Tournament

Supports maintaining genetic diversity amongst
an island’s population while promoting the
likelihood of well-performing route segments
appearing in the next generation.

Crossover Single Point Facilitates passing on well-performing route
segments of parents onto children.

Mutation Gaussian

Stop index values close to one another also
represent geographic proximity. Gaussian
mutation results in gradual geographic route
changes. The gradual changes support
convergence in comparison to a distribution
that would cause more disruptive mutations,
like a uniform distribution mutation strategy.

Reinsertion Pure Elitism Pure elitism is the only reinsertion approach
available for SGA within the pygmo library.

Table 2.5: Genetic operators of the SGA used in pygmo

inputs and results of these trials can be seen in Tables 2.10, 2.11, and 2.12.

2.3.4.4 Simple Genetic Algorithm

The implementation of the SGA available in pygmo was used to drive the evolution of
each generation of the island model. For this research, the decision vector used in the
island model heuristic optimization process becomes analogous to a chromosome in the
SGA. The SGA in pygmo can execute different genetic schemes, including selection,
crossover, mutation, evaluation, and reinsertion [63]. At every stage (except evaluation),
the choice of a specific genetic operator within a scheme can affect the performance of
the SGA [59], thus making this choice not trivial. Understanding of the problem and its
chromosome representation can guide the choice of specific genetic operators. Table 2.5
shows the specific genetic operators that were preemptively chosen in this research to
limit unnecessary breadth of search.

The use of SGA as an evolutionary algorithm and the choice of socially-aware objec-
tives support the timely convergence of feasible solutions to a well-performing route plan
solution.
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Parameter Level Comments
Number of
Archipelago Islands 10 Practically constrained by

available processor cores

Number of
Islanders per Island 50

Each islander represents
its solution with a decision
vector

Number of Generations
per Evolution 4

Obtained by rounding up
the natural logarithm of
the number of islanders

Number of Vehicles 5
Parallels the number of
existing routes on OSU’s
Beaver Bus service

Maximum Number
of Stops per Vehicle 5

Stopping Criteria 2

Number of evolutions
without improvement of
best solution metric value.
Only two (2) evolutions
were tested.

Table 2.6: Set of Fixed Experimental Parameters

2.4 Results and Discussion

The performance of the social experience heuristic optimization framework was assessed
through a series of computational experiments. Since preliminary computational exper-
iments exhibited long run times to reach the defined convergence criterion, additional
computational experiments were conducted using a two-stage approach to explore the
performance (i.e., fine-tuning) of the parameters of the island model SGA and the UTRP
while still maintaining implementable processing times.

In the first stage of the two-stage approach, two sets of experimental parameters were
used. The first set of six experimental parameters, shown in Table 2.6, used a single
fixed level to better balance the long computational runs observed in the preliminary
experiments. The second set of three experimental parameters, shown in Table 2.7, used
two levels for each parameter. The levels for each variable experimental parameter were
chosen based on the default SGA parameter implemented in pygmo [60] and an additional
relaxed value that would likely increase variability between generations. In the first stage,
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Parameter Levels Comments

Archipelago Topology •Fully Connected
•Ring

Frequently implemented
connected topologies for
the Island Model; the only
connected topologies
predefined by
Biscani and Izzo [60]

SGA Crossover Probability •0.90
•0.75

SGA default value [60]
and relaxed value

SGA Mutation Probability •0.02
•0.10

SGA default value [60]
and relaxed value

Table 2.7: Set of Variable Experimental Parameters

the first 10,000 trips chronologically were used as input data to examine the impact of
the variable parameters. The first inferred trip in the 10,000-trip dataset started at 12:03
am on Monday, 18 September 2017, and the final inferred trip concluded at 1:32 pm on
Wednesday, 20 September 2017.

The computational results from stage one were used to inform stage two, in which
the inferred trips of the busiest five consecutive weekdays present in the data were used
as input. Using the five consecutive weekdays with the largest number of inferred trips
allowed route analysis when it was expected that the transit service would be experiencing
its highest demand. The busiest five consecutive weekdays in the dataset were Monday,
9 October 2017, to Friday, 13 October 2017. On Saturday, 14 October 2017, there was a
home football game, which may explain an increased level of campus activity on the days
leading up to the game. The week is also roughly the middle of the Fall 2017 term, with
mid-term preparations potentially contributing to campus activity. During the busiest
five consecutive weekdays, 79,879 trips were inferred.

2.4.1 Familiar Stranger Metric Results

As described in Section 2.3.3.1, the FS metric assesses the proportion of a trip spent in
proximity of another transit user. This metric is cumulative and is indifferent to any
prior interactions.
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2.4.1.1 Stage One - Parameter Tuning

A 23 full factorial designed experiment was conducted to better understand the effect
of the parameters archipelago topology, crossover probability, and mutation probability
on the FS metric. The first 10,000 chronological trips were used as input data in these
experiments.

Each experimental parameter had a low and a high level, as shown in Table 2.7, which
resulted in eight treatment combinations. Two replications were performed per treatment
combination using a different pseudo-randomly generated initial solution for a total of
16 computational runs. Each replication was run until the stopping criterion of two
evolutions without improvement of the best solution metric value was met. The average
time for the stopping criterion to be met was approximately 5.5 hours per treatment
combination replication. The resulting value of the FS metric for each replication is
shown in Table 2.13.

Figure 2.9 shows the results from every replication separated by parameter level. Each
plot in Figure 2.9 shows the resulting metric values for the four treatment combinations,
each with two replications, that used the level indicated. The replication with the single
highest value for the FS metric (i.e., 3076.93) used a fully connected archipelago topology,
a 0.9 crossover probability, and a 0.02 mutation probability.

2.4.1.2 Stage Two - Busiest Week Analysis

In this stage, the parameter values for a fully connected archipelago topology, a 0.9
crossover probability, and a 0.02 mutation probability along with input data in the form
of 79,879 trips from five contiguous workdays were used for the route improvement process.
Due to time constraints, only a single repetition was performed, which met the stopping
criterion after approximately 19 hours. As shown in Figure 2.10, the improved routes
deliver a 242% improvement in the FS metric over the existing baseline routes. This
improvement is accompanied by a 45% increase in the number of trips served, a measure
that was not an objective. As shown spatially in Figure 2.11, the improved routes heavily
concentrate along the perimeter of two centerpieces of the campus life (i.e., the library
and the student activity center) instead of near the physical center of campus.
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2.4.2 Encounter Network Clustering Metric

As described in Section 2.3.3.2, the ENC metric assesses how the encounter network
potentially serves the development of socially beneficial networks. The ENC metric
accounts for prior interactions, and the performance of trials demonstrates the impacts
of increasing the analysis period from the 10,000 trip sample to the 79,879 trip sample.

2.4.2.1 Stage One - Parameter Tuning

A 23 full factorial designed experiment was also conducted to better understand the effect
of the parameters archipelago topology, crossover probability, and mutation probability
on the ENC metric. Similarly, the first 10,000 chronological trips were used as input data
in these experiments.

Each experimental parameter had a low and a high level, as shown in Table 2.7, which
resulted in eight treatment combinations. Two replications were performed per treatment
combination using a different pseudo-randomly generated initial solution for a total of
16 computational runs. Each replication was run until the stopping criterion of two
evolutions without improvement of the best solution metric value was met. The average
time for the stopping criterion to be met was approximately 10.2 hours per treatment
combination replication. The resulting value of the ENC metric for each replication is
shown in Table 2.14.

Figure 2.12 shows the results from every replication separated by parameter level and
is presented in the same manner as Figure 2.9. The replication with the single highest
value for the ENC metric (i.e., 0.05931) used a ring archipelago topology, a 0.75 crossover
probability, and a 0.02 mutation probability.

2.4.2.2 Stage Two - Busiest Week Analysis

In this stage, the parameter values for a ring archipelago topology, a 0.75 crossover
probability, and a 0.02 mutation probability along with input data in the form of 79,879
trips from five contiguous workdays were used for the route improvement process. Due to
time constraints, only a single repetition was performed, which met the stopping criterion
after approximately 19 hours. As shown in Figure 2.13, the improved routes translate
into a 119% improvement in the ENC metric over the existing baseline routes. This
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Figure 2.13: Encounter Network Average Local Clustering Coefficient Metric Comparison

improvement is accompanied by a 22% increase in the number of trips served, a measure
that was not an objective. Similar to what is seen in Figure 2.11, though to a lesser
degree, Figure 2.14 is centered along the perimeter of two centerpieces of the campus life
(i.e., the library and the student activity center).

2.4.3 Ridership Comparison

A simple approach to increase the FS metric would be to increase the number of riders.
Increasing the number of riders likely increases the number of interactions among these
riders and, as a consequence, would drive an increase in the FS metric. To better
understand if the improvement seen in the FS metric is merely a function of increased
ridership or a reconfiguration of ridership patterns, it is reasonable to examine the
relationship between the FS metric improvement and an increase in ridership. The FS
metric’s improvement is 5.4 times that of ridership, suggesting that more than just an
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Figure 2.14: Improved Encounter Network Average Local Clustering Coefficient Routes

FS Improved ENC Improved
Metric 242% 119%
Trips Served 45% 22%
Improvement Ratio 5.4 5.4

Table 2.8: Relative Measure Improvement

increased ridership is the cause of the FS metric’s gain.
A likely better indicator is the relative improvement in the ENC metric. Assuming a

random network generation of the baseline routes, adding additional riders at random to
the network would not affect the ENC metric. Seeing a 5.4x improvement in the ENC
metric compared to ridership is a strong indication that the encounter network generated
from the improved routes is not merely a larger network with more riders, but a network
that better delivers the ENC objective.

2.4.4 Encounter Network Evaluation

Social contact networks are often scale-free networks [64, 65]. The node degree distribu-
tion of scale-free networks follows a power law, where the probability P of node degree
k is approximated by a distribution of the form P (k) ∼ k−γ . Visually, the degree dis-
tributions of the encounter networks for baseline routes, FS improved routes, and ENC
improved routes all fit a power law distribution, as seen in Figure 2.15. However, Broido
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Power law Exponential Log-normal Weibull
Baseline 1.00 1.02 1.04 1.05
FS Improved 1.00 0.88 0.90 0.84
ENC Improved 1.00 1.04 1.07 0.99

Table 2.9: Scaled RSS Distribution Comparison

and Clauset [66] found that "[s]cale-free networks are rare" in empirically observed net-
works. The authors found that few node degree distributions of the observed networks fit
the power law, as would be found in a scale-free network, better than the three evaluated
alternative distributions: exponential, log-normal, and Weibull. Evaluating using the
residual sum of squares (RSS), the node distributions of the baseline, FS improved, and
ENC improved encounter networks were fit to the four distributions. The RSS values
shown in Table 2.9 have been linearly scaled such that the power law results, considered
the baseline for comparison, are 1.00. The best performing distribution for each encounter
network, determined by the lowest RSS, is italicized. Similar to Broido and Clauset’s
results, a power law distribution was not consistently the best fit. However, with only
evaluating three networks, compared to the 3,662 that Broido and Clauset evaluated,
the sample size is significantly smaller. The authors’ observation that "social networks
are at best only weakly scale free, and even in cases where the power-law distribution
is plausible, non-scale-free distributions are often a better description of the data" is in
keeping with the results of fitting the four distributions to the encounter networks, and
while not conclusive as to the encounter networks mimicking observed social networks,
demonstrate another shared property.

2.5 Conclusions

This research introduced two new socially-aware objectives that can be used with the
demonstrated socially-optimized route framework to produce routes that serve to improve
the social experience of riders. Using empirical WiFi user session data to infer trips
on a university campus showed how the proposed framework could be applied. The
effectiveness of the framework was demonstrated with a 242% and a 119% improvement
in the FS and ENC metrics, respectively, when evaluated using the busiest week of the
university campus’s term.
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As earlier introduced, the improvement of these metrics is aimed to enhance the rider
experience with no additional capital resources required from a transit agency. Especially
in these times, these organizations understand that what distributes more resources to
one service, takes away from another. Metrics like FS and ENC are but two of many
metrics that a transit agency will need to consider when planning routes. Objectives like
socioeconomic equality and serving previously under-served groups are two additional
socially-aware metrics likely to be considered by transit planners. The demonstrated
framework is a starting point to introduce additional socially-aware objectives in solutions
improved using UTRP methods.

Observed in the university campus demonstration were numerous secondary effects
that were not original objectives of the framework. Two potentially significant are an
increase in ridership and a redistribution of the most heavily served areas. Public transit
agencies see these impacts as they work to balance serving as many users as possible with
useful public transit while not neglecting low volume areas that may have more vulnerable
populations. This research implements a single-objective that seeks to maximize a single
social metric, but future work, intended for real-world implementation, should include
additional objectives so that few secondary effects are merely coincidental.

While employing only a single-objective in this framework, nothing is constraining
using the two new socially-aware objectives in a multi-objective framework accounting
for other transit objectives. The SGA demonstrated as effective in this research has
multi-objective genetic algorithm corollaries that could serve the two new socially-aware
objectives alongside other transit objectives. By integrating multiple transit objectives,
entities tasked with improving transit could develop holistic system planning frameworks
that plan transit systems to serve riders better.

2.6 Framework Output
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Trial Population Max
Stops

Vehicle
Count Topology Stop

Generations
ABC
Limit

Best
Metric
Value

Bus
Ride
Count

0 50 5 5 fully_connected 2 1 -445.5087646 306
1 50 5 5 fully_connected 2 2 -445.5087646 306
2 50 5 5 ring 2 1 -445.5087646 306
3 50 5 5 ring 2 2 -445.5087646 306
4 50 5 5 fully_connected 2 1 -407.3311206 212
5 50 5 5 fully_connected 2 2 -256.4902686 274
6 50 5 5 ring 2 1 -375.4041644 288
7 50 5 5 ring 2 2 -950.8992567 371
8 50 5 5 fully_connected 2 5 -368.9159632 155
9 50 5 5 fully_connected 2 10 -216.4341208 210
10 50 5 5 ring 2 5 -262.7700535 171
11 50 5 5 ring 2 10 -460.5184911 219

Table 2.10: Evolutionary Algorithm Selection - ABC Output
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Trial Population Max
Stops

Vehicle
Count Topology Stop

Generations

Best
Metric
Value

Bus
Ride
Count

0 50 5 5 fully_connected 2 -445.5110799 168
1 50 5 5 ring 2 -473.1548545 173
2 50 5 5 fully_connected 3 -688.7310816 339
3 50 5 5 ring 3 -533.1894145 260
4 50 5 5 fully_connected 4 -1144.695965 400
5 50 5 5 ring 4 -739.3869472 276

Table 2.11: Evolutionary Algorithm Selection - IHS Output
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Trial Population Max
Stops

Vehicle
Count Topology Stop

Generations
SGA
Crossover

SGA
Mutation

Best
Metric
Value

Bus
Ride
Count

0 50 5 5 fully_connected 2 0.9 0.02 -3076.931677 977
1 50 5 5 fully_connected 2 0.9 0.1 -2506.317444 1005
2 50 5 5 fully_connected 2 0.75 0.02 -2978.279272 1065
3 50 5 5 fully_connected 2 0.75 0.1 -2674.905753 826
4 50 5 5 ring 2 0.9 0.02 -2224.281375 864
5 50 5 5 ring 2 0.9 0.1 -2326.358105 922
6 50 5 5 ring 2 0.75 0.02 -2393.421767 970
7 50 5 5 ring 2 0.75 0.1 -2439.673026 892

Table 2.12: Evolutionary Algorithm Selection - SGA Output
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Trial Population Max
Stops

Vehicle
Count Topology SGA

Crossover
SGA
Mutation

Best
Metric
Value

Bus
Ride
Count

Duration
(sec)

0 50 5 5 fully_connected 0.75 0.02 -2978.279272 1065 38456
1 50 5 5 fully_connected 0.75 0.02 -2702.07246 933 26756
2 50 5 5 fully_connected 0.75 0.1 -2674.905753 826 21598
3 50 5 5 fully_connected 0.75 0.1 -2597.065347 836 13341
4 50 5 5 fully_connected 0.9 0.02 -3076.931677 977 29881
5 50 5 5 fully_connected 0.9 0.02 -2892.810586 727 11937
6 50 5 5 fully_connected 0.9 0.1 -2506.317444 1005 10957
7 50 5 5 fully_connected 0.9 0.1 -2347.752419 784 9816
8 50 5 5 ring 0.75 0.02 -2393.421767 970 39373
9 50 5 5 ring 0.75 0.02 -2123.08255 823 31399
10 50 5 5 ring 0.75 0.1 -2439.673026 892 16577
11 50 5 5 ring 0.75 0.1 -2089.493034 561 11201
12 50 5 5 ring 0.9 0.02 -3034.318787 945 18378
13 50 5 5 ring 0.9 0.02 -2224.281375 864 17626
14 50 5 5 ring 0.9 0.1 -2326.358105 922 11330
15 50 5 5 ring 0.9 0.1 -1932.763573 844 10027

Table 2.13: FS Trials Output
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Trial Population Max
Stops

Vehicle
Count Topology SGA

Crossover
SGA
Mutation

Best
Metric
Value

Bus
Ride
Count

Duration
(sec)

0 50 5 5 fully_connected 0.75 0.02 -0.048182602 1000 63061
1 50 5 5 fully_connected 0.75 0.02 -0.04769152 991 35687
2 50 5 5 fully_connected 0.75 0.1 -0.04946552 970 39999
3 50 5 5 fully_connected 0.75 0.1 -0.044383807 1035 48816
4 50 5 5 fully_connected 0.9 0.02 -0.05275397 1211 56209
5 50 5 5 fully_connected 0.9 0.02 -0.052753875 1145 44429
6 50 5 5 fully_connected 0.9 0.1 -0.044580334 979 24687
7 50 5 5 fully_connected 0.9 0.1 -0.043597588 977 39751
8 50 5 5 ring 0.75 0.02 -0.059311272 1326 61828
9 50 5 5 ring 0.75 0.02 -0.049666946 1043 30077
10 50 5 5 ring 0.75 0.1 -0.041632636 911 19560
11 50 5 5 ring 0.75 0.1 -0.034885781 791 11543
12 50 5 5 ring 0.9 0.02 -0.049192128 998 39806
13 50 5 5 ring 0.9 0.02 -0.035305488 727 35073
14 50 5 5 ring 0.9 0.1 -0.038082986 773 30774
15 50 5 5 ring 0.9 0.1 -0.030109401 679 7230

Table 2.14: ENC Trials Output
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Metric Population Max
Stops

Vehicle
Count Topology SGA

Crossover
SGA
Mutation

Best
Metric
Value

Bus
Ride
Count

Duration
(sec)

fs 50 5 5 fully_connected 0.9 0.02 -10164.69115 3486 69335
enc 50 5 5 ring 0.75 0.02 -0.024140514 2925 68472

Table 2.15: Busy Week Output
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Chapter 3: Strategic Route Planning to Manage Transit’s
Susceptibility to Disease Transmission1

3.1 Introduction

Transit agencies have experienced dramatic changes in service and ridership due to
the COVID-19 pandemic. Current mitigation actions are primarily operational, but
as communities transition to a new normal, strategic measures are needed to support
continuing disease suppression efforts. Strategic measures that are to be implemented
in the pursuit of disease mitigation need to balance potentially competing interests like
efficiency, effectivity, and privacy.

Prior research examined the potential for a better understanding of disease trans-
mission among transit riders. This research expands that analysis to provide actionable
results to transit agencies in the form of improved transit routes. A multi-objective
heuristic optimization framework employing the Non-Dominated Sorting Genetic Algo-
rithm II (NSGA-II) generates multiple route solutions to planners. The route solutions
allow transit agencies to balance the utility of service to riders against the susceptibility
of routes to enable the spread of disease. Where other research focuses primarily on
individual riders, the route solutions generated by the proposed multi-objective heuristic
optimization framework facilitate the disease mitigation goals of a transit agency while
not taking actions against any rider on an individual basis. A case study of transit
at Oregon State University (OSU) is presented with multiple transit network solutions
evaluated and the resulting encounter networks investigated.

1S Hoover, JD Porter, and C Fuentes, “Strategic Route Planning to Manage Transit’s Susceptibility
to Disease Transmission”, en, Transportation Research Record: Journal of the Transportation Research
Board, p. 036 119 812 199 781, Mar. 2021, issn: 0361-1981, 2169-4052. doi: 10.1177/0361198121997815.
[Online]. Available: http://journals.sagepub.com/doi/10.1177/0361198121997815 (visited on
05/11/2021)

https://doi.org/10.1177/0361198121997815
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3.2 Literature Review

This research draws from two distinct and well-explored areas: the Urban Transit Routing
Problem (UTRP) and the network modeling of disease transmission. The intersection
between these two areas occurs when the individuals served by a UTRP solution represent
nodes in a network model of disease transmission. By using metrics derived from the
disease transmission network model as an objective in a UTRP, the two representations,
one of the transit network and the other of the disease transmission network, evolve to
provide a feasible UTRP solution that delivers a network model of disease transmission
favorable to mitigating the spread of disease through transit.

3.2.1 Urban Transit Routing Problem

Fundamentally, the UTRP aims at improving transit routes for a defined objective or
a set of objectives. However, the UTRP manifests in various forms. In addition to
route improvement, for example, some approaches focus on stops, service schedule, and
vehicle outputs, among other associated decisions. A UTRP can be either single- or
multi-objective, with metrics contributing to the perspective of riders, operators, or both.

In 2008, Guihaire and Hao [25] published a review paper that synthesized prior work
addressing the UTRP dating back to 1925. In this work, the authors attribute the first
use of evolutionary optimization (e.g., a genetic algorithm) to Xiong and Schneider [26].
Approaches have evolved since Xiong and Schneider’s work, but the fundamental aim of
improving a transit network for economic efficiency has remained consistent.

Some UTRPs do not even consider route improvements. Mahmoudzadeh and Wang
[28] developed a cluster-based scheduling approach to improve the alignment of a uni-
versity shuttle service with travel behaviors and class times. Using automated passenger
counter and automatic vehicle location data from a campus shuttle service, they selected
months during which travel patterns appeared consistent (e.g., middle of a term at the
university), and used both supervised and unsupervised clustering methods to assess
different approaches to schedule departure times to improve efficiency. Mahmoudzadeh
and Wang’s entire work achieved its goal without a single change to the physical route.

The UTRP can be adapted to model the characteristics of a specific real-world problem.
For example, a variant of the UTRP known as the School Bus Routing Problem (SBRP)
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manifests similar characteristics to the problem addressed with the multi-objective heuris-
tic optimization framework proposed in this research. More specifically, both problems
have riders with known origins and destinations, time constraints for when those riders
are to be transported, a fixed number of available vehicles, and flexibility in stop location
assignment.

3.2.1.1 School Bus Routing Problem

An application of the SBRP that gathered significant coverage in the general media [68–
70] involved the bus network of the Boston Public Schools [29]. The authors introduced
another variation of the UTRP called bio-objective routing decomposition (BiRD) to
model and obtain feasible solutions to the bus time selection problem. Breaking opti-
mization problems into sub-problems to be optimized, recognizing the different issues
faced at each stage, is not unique to BiRD.

Lemos, Joshi, D’souza, et al. [71] explored the effect of different heuristic optimization
methods (i.e., ant colony, honey bee, and greedy randomized optimizations) when finding
feasible solutions to the SBRP. The results showed no heuristic optimization approach
to be dominant, which suggests that situational interests (e.g., number of buses, distance
traveled, etc.) drive which approach is best suited. Although this outcome does not
lead to any specific heuristic to be selected for this research, it suggests that multiple
heuristics are capable of providing feasible solutions.

In another study, Leksakul, Smutkupt, Jintawiwat, et al. [31] used machine learning
and evolutionary optimization to plan bus stops and routes for a factory shuttle, which is,
effectively, an SBRP. The proposed approach reduced employees’ walking distance to bus
stops by 79%. Again, breaking a problem of stop identification and route determination
into sub-problems to employ appropriate optimization methods (be they heuristic, a
machine learning method, integer optimization, etc.) proves an effective approach to
solving the greater problem.

The breadth of approaches to find optimal solutions to the UTRP is evident in
research performed for various areas of focus within transportation. Rider choice is not
always addressed with a UTRP, but Liu, Liu, Yuan, et al. [32] employed data from
taxi and bus trips in Beijing, China, in a three-phase approach to predict bus route
demand and optimize route planning to suit rider demands. Although Liu, Liu, Yuan,



54

et al. used origin-destination (O-D) data in a manner that is typical of SBRP research,
they recognized that riders have a mode choice and used that recognition to employ an
objective that aimed at maximizing the number of riders that choose mass transit.

3.2.2 Network Analysis of Disease Transmission

The disease network needed for this research differs from how disease networks are often
constructed. Disease networks that show a temporal quality, where most research is
focused, adopt either a susceptible-infectious-recovered (SIR) or susceptible-infectious-
susceptible (SIS) network model depending on the disease of focus [72]. SIR and SIS
network models have nodes that evolve their state based on their stage in the epidemic.
These network models have temporal qualities that are useful when studying how epi-
demics spread. For this research, rather than investigating how a disease spreads and
affects the state of a node, the focus is on minimizing the metrics of a cumulative
encounter network so that disease has little opportunity to spread.

Encounter networks exist to represent an interaction between nodes. Some are tem-
porally evolving, like those used in SIR and SIS disease network models. Others are
fixed at a time point of interest, like those looking back at a past period of contacts [73].
Knowledge about what constitutes an encounter for the intended use of the encounter
network dictates when an edge is to be created between nodes and what attributes those
edges may hold. In addressing disease transmission within an encounter network, the
results are invariably driven by decisions made about the generation of the encounter
network.

The cumulative encounter network does not evolve with time, for it represents all
encounters as if they have already occurred. By recognizing how a disease is allowed to
spread in an encounter network, transit can be designed to produce a resulting encounter
network that minimizes transit’s contribution to the spread of disease. The difference
between those with interest in a cumulative encounter network and an evolving encounter
network is described by Keeling and Eames [72] as: "the research in graph theory and social
sciences generally considers an understanding of the network itself to be the ultimate goal;
in contrast, epidemiological interest is focused on the spread of the disease, in which case
the network forms a constraining background to the transmission dynamics." While the
focus of the multi-objective heuristic optimization framework presented in the following
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sections is on the epidemiological spread, understanding the disease network is more
aligned with other fields.

Regardless of the approach, the goal is to reduce the spread of disease. Xu, Connell
McCluskey, and Cressman [74] modeled a hub-based transportation system to investigate
the effects of mitigating the spread of disease and concluded that reducing the likelihood of
infected travelers using transit is not sufficient to stop an outbreak. Instead, reducing an
outbreak can be achieved by increasing system efficiency (i.e., reducing contact between
travelers) or reducing overall travel by the population. While approaches that target
individuals may serve to limit the spread of disease effectively [65, 75, 76], the implications
from both a privacy and civil liberties perspective are concerning. Therefore, strategic
and systemic measures that do not target individuals should be considered to limit the
spread of disease within transit.

3.2.2.1 Disease Transmission in Transit

Reducing the spread of disease in pandemic environments requires multi-faceted ap-
proaches. What Bus Transit Operators Need to Know About COVID-19 [77] is a resource
for transit organizations to address their needs during pandemics for minimizing the
overall effects of infectious diseases. The report intentionally does not give prescriptive
measures for transit agencies to take but rather outlines the areas transit agencies should
focus upon to prepare for the impacts of a pandemic. The interventions and actions
suggested are largely tactical and operational and reflect the immediate requirements of
transit agencies to protect riders, workers, and their community.

Identifying the operational risks is one strategy for minimizing the spread of disease.
Goscé and Johansson [78] showed a neighborhood-level correlation between the amount
of time spent in enclosed stations by residents and the rates of influenza-like illness in
the neighborhood. Bota, Gardner, and Khani [79] proposed a three-stage approach to
detect components (e.g., stops and trips) of a public transit system most contributing
to the spread of disease with a follow-up proposing a more efficient approach [80]. The
commonality between these two studies is the recommendation to increase surveillance
and mitigation measures on the vehicle trips identified as most likely to spread disease [79,
80]. All three studies identify the link between specific places in transit (stations in [78]
and vehicle trips in [79, 80]) and the spread of disease; however, other than operational
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surveillance, they do not address strategic changes to reduce the existence of problematic
places.

Rather than identify problematic places in transit, Shoghri, Liebig, Gardner, et al.
[81] identified problematic patterns of people. Simulating various kinds of passengers,
primarily belonging to the groups "returners" and "explorers," the impacts of different
passenger qualities on the spread of disease were assessed. The most significant contri-
bution to the spread of disease came from "large distance returners," and the smallest
contribution was from "small distance returners." These results led the researchers to con-
clude that the latter group could be excluded from containment measures. This study is
an example where the changes proposed to the transit system are not merely operational
but would force the targeting of individuals and assign risk to their actions. Perhaps a
redesign of transit to not enable problematic passenger patterns would serve to address
their existence without specifically targeting individuals strategically, but such changes
are not mentioned.

Perhaps the most comprehensive work on the spread of disease, and timely as it
focuses on the specific epidemiological characteristics of COVID-19, was authored by Mo,
Feng, Shen, et al. [82] in which a susceptible-exposed-infectious-recovered-susceptible
(SEIRS) disease model was used. The SEIRS disease model introduced both a "novel
theoretical solving framework for the epidemic dynamics with time-varying and heteroge-
neous network structure" allowing population-size analysis with what is characterized as
"low computational costs," and an evaluation of both public health and transportation
policies that affect the spread of disease. Control policies evaluated include adjusting
parameters that proxy individual and medical provider behavior, varying trip occurrence
rate, changing the distribution of individual passenger departure times, closing bus routes
(employing a variety of route selection strategies), limiting maximum passenger load in
vehicles, and isolating specific individuals identified as likely to have a high impact on the
spread of disease. Researchers concluded that "[t]he most effective approach is isolating
influential passengers at the early stage." Strategic changes investigated did not show the
same effectiveness as targeting individuals. Perhaps individual targeting will prove to be
most effective, but until all non-individualized options are assessed, it is premature to
sacrifice the societal cost of individualized measures.



57

3.2.2.2 Network Model Growth

Understanding the success of efforts to reduce the susceptibility of the spread of disease,
both existing baseline and model baseline provide points of comparison. While the data
will provide an existing baseline, a network model similar to the framework’s environment
needs to be identified for comparison. Amati, Lomi, and Mira [83], noting the growth of
social network analysis, undertook a review of social network models. Finding both prior
general reviews to be insufficient, and other reviews focusing on special classes of social
network models, Amati, Lomi, and Mira focused on "models for the analysis of cross-
sectional network data, that is, data generated by one single observation of a (complete)
network." Amati, Lomi, and Mira’s review is heavily focused on exponential random
graph models (ERGMs), citing others’ beliefs in the models’ suitability at expressing a
moment in time for a social network.

Toivonen, Kovanen, Kivelä, et al. [84] used ERGMs, network evolution models
(NEMs), and nodal attribute models (NAMs), to social network models to empirical
datasets of social networks to assess the resemblance. While multiple network metrics
were compared by Toivonen, Kovanen, Kivelä, et al., of interest for research looking
to reduce the susceptibility of the spread of disease through network edge minimization
is the node degree distribution. When fit to the empirical datasets, the social network
models produced different node degree distributions. For one of the NAMs, BPDA, the
empirical datasets fit well to the Poisson degree distribution. The Váz model, a NEM,
produced a degree distribution that decays as a power law, P (k) ∼ k−γ . The other NEMs
and a ERGM model produced degree distributions that "all appear to decay slower than
the Poisson distribution, but faster than power law."

The decision as to which social network model is used for comparison is not blatantly
clear. Studied empirical social networks possess varying resemblance to social network
models. Random networks, like ERGMs, with resulting Poisson node degree distributions
do not account for high degree nodes present in many empirical social networks [64].
Alternatively, scale-free networks with resulting power law node degree distributions
(with 2 < γ < 3) support the high degree hubs observed in citation, email, and internet
networks [64]. Fitting empirically observed degree distribution presents a useful indicator
as to which social network model may best model an empirical social network.



58

Data Collection and Generation

Evolutionary
Optimization

Heuristic
Optimization
Objectives

Output

Objectives
Calculation

Island
Model
NSGA-II

Improved
Routes

WiFi
Session
Data

Infer
Trips

Navigable
Network

OSM
Data

Figure 3.1: Main Stages of the Multi-Objective Heuristic Optimization Framework

3.3 Methodology

The framework introduced in this research serves to ingest O-D mobility data and use
it to present feasible route solutions to transit planners that balance the two objectives
of (a) maximizing the number of observed trips served by transit, while (b) minimizing
the susceptibility of transit to spreading disease. The framework uses a multi-objective
UTRP heuristic optimization with an encounter network metric as one of the objectives.
Every candidate solution represents the existence of two interconnected networks. The
first is the transit network that defines the candidate solution, and the second is an
encounter network generated from the simulation of trip mode choice using the candidate
transit network.

Figure 3.1 depicts the main stages of the framework, which begins with the processing
of WiFi session data. The inferred trips define the geographic area for which a navigable
network must be generated. The navigable network defines potential stops that constitute
the decision vector’s values that the evolutionary optimization evolves. The objective
calculation sits outside the evolutionary optimization process, and when called to evaluate
the fitness of a decision vector, employs the inferred trips and navigable network to assess
objective values. The output is the improved routes once the stopping criterion, a defined
number of generations without change to the cumulative Pareto front, is met.
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3.3.1 Data Collection and Generation

Two data sources are used as the main inputs. The first data source consists of WiFi
user sessions covering the area of interest. The WiFi user session data is used to infer
trips that occur between locations within the area of interest. The second data source
is a network representation of navigable paths. The scope of the network is defined
once the scope of mobility in the WiFi user session data is known. Therefore, the WiFi
user session data must be prepared first before any subsequent steps. The two datasets
interface later in the framework to assess if an inferred trip occurs faster over the network
by foot or by using a candidate solution transit route.

3.3.1.1 Trip Inference

Trip inference occurs by identifying when WiFi user sessions established by personal
wireless devices (PWDs) are logged as ending in one building and WiFi user sessions
are logged as starting in another. The data logged for each WiFi user session are
shown in Table 3.1. All recorded WiFi user sessions during the period of analysis are
used. In establishing which WiFi user session pairs constitute trips between locations,
considered factors include session duration (including prior, current, and subsequent
sessions), distance between WiFi user session access points (APs), and temporal order
of WiFi user sessions. Every PWD is assumed to represent an individual, so a single
individual with multiple PWDs establishing and terminating WiFi user sessions would
be analyzed as multiple people. Future work may better address both individuals with
multiple PWDs and those without any PWD.

3.3.1.2 Road Network Generation

Road network data was generated from OpenSteetMap data using the OSMnx pack-
age [46]. A spatial envelope slightly larger than the area that contained the locations of
WiFi user sessions was used to limit the size of the road network. To best represent the
roads available to transit, the OSMnx network designation of ’drive_service’ was used,
providing all drivable streets as edges with all intersections as nodes.

Every node in the road network is considered a potential stop node and potential
stop nodes are assigned index values. Figure 3.2 illustrates the procedure to assign index
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Table 3.1: Relevant Fields of the WiFi User Session Data

Field Name Data Type Description

MacPIN String
Anonymized representation of the MAC
address of a personal wireless device
(PWD).

SessionStart_Epoch Unix timestamp Date and time a PWD initiated a
connection with an access point (AP).

SessionEnd_Epoch Unix timestamp Date and time a PWD terminated
a connection with an AP.

AP_Mac String MAC address of AP network back haul.

BuildingCode String Building abbreviation where AP is located
on campus.

values to potential stop nodes. The solid black line, which moves from the southwest
to the northeast corner of the road network, facilitates searching nearby potential stop
nodes represented by the orange circles. Potential stop nodes are assigned an incremental
index value as they are intersected by the moving black line with Figure 3.2 showing
example values.

3.3.2 Evolutionary Optimization

Finding feasible solutions for UTRP-like problems using evolutionary optimization heuris-
tics is an area well explored in recent research [25, 27, 53–56, 71].

The parallel optimization library used for the island model evolutionary optimization
of this framework was pygmo. pygmo is based on the C++ library PaGMO for parallel
optimization, which uses an asynchronous island model [60]. The pygmo library was
developed by a team at the European Space Agency to facilitate high-dimension global
optimization problems for spacecraft trajectories and part design. Yet, the universality
of the approach and the available algorithms makes it easily employed in other global
optimization problems.
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Figure 3.2: Process to Assign Indices to Road Network Nodes

3.3.2.1 NSGA-II and Island Model Parallel Optimization

The parallelization of the multi-objective evolutionary algorithm (MOEA) known as
NSGA-II [85] is implemented in pygmo through the use of an approach known as the
island model [57]. In the island model, multiple parallel optimizations are run (i.e., the
islands), and candidate solutions are shared between the islands through a defined graph
topology (i.e., the archipelago). Each candidate solution within an island is referred to
as an islander with the solution’s values being the islander’s decision vector. Using the
parallelization that pygmo facilitates, the optimization can scale an archipelago to utilize
all available cluster resources while still operating within the constraints of any single
island process. The latter is done by limiting the size of an island’s optimization to be
within the available node resources. While many multi-objective heuristic optimization
algorithms exist, NSGA-II was selected for its prevalence as a benchmark against which
other multi-objective heuristic optimization algorithms are measured. Future work could
investigate other algorithms and parallelization approaches, but such is not the focus of
this work.
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Table 3.2: Heuristic Optimization Objectives Notation

Notation Meaning
G Encounter network
E(G) Edge count of G
s Inferred trip
S Set of inferred trips
ms Mode of trip s

3.3.3 Heuristic Optimization Objectives

Balancing the needs of providing transit to a population against the aim of minimizing the
spread of disease is the purpose of this work. To accomplish both, quantifiable objectives
are defined. Maximizing the provision of transit is measured by simulating potential
rider mode choice using inferred trips and the candidate transit network and counting
the number of trips served by the candidate transit network, as shown in Equation 3.1.
Minimizing the spread of disease is accomplished by minimizing the number of encounters
in shared spaces resulting from transit use (i.e., minimizing the number of edges in the
encounter network), as shown in Equation 3.2. Table 3.2 outlines the notation employed
in the objectives.

Maximize:
∑
s∈S

[ms 6= "walking"] (3.1)

Minimize: E(G) (3.2)

3.3.3.1 Rider Mode Choice Simulation

The first step in calculating the objective metric is to take the routes defined in the
islander’s decision vector and assigning all the trips in the dataset to either a transit
route or to walk. Trips are assigned to either the transit route that takes the least amount
of time or exclusively walking. Trip assignments that involve a transfer between routes
are not considered. An example is shown in Figure 3.3, where the trip would be assigned
to use Route A. If Route A were not an option, the trip would walk rather than taking
the longer Route B. The process of assigning trips to the fastest option occurs for every
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Figure 3.3: Assessing Trip Timelines

trip in the dataset.
Maximizing the count of trips assigned to a transit route as the fastest option is the

first objective.

3.3.3.2 Transit Encounter Network

Once trip assignments are made, an encounter network of transit users can be generated.
Using the original departure time (i.e., the end time of a WiFi user session), timestamps
are generated from the simulation for (a) the duration of the walk to the origin transit
stop, (b) the duration of the wait at the origin transit stop, and (c) the duration of the
ride in the transit vehicle. From the timestamps and the associated stops and vehicle for
all trips using transit, an encounter network is generated from all trips whose timestamps
establish a shared presence at either a transit stop or a vehicle.

Remaining generalized in the assumptions about disease transmission, any shared
presence at a transit stop or in a transit vehicle is considered an encounter. By defining
the objective as the minimization of edges in the encounter network, fewer opportunities
exist in those environments exist for direct transmission of disease. Future work could be
more tailored to the transmission properties of a specific disease or expand the encounter
analysis beyond waiting at the origin transit stop or sharing a transit vehicle.

3.4 Limitations of Selected Approach

Worth recognizing, in addition to the above decision justification, are the limitations
inherent in this work. Most prominent is the source of O-D trip data. Using WiFi
user session data as the source of O-D trip data presents a large sample size but also
limited to those associated with the source network. In environments like universities or
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large corporate campuses where many within the area of interest are associated with the
organization and carry with them devices that associate to the organization’s network,
this presents a low-investment approach to highly detailed mobility data. In other
environments where many within the area would not establish an association with the
prevailing WiFi network, using WiFi user session data would not provide a useful capture
of mobility. As the heuristic optimization only relies on trips existing within the area of
interest, other means of trip generation can be used when WiFi user session data is not
well suited. For example, Bota, Gardner, and Khani [79] took one day’s AM peak trips
and repeated it four times to generate a representative AM peak trips for a workweek.

Next to consider is the use of a disease network model. While standard disease
network models like SIS, SIR, and SEIRS can be used in agent-based modeling (or
a simplification thereof as done in Mo, Feng, Shen, et al. [82]), doing so requires both
significant computational resources and disease-specific knowledge. By simply minimizing
the number of direct encounters transit users experience (while some assumptions about
latent infectiousness of a place are made), other assumptions about the spread of disease
are avoided, and a high-caution approach is taken (e.g., no minimum for the duration of
contact and the assumption that an encounter occurs every time a space is shared). The
edge count of an encounter network is less computationally intensive than an agent-based
simulation using the same encounter network.

Lastly, only encounters while using transit in the area of focus are considered. This is
less of an issue for this research than for work where agent-based modeling is used [79, 80,
82] as no assumption of disease status is made about parties to an encounter. Mo, Feng,
Shen, et al. [82] tries to address the shortcoming of outside-of-transit interactions for an
agent-based model by considering shared origins and destinations but requires significant
assumptions to be made. The downside of using the edge count of an encounter network is
that encounters that may have been perfectly safe (e.g., between two susceptible but not
infectious individuals) are treated the same as an encounter where disease could spread
(e.g., between a susceptible individual and an infectious individual). This downside may
needlessly limit encounters that would not have contributed to the spread of disease.
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3.5 Results and Discussion

A case study was conducted with WiFi user session data collected during the fall 2017
quarter at OSU. A workweek was chosen with the most inferred trips to demonstrate
the application of the proposed multi-objective heuristic optimization framework under
the campus’s busiest state. The busiest five consecutive weekdays in the dataset were
Monday, 9 October, 2017 to Friday, 13 October, 2017. On Saturday, 14 October, 2017,
there was a home football game, which may explain an increased level of campus activity
on the days leading up to the game. The week is also roughly the middle of the fall 2017
quarter, with mid-term preparations contributing to campus activity. During the busiest
five consecutive weekdays, 79,879 trips were inferred.

3.5.1 Inferred Trip Characteristics

The trips inferred for the week of interest have patterns that could be expected of a
university campus. Figure 3.4a shows the distribution of the day-of-week in which the
inferred trips occurred. The Thursday peak is not regularly witnessed in other weeks,
and it could possibly be attributed to football game-related activities; the Friday level
is also atypical as other weeks will have reduced activity on Fridays. Both discrepancies
suggest this week is not representative of a typical workweek, but that does not impede
the utility of testing the multi-objective heuristic optimization framework against the
campus’s busiest week. Figure 3.4b shows the distribution of the trip start times. The
peak observed in the morning with the greatest number of trips around 10 AM is typical of
workweeks at the OSU campus, likely associated with class schedules. The late-night peak
increasing from 6 PM to 11 PM may be associated with coordinated evening activities
on campus. Figure 3.4c shows the observed duration of the inferred trips (i.e., WiFi
user session end time in origin building to WiFi user session start time in destination
building). The long tail demonstrates a limitation of using WiFi user sessions to infer
intra-campus trips. For trips with origins or destinations outside of campus, if the device
identifier establishes a new WiFi user session during the same day, it is inferred that an
intra-campus trip occurred. To limit the effect of outside-of-campus trips, only trips with
an observed duration of 60 minutes or less are used to calculate objectives.
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a) b)

c)

Figure 3.4: Temporal Distributions of Inferred Trips
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3.5.2 Comparison to Existing Routes

As the proposed multi-objective heuristic optimization aims to improve the routes used
by transit, a baseline comparison is made against the routes contemporary to the WiFi
user session data. Figure 3.5 plots the set of non-dominated solutions that constitute the
Pareto front alongside the baseline routes subjected to the objective calculations. The
baseline routes are dominated by multiple solutions provided by heuristic optimization.
The feasible solution with the closest number of riders (1.2% more than baseline) provides
a 10.7% reduction of encounter network edges; the feasible solution with the closest
number of encounter network edges (0.7% fewer than baseline) provides a 5.8% gain in
riders. Figure 3.6 plots the routes of the feasible solution with the closest number of
riders (when compared to the baseline) and the baseline routes onto the road network
of the OSU campus for comparison. The grey lines in Figure 3.6 represent the road
network edges with every intersection being a node. Each non-grey line plotted atop
the road network is a bus route. The routes produced by the feasible solution appear
less centralized than the baseline routes that at some point each operate adjacent to the
campus’s football stadium.

3.5.2.1 Encounter Network Comparison

Assessing the performance of the framework can be done by comparing the encounter
network metrics of the baseline existing routes to a non-dominated solution serving a
similar number of riders. The two distributions are compared in Figure 3.7.

Figure 3.7a depicts the distribution of node degrees in the encounter networks. Aside
from reducing the number of edges in the encounter network of the feasible solution, the
distribution of node degrees also changes. While there are fewer nodes with degree greater
than 10, there is an increase in the number of nodes with degree 10 or less. Although
there is not necessarily a direct connection between the number of nodes in the encounter
network and the number of inferred trips served by transit, the difference between the
two distributions suggests minimizing edges in encounter networks while still serving
trips is done through the reduction of riders having encounters with many others. This
concept is similar to the idea of reducing super-spreaders suggested in other research [65,
75, 76, 82].
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Figure 3.5: Pareto Front Comparison to Baseline

Existing Routes Improved Routes

Figure 3.6: Closest Rider Count Solution Comparison to Baseline
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Figure 3.7: Encounter Network Distributions

Figure 3.7b is the distribution of total contact time between nodes in the encounter
networks. Compared to the change in the node degree distribution, the difference between
the baseline and the feasible solution’s encounter network is stark. Over the analyzed
week, the feasible solution’s encounter network almost eliminates cumulative encounters
between nodes that last less than 80 seconds, whereas the baseline encounter network
experiences a peak in that area. The change in distribution indicates a shift in cumulative
encounters towards riders that are to find each other having more prolonged encounters
and edges in the encounter network that are fleeting being all but eliminated.

3.5.3 Comparison to Network Growth Models

The Pareto front in Figure 3.5 shows growth in encounter network edges as the number
of nodes (i.e., riders) increases. Comparing the growth of the Pareto front to known
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social network models provides an indication of the performance of the proposed multi-
objective heuristic optimization framework at minimizing encounter network edges. The
selection of the comparative model is dependent on the generalized representation of the
environment in which the proposed multi-objective heuristic optimization framework’s
encounter network grows. Social contact networks are often scale-free networks [64,
65]. Since the encounter network of the proposed multi-objective heuristic optimization
framework has a fixed number of nodes (i.e., riders), it is possible to further specify a
suitable model as a bounded scale-free network [65, 86]. Figure 3.8 shows a comparison
of the Pareto front, earlier used in Figure 3.5, to the typical bounds of a social contact
scale-free network, where the probability P of node degree k is approximated by a power-
law distribution of the form P (k) ∼ k−γ . The shaded region between the lines where
γ = 2 and γ = 3 shows where social contact networks that exhibit bounded scale-free
network characteristics typically reside. The use of a scale-free network as a comparative
model is further supported by the empirical distributions shown in Figure 3.7a that align
with a power-law distribution. Figure 3.8 shows that below 1,500 riders served, the
proposed multi-objective heuristic optimization framework returns expected or better
than expected levels of performance when measured by the number of encounter network
edges. Above 1,500 riders, the proposed multi-objective heuristic optimization framework
returns more edges than expected of a typical bounded scale-free network.

The shift from out-performing to under-performing a bounded scale-free network
may be the result of another property of the environment not considered in the bounded
scale-free network model, i.e., finite encounter spaces. Regardless of size of the encounter
network, the number of spaces where an encounter can occur (i.e., an origin bus stop
or vehicle) is fixed. When only a relatively low number of riders use transit, the fixed
number of encounter spaces is not an impacting constraint. As the number of riders
increases, the number of spaces does not, likely forcing an increase in the number of
encounters each rider experiences (i.e., the mean degree of nodes increases). A network
model addressing the fixed number of encounter spaces could not be identified.

3.5.4 Heuristic Optimization Stopping Criteria

Selecting stopping criteria is central to implementing an MOEA well, and a parallelized
MOEA is no exception. Gutierrez, Adamatti, and Bravo examined stopping criteria
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for multiple MOEA, including NSGA-II, and developed new stopping criteria that they
demonstrated reduced the amount of time needed to achieve comparable results to prior
common stopping criteria. Of the three common stopping criteria cited by the authors,
only one does not require significant prior knowledge about anticipated results, i.e.,
"stopping when no significant improvement in the quality of the solution set can be
obtained by performing further generations." For this research, the stopping criterion
was assessed using a cumulative set of non-dominated solutions. If the cumulative set
of non-dominated solutions did not improve for a defined number of generations, then
the stopping criterion was met. A chart of the resulting Pareto front from four different
stopping criterion is shown is Figure 3.9. Figure 3.10 shows the time needed by the
heuristic optimization to meet the stopping criterion.

Changing the stopping criteria by increasing the number of generations needed without
a new non-dominated solution results in solutions with additional simulated transit riders
but at the cost of a substantial increase in the amount of computational time. Importantly,
the solutions of faster stopping criteria are comparable in edge count for a given number of
riders. Recognizing that the methods explored in this research would be implemented in
environments where there is an interest in minimizing the spread of disease, the solutions
with the lower encounter network edge counts are likely of greater interest to planners.
While it should be recognized that more computational resources would be necessary
for solutions providing higher ridership, the options with a stopping criteria requiring
a lower computational time will provide comparable solutions in the areas planners are
likely to seek.

3.6 Conclusion

This research has introduced a multi-objective heuristic optimization framework that
provides actionable results to transit agencies to balance the utility of service to riders
against the susceptibility of routes to enable the spread of disease in a community. A
case study using empirical WiFi user session data to infer trips on a university campus
showed how the proposed framework could be applied. The choice of which route set to
implement is ultimately up to the transit planner with the framework allowing for a mix
of defined and framework-generated routes to provide additional flexibility.

Multi-objective heuristic optimizations of the UTRP allow for the addition or re-
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Figure 3.9: Pareto Front Variations with Stopping Criteria

Figure 3.10: Heuristic Optimization Duration for Stopping Criteria
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moval of objectives as desired. This work includes encounter network analysis in the
heuristic optimization, which the researchers believe is novel for UTRP. Future work
into integrating encounter network objectives into other UTRP landscapes would enable
transit agencies to add a disease transmission component to the other objectives they are
already pursuing. Other UTRP variables like improving equipment assignment efficiency
or dynamic route schedules are feasible with the existing objective, but require an ex-
pansion of the heuristic optimization search space demanding additional computational
resources. Additionally, using the encounter network generated in this framework, other
encounter network characteristics could be used as objectives such as encounter duration
or repeated encounters that may better represent disease susceptibility.
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Chapter 4: Unsupervised Multi-Source Anomaly Detection
Framework for Vehicular Traffic Counts1

4.1 Introduction

Transportation agencies collect traffic data to understand how a road network is utilized.
Traffic data may be collected through methods like inductive loop detectors, radar, or
third-party data aggregators. Traffic data sources are relied upon to be accurate as the
data collected is used to support planning, management, and improvement decisions.
Past anomaly detection mechanisms used only a single traffic data source for a given site
population, relying on approaches like modeling past behavior or developing networks
from neighboring sources. With emerging traffic data collection technologies, it is now
reasonable to have multiple sources for a single population.

In data collection environments where multiple data sources exist, each data source has
biases with its collection approach, though many claim a 100% sample of the population.
Recognizing that different systems exhibit different biases (e.g., some may be affected
by weather while others under-count motorcycles), understanding the relationship in
sampling behavior is necessary to recognize when the behavior changes, which possibly
indicates an equipment malfunction.

The gains to be experienced by implementing anomaly detection mechanisms that
employ methods presented in this work could be profound. Currently, anomaly detec-
tion mechanisms employed by agencies utilize high thresholds before generating an alert
because their coarse processes would unduly burden staff with false alerts at lower thresh-
olds. The combination of high thresholds and coarse processes reduces data quality
under certain anomalous conditions without the agency being made aware. By assessing
equipment performance against comparable equipment measuring a like population, the
need for regularly scheduled calibrations could be significantly reduced without dimin-
ishing ongoing confidence of data accuracy. Significant changes in traffic data would be

1Research methodology presented as S Hoover, Methodology to Validate Accuracy of Automated Systems
Using Cell Phones, Conference on Performance and Data in Transportation Decision Making, Atlanta,
Georgia, Sep. 2019
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accompanied by a high degree of certainty that the change is not merely an equipment
malfunction; how the change would appear across data sources under nominal conditions
would already have been predicted. Any differing behavior would be indicative of an
anomaly. The benefits to transportation agencies would come both in reducing staff
time and resources in maintaining traffic data collection equipment and in an increase
in confidence that the data being used to make decisions accurately reflect real-world
conditions.

4.2 Literature Review

Emerging traffic data collection technologies provide an opportunity for new anomaly
detection methods to be employed. To understand the potential for new anomaly de-
tection methods, past methods that are largely dependant on a single data source for a
given location are identified and reviewed for their contributions and limitations. Next, a
developing area of recurrent neural networks (RNN) known as Long Short-Term Memory
(LSTM) networks are identified as a potential method to support anomaly detection.
Introducing a new anomaly detection mechanism to support identifying potential data
collection malfunctions could provide data quality assurance to those seeking to use the
data while reducing the workload required for collecting the data to validate its accuracy
periodically.

4.2.1 Vehicle Count Anomaly Detection

New sources of traffic data that can provide independent counts are only recently emerging.
Lack of perceived benefit of seemingly redundant counters may have limited the availability
of multiple independent sources. As such, anomaly detection mechanisms for vehicle
counts evolved around single-source anomaly detection methods. Anomaly detection
methods developed for a single-source exhibit similar challenges to what would be faced
by a multi-source method.

Alam, Gerostathopoulos, Amini, et al. [89] developed a method for anomaly detection
of univariate time-series traffic data in which every data point is assessed two scores: a
point-distance score and a difference-distance score. The point-distance score evaluates a
data point against others of the same day-of-week and time-of-day over a year, whereas the
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difference-distance score evaluates a data point against the one immediately proceeding it
in the time-series. Thresholds for each score are then established to identify if a data point
is anomalous. Identifying a lack of traffic data labeled as nominal or anomalous, when
available, subject matter experts (SMEs) were engaged to annotate anomalous traffic data.
In the absence of SMEs annotation, an automatic threshold selection process using a
modified z-score was developed. Locations of traffic data were clustered according to their
Dynamic Time Warping distance using k-means. The clustering allowed the researchers
to employ thresholds identified for a location at other locations within its cluster. The
authors note that identifying an anomaly is still a largely subjective undertaking, with
their efforts being to provide some efficiencies through clustering and applying subjective
inputs from SMEs and developing an automated process that may be used. The use of
SMEs to designate what constitutes anomalous counts and then extending the trained
thresholds is one approach to defining anomalous counts.

Megler, Tufte, and Maier [90] focused on novel data cleaning methods and employing
the processed data for travel time prediction. While indicating initially that supervised
learning had been the intent, consulting with SMEs revealed the difficulties in labeling
data. An unsupervised method, k-means, was used to classify data. Training data from
the month of May was used, citing May as a "representative month" due to the lack of
holidays and inclement weather. Two different kinds of anomalies were identified: "cases
where there are enough instances of an anomaly for them to form their own cluster; and
outliers, where some observations are unlikely to be valid but are each dissimilar from the
others." The validation included both statistical methods and input from SMEs, which
was noted as being heavily relied upon. Removing identified anomalous data from the
inputs to predict travel time resulted in 2̃0% of predicted times differing from initial
predictions. The gains over the initial method are marginal, but the authors "believe that
with refinement these results can be further improved, and that they warrant additional
experimentation."

Relying on SMEs to determine what is and is not anomalous places a heavy burden
on subjective human judgment. To try to move toward more automated methods Riveiro,
Lebram, and Elmer [91] developed a visual approach to explore traffic data, analyze
models built from the data, detect anomalies in the data, and provide an explanation
for the anomalies. Noting the complexities of automated assessments of anomalies, the
authors believe that their visual approach "may close the gap between the domain experts
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and the data mining engines." To identify anomalies, k-means clustering and Gaussian
Mixture models were employed in tandem to identify anomalies. While not solving what
may constitute an anomaly, the research demonstrates that increased automated anomaly
detection is possible with further development.

Not all current methods are single-source based. Liu, Zhao, Sharma, et al. [92]
developed a spatiotemporal pattern network (STPN) to identify traffic patterns. By
evaluating traffic pattern characteristics using the STPN, the researchers could use
multiple data sources despite each source counting a different vehicle population. By
comparing the similarity of STPN metrics daily using a structural similarity index, days
with anomalous characteristics are identified. The researchers associated weather and
traffic incident information with days identified as anomalous by their method to verify
the effectivity of their approach with mixed results.

Evolving single-source anomaly detection to gain from new data sources requires
introducing new approaches that can use multiple-source sampling from the same popula-
tion as input. Some challenges may not be overcome with these new approaches, like the
subjective assessment of what constitutes an anomaly, but the expansion of potential data
sources could facilitate even further model training to move toward automated anomaly
determination.

4.2.2 Long Short-Term Memory Networks

The potential coexistence of two sets of regularly imperfect sample data from the same
population (e.g., loop-detector and radar data) presents an opportunity. The data gen-
erated by these two sources can be construed as a time-series of vehicle counts, and
when processed to find where they overlap in both space and time, the result is a mul-
tivariate time-series available for analysis. This research aims to minimize the burdens
of equipment validations; using the collected data for unsupervised training (i.e., not
knowing what is nominal and anomalous) serves to fulfill that aim. Examining the cur-
rent landscape of unsupervised anomaly detection frameworks that employ multivariate
time-series data leads to Long Short-Term Memory (LSTM) networks as a clear choice.

LSTM networks, an evolution of RNNs, are suitable for developing an understanding of
what is typical and facilitating identification when data is atypical or anomalous. Anomaly
detection frameworks based on LSTM networks have been developed and applied in a
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wide variety of application domains, including transportation, medicine, and computer
networks. Feng, Yuan, and Lu [93] developed a framework for detecting abnormal events
in a surveillance video. In one experiment, the researchers processed the surveillance video
of a pedestrian walkway for which expected anomalous events included the presence of a
car or a bicycle. Using the proposed LSTM framework, an 11.1% error rate was achieved,
outperforming ten other comparative frameworks. Taylor, Leblanc, and Japkowicz [94]
employed an LSTM network to learn typical bus command traffic on a controller area
network (CAN) bus and alert to anomalies if unexpected data appeared. Due to the
nature of the interactions between the operator and the vehicle, the focus was on achieving
a false positive rate (FPR) level that would prevent operator fatigue (i.e., causing vehicle
operators to ignore alerts, thus nullifying the purpose of the system). Performance varied
across the devices on the CAN bus highlighting the variable effectivity based on device
behavior and demonstrating the challenge of limiting FPR while maintaining utility as
measured by the true positive rate (TPR). The researchers also explored what would
be required to achieve a 100% TPR, which resulted in some devices having as high as
a 63.4% FPR (a rate likely to lead to operator fatigue). It is evident from the research
study that the anomaly detection performance of an LSTM network cannot be a simple
determination but relies heavily upon both the nature of the typical data and the atypical
anomaly.

Vinayakumar, Soman, and Poornachandran [95] used LSTM networks to detect
anomalous behavior in computer network log entries. Their approach was distinct in its
use of stacked-LSTM (S-LSTM), whereby a recurrent LSTM network layer was added to
the existing LSTM network within a hidden layer. Using sensor data from the infrastruc-
ture of a cloud service provider labeled as normal or anomalous, this approach had an
accuracy of 99.6% in detecting an anomaly and a FPR of 2%. The researchers believe
the success of the S-LSTM approach compared to others was due to “the fact that the
S-LSTM has capability to learn long-range temporal dependencies quickly with sparse
representations in the absence of preliminary knowledge on time order information,” a
situation similar to that faced with mobility data.

4.2.3 Literature Review Summary

The review of previous literature shows an opportunity to develop new methods for vehi-
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cle count anomaly detection. Data sources, both explicit and implicit, are increasingly
available as secondary checks against primary sources of vehicle count data. However,
neither collection source can be guaranteed to function without fault, nor can the re-
lationship between the sampling of each source be assumed to be as simple as a linear
relationship. Thus, employing modern machine learning techniques like LSTM networks
that can be trained to model complex multi-source relationships presents an opportunity
to employ vehicle count data sources better to ensure consistent collection behavior.

4.3 Methodology

The main objective of the framework proposed in this research is to reveal whether or
not two spatially and temporally overlapping datasets show evidence of a shift in counts
present in one dataset that does not appear in the other. Such an anomaly could indicate
an undesired malfunction in the operating state of the equipment commonly used to
automatically count vehicles (e.g., loop detectors). To meet this objective, the anomaly
detection framework requires two distinct phases: dataset preprocessing and anomaly
detection.

4.3.1 Datasets Preprocessing for LSTM

The anomaly detection framework requires two datasets of counts from the same vehicle
population as input. The datasets need to be independently collected. The independent
collection is necessary because any malfunction of equipment shared by the collection
methods may affect both methods and obscure the malfunction from the framework. By
requiring fully independent collection, any malfunction that the framework is seeking
to detect would only affect one dataset. The sampling methodology of the two dataset
collection methods may be the same or different with the role of the LSTM layer to
predict how the methods relate under varying source inputs.

Independent datasets do not necessarily possess the same spatial points of collec-
tion, the same temporal periods, or the same temporal sampling rates. Therefore, it is
sometimes necessary to rectify the spatial or temporal states of the datasets to facilitate
comparison.

The focus of the rectification process is ensuring that the sample counts represent
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the same population. Depending on the data sources, this can include:

• Identifying common spatial groups.

• Understanding that while populations may be sampled at different spatial and
temporal points, that the populations are the same.

• Resampling any differences in spatial and temporal scope or frequency to align the
two sources.

Implemented in this framework is a temporal rectification. The datasets are collected
at spatially different locations, but from the same population, and with a temporal offset
that can be estimated with empirical data. Applying the empirically estimated temporal
offset to the data source with the higher frequency of collection, a rectified temporal
alignment is achieved by offsetting the time series data by the nearest multiple of the
frequency of collection to the empirically estimated temporal offset. An example is shown
in Figure 4.1 between two data sources, A and B, with each collection period represented
by a lowercase letter and a sequential number (e.g., a0 and a1 are the first and second
collection periods of source A, respectively). A data source with a 20-second collection
frequency, depicted as A, and a 38-second offset estimation, that which is between A and
B in the example, will have the time series shifted by two points in the time-series, as
shown in Step 1 of Figure 4.1.

Once the necessary temporal alignments are implemented, each data source must be
aggregated to the coarsest spatial and temporal resolution present in the source data by
summing the finer resolution data. An example of temporal aggregation is shown in Step
2 of Figure 4.1. The aggregation supports the comparison of like populations.

4.3.2 LSTM Anomaly Detector

The first step of this phase is to build a prediction model of the behavior of the relationship
between the two data sources. The collected data, preprocessed and presented as the
difference between the two data sources, is then compared against the prediction model
generated by the LSTM network of typical behavior for the difference of the two data
sources to facilitate identification of any periods of potentially anomalous data. Periods of
potentially anomalous data are indicated and may warrant additional inspection. Based
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Notation Meaning
In Vehicle Count Data from Source n
O Network Output
t Point in Time of Time-Series
m Metric Value
q Standard Deviation Multiplier

Table 4.1: Anomaly Detection Calculation Notation

on prior work [93, 94], an RNN with LSTM layers was selected as a suitable approach
for unsupervised training of a model using multivariate (e.g., in this instance, multiple
data sources) time-series data.

RNNs with LSTM layers allow the processing of value sequences. In the case of this
research, a time-series is employed to represent vehicle counts. The evolution of the
LSTM cell in an RNN allows the network to incorporate long-term trends that exist in
the data sequences that would otherwise be lost due to vanishing gradients [96] (e.g.,
a once-a-week occurrence may be lost in a ’vanilla’ RNN if using a sampling period of
one-day). For vehicle counts, it is beneficial to include long-term trends in predictive
approaches as changes on both a weekly and seasonal basis are present [97].

The Keras library was used as the interface to employ the LSTM network because
of the availability of LSTM layers, its backend flexibility, and perceived ease-of-use.
Backend flexibility was important when developing this framework as different backends
were needed to test on older hardware not supporting modern instruction sets (since
version 2.4, Keras only supports TensorFlow).

Employing Keras as a high-level API for both Theano and TensorFlow backends
(backend selection is dependent on the platform being employed), a sequential model is
created with one LSTM layer and one densely-connected neural layer, as shown in the
box labeled "Neural Network" in Figure 4.2. The notation used between steps is defined
in Table 4.1. The prediction model states are reset after each training epoch as each new
epoch begins again at the start of the timeline.

Input features are the vehicle counts from each dataset and engineered features derived
from the vehicle counts.

The prediction model is employed as an autoencoder, using the datasets’ count
difference as the output, as shown in Table 4.2. Once the prediction model is trained,
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Figure 4.2: LSTM Process Overview

Training Prediction
Input {I1, I2, I|I1−I2|} {I1, I2, I|I1−I2|}
Output {I|I1−I2|} O

Table 4.2: Inputs and Outputs

each sample period of collected data is input, and the l2-norm of the difference between
the collected and predicted differences is the metric value, m, as shown in Equation 4.1.
Using the l2-norm allows for the calculation of a single continuous value to represent the
difference between the collected data and the prediction model output, thus facilitating
a direct comparison between the difference in performance from one period to another.

m =
√∑

t

(i|I1−I2|t −Ot)2 (4.1)

A threshold, shown in Equation 4.2, is defined as a multiple of the standard deviation
above the mean metric value (i.e., the mean l2-norm). The threshold is tuned based on
data quality, and an anomaly is flagged for all periods exceeding the threshold. A period
tagged as an anomaly represents a period where the relationship of counts collected by
each independent data source varies from the trained prediction model. While a flagged
anomaly may represent an equipment error in need of remedy (e.g., reduced receiver
sensitivity or increase in background noise), other factors such as a change in vehicle size
distribution or weather effects may account for the anomaly tag.

Threshold = m̄+ qσ2 (4.2)
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4.4 Results

As highlighted in Section 4.2.1, prior research in traffic data anomaly detection has
focused on single-source data. The framework presented in this research is distinct as it
requires two independent sources of data. With emerging new traffic data sources, the
expectation is that soon, more secondary sources of traffic data will become available.

The case study presented in this section is that of two traffic counting stations in
the Portland, Oregon, metro area. This pair of stations proved suitable for collecting
comparable data from the same traffic population through an evaluation of hundreds of
potential traffic counting stations.

4.4.1 Data Sources

The data were sourced from two independent systems. The first dataset came from
Portland State University’s PORTAL, a "transportation data archive for the Portland-
Vancouver Metropolitan region." One of the datasets archived is "20-second granularity
loop detector data from freeways in the Portland-Vancouver metropolitan region." Loop
detector data from station 3117 constitutes the first dataset. The second dataset comes
from an Automatic Traffic Recorder (ATR) maintained and operated by the Oregon
Department of Transportation (ODOT). ODOT has ATRs throughout the state collecting
traffic data, including traffic volume and vehicle type. Traffic volume data from ATR
26-016 constitutes the second dataset.

4.4.1.1 Location

The two datasets are collected approximately 0.64 miles apart. Loop detector station 3117
collects data at milepost (MP) 297.6 for northbound Interstate 5 (I-5) traffic. ODOT’s
ATR 26-016 is located at MP 298.24 and collects both northbound and southbound traffic
data. Because the loop detector station only collects northbound data, only northbound
data is implemented in this analysis.

Despite the two locations being 0.64 miles apart, they are suitable for use in this
analysis because there are no ingress or egress opportunities between the two locations,
as shown in Figure 4.3. Therefore, it can be presumed that traffic passing one location
also passes the other.
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Figure 4.3: Map of Data Collection Locations
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To compensate for the geographic separation in the timestamped data, an assessment
was made of the time required to travel between the two stations. Using Google’s
Distance Matrix API, it is possible to get a travel time estimate from one of three
available empirical, data-derived traffic models. Using the ’best_guess’ model [98], the
travel time between the two locations was estimated at 38 seconds. As the loop detector
data at station 3117 has 20-second granularity, a 40-second offset was used to align the
two datasets (see Step 1 in Figure 4.1).

4.4.1.2 Trends

Plotting the traffic count data aggregated daily suggests that while general trends are
shared between the two sources, the loop detector data regularly reports lower aggregated
counts. This behavior is depicted in Figure 4.4.

Figure 4.5 depicts the average count by day of week and hour of day, separated into
weekday and weekend data. This plot shows consistently lower loop detector counts
throughout. However, when comparing the plots in Figure 4.4 and Figure 4.5, the data
suggest that difference is not consistent. Across the examined period, the loop detector
count is 10.8% lower than ODOT’s ATR count.

4.4.2 Framework Analysis

A sample unit of one week is used for this case study. To maintain sample consistency,
only weeks with data for all seven days, considered Sunday to Saturday, inclusive, are
included in further analysis. The resulting period of analysis is 5 August 2019 to 29
September 2019, continuous.

4.4.2.1 Difference Feature Engineering

For use as both one of the inputs and the output of the autoencoder, the absolute
difference of the two datasets is calculated. The calculated absolute difference grouped
by hour is plotted in Figure 4.6. While Figure 4.6 shows periods of greater differences
between the two sources, Figure 4.7 shows that the majority of hours result in counts
with a difference of less than 200.
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Figure 4.4: Daily Aggregated Counts of Traffic

4.4.2.2 Predicted Difference

Following the training of the LSTM network, the three input features are fed into the
network, with the output being the predicted difference between the two data sources.
The resulting predicted difference is plotted in Figure 4.8. The predicted differences
follow the pattern of lower count differences overnight (when vehicle counts are typically
lower) and higher count differences during the day as shown in Figure 4.9.

4.4.2.3 Threshold

For this case study, a daily anomaly threshold was used. The absolute value of the hourly
difference between collected and predicted counts is summed for each day. As discussed
in Section 4.3.2, the threshold is a mean value plus a multiple of the standard deviation.
In this instance, one standard deviation is used as the multiplier. For the analyzed data,
the daily threshold is 3,520.6. The daily differences (both predicted and collected), the
difference of daily differences, and the threshold are plotted in Figure 4.11. Out of the 56
days plotted in Figure 4.11, 11 qualify as anomalous using a multiplier of one standard
deviation. To determine a suitable multiplier and resulting threshold, SME input would
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Figure 4.5: Day of Week and Hour of Day Aggregated Counts of Traffic
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Figure 4.6: Collected Count Difference

Figure 4.7: Histogram of Differences Between Collected Counts
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Figure 4.8: Predicted Count Difference

Figure 4.9: Predicted Count Difference by Hour
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Figure 4.10: Collected and Predicted Count Difference

be necessary [89, 90].

4.4.3 Possible Sources of Anomalous Days

With different methods of data collection producing the two data sources, other ex-
planations for the differences in counts were considered before assuming an equipment
malfunction. For example, weather effects can be a source of data discrepancies. How-
ever, after reviewing the historical data from the National Weather Service [99] shown
in Figure 4.12, no apparent link exists.

Consulting with ODOT engineers revealed additional possible sources of anomalies.
The differing collection methods can experience distinct impacts. For example, a large
vehicle could block a smaller vehicle from the radar, but such is explicitly accommodated
in the framework during the training phase. Events not present in the training data, such
as a truckers’ convention leading to an atypical representation of large vehicles occluding
smaller vehicles, could occur that impact data collection for a period of time. These
unforeseen events may present as anomalies and would require an SME to make the
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Figure 4.11: Threshold Evaluation

association.
Communication issues appear to be the most likely source of the anomalous days.

Although a physical fiber connects the collection stations, some polling intervals are
missing data. Additionally, it does not appear that the absent counts were included
in later polling periods, as demonstrated by the anomaly being raised due to count
differences.

ODOT has a fault detection mechanism in place whereupon an alert is generated after
six missed polling events. Many of the missed events observed were intermittent, so they
would not have triggered the currently configured fault detection mechanism. One option
would be to lower the threshold for an alert to be generated. However, the potential
increase in the volume of alerts for missed polling events that are not impactful over
the system the size of ODOT’s could cloud problems deserving of further investigation.
Looking at trends rather than individual events is a primary strength of the framework
proposed here. By alerting to periods anomalous to the trained norm, this framework
notifies monitoring agencies of equipment issues that may occur in a manner not to be
concerning on their own, but in aggregate, represent impactful effects on the data.
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Figure 4.12: Portland, Oregon, Airport Weather [99]
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4.5 Conclusion

This research presents a traffic data anomaly detection framework. Unique to this
framework is the use of two or more independent traffic data sources as inputs and the
method to process the data to indicate anomalous periods of time. A case study that
considers data from ODOT was conducted using two collection methods sampling the
same traffic population. Of the 56 days processed in the case study, 11 qualified as
anomalous. In consultation with ODOT engineers, intermittent missing data resulting
in loss of traffic counts was attributed to communication problems. The fault detection
mechanism ODOT currently employs was likely not triggered due to the intermittent
nature of the missing data.

The case study demonstrates the need for frameworks similar to that proposed here
to be implemented to identify anomalous data. Current systems that rely on abrupt
disruptions may miss intermittent issues that compound to degrade data quality severely.
Using two or more independent data sources and training a system to recognize the
nominal sampling relationship between the two or more data sources, transportation
agencies will be able to identify anomalous data patterns that can impact decision-making
processes and distinguish between actual changes in traffic and equipment malfunctions.

4.5.1 Future Work

This work was originally developed for ridership anomaly detection in public transit.
Research by Nasir, Gharib, and Jaafar [100], Yang and Wu [16], Dunlap, Li, Henrickson,
et al. [101], and others have shown the potential of new sources of ridership data. With
inaccuracies acknowledged in many automated passenger counting (APC) systems [102,
103], transit agencies could experience increased confidence in the quality of their ridership
data using the newly developed anomaly detection methods. Work showing the potential
for a public transit implementation was presented at the Transportation Research Board’s
2019 Conference on Performance and Data in Transportation Decision Making [88].

Implementing this method in a public transit environment for ridership requires dif-
ferent considerations than what is necessary for traffic data. Depending on the respective
data sources, the spatial and temporal rectification, as conducted in Section 4.3.1, may
require additional analysis to ensure the same representations are being compared. For
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example, akin to vehicle counts in traffic data, boarding and alighting data represent rid-
ership passing a defined threshold. While much public transit ridership data is collected
as boardings and alightings, some, as in the work of Nasir, Gharib, and Jaafar [100],
represents the current passenger load. Reconciliation would be required to facilitate the
use of boarding and alighting data alongside passenger load data.

Public transit vehicles also present a moving rather than fixed point of collection.
This difference manifests when seeking to compare fixed-point counts, as might be seen
from passively collected WiFi packets [16], and on-vehicle counts from sources like APC
or Automated Fare Collection (AFC) systems. Having both mobile and multiple fixed
counts would enable an additional benefit not possible with two fixed independent sources.
With a network being trained for comparing each fixed data source with the mobile data
source, rather than an anomaly being flagged for an unknown shift in the comparative
data of two sources, the anomaly source can be isolated as either the mobile source,
if an anomaly is identified in all pairwise comparison, or a specific fixed source if an
anomaly is identified in just one comparison. This anomaly source isolation would hasten
a resolution to potentially malfunctioning equipment by directly identifying the source
of the change in data collection performance.

While such data sources exist to enact the proposed work, currently, access to such
data proved infeasible. Privacy concerns surrounding potentially individually-identifiable
AFC data restrict the availability of the data for research. Production environment
concerns of large WiFi network deployments make the additional system demands of
more granular packet data a barrier to such data availability. The privatization of
call detail records makes their use prohibitively expensive for research use. Additional
sources of mobility data continue to be developed, and each new source has potential for
comparison against existing sources.
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Chapter 5: Conclusion

Transportation planners have used modeling to fill gaps in empirical data about how
people use their transportation networks. In this research, several frameworks were devel-
oped that employ data already being collected to facilitate the analysis and improve the
utilization of transportation networks. Techniques like evolutionary optimization heuris-
tics and long short-term memory (LSTM) networks are at the core of these frameworks,
resulting in improvements to transportation network metrics and helping planners gain
confidence in the quality of data they use.

The first demonstration of the work is presented in Chapter 2 and introduces two new
metrics as potential objectives for finding solutions to a type of Urban Transit Routing
Problem (UTRP). Unlike prior UTRP research, a framework is developed that serves to
improve the social experience of riders through route design. While improvements such
as service frequency and extended hours can increase ridership, they come with ongoing
added costs, which are not readily recouped by a ridership increase. The route solutions
presented by the socially-aware framework do not inherently have costs associated with
their implementation beyond what agencies may normally consider with routine route
reassignments. The work is presented as an introduction to expanding the scope of what
a UTRP framework can include when evaluating potential solutions.

After initially developing new approaches to the UTRP, additional metrics were
developed, and the framework expanded to a multi-objective heuristic optimization.
Responding to global events, Chapter 3 presented a framework to produce solutions
that allow transit planners to balance the need to reduce the susceptibility of disease
transmission in their transit vehicles while maintaining transit network utility for potential
riders. This work further moves in the direction where UTRP solutions balance transit
demands that include not only coverage and efficiency but also areas like rider experience,
public health impacts, equity, and others.

Developing better uses for existing data in transportation extends beyond mass transit
environments. Organizations responsible for roadways collect data about traffic volume
to support operational and planning needs. With limited continual validation, changes
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in equipment behavior may be incorrectly attributed to a change in traffic volume rather
than an equipment malfunction. Chapter 4 develops an anomaly detection framework
that leverages redundancies in sampling populations that will arise as additional sources of
data are identified. The framework uses an LSTM network to model the nominal sampling
relationship between data sources. When the collected data from one or more sources
deviate from the nominal model, the data is marked as potentially anomalous. Data
provided to conduct a case study happened to demonstrate just such a case where one
source would occasionally collect approximately 11% fewer vehicles than the alternative
source. The anomaly was attributed to likely communication issues and had not been
previously identified because the fault was too intermittent to be detected by the existing
anomaly detection mechanism.

The three chapters developed modeling approaches and solution methods and demon-
strated their employment to show new potential to apply data to make better trans-
portation planning decisions. Each research effort faced limitations surround access to
data and computational resources. While constraining some potential development, such
limitations can be acknowledged as issues regularly faced by transportation organizations.
By developing methods that can both function and grow under such constraints, the
proposed work maintains accessibility and feasibility for a wide breadth of transportation
organizations.

5.1 Future Work

Chapter 2, Chapter 3, and Chapter 4 individually outline specific opportunities for
future work. Overarching all of the chapters is the expanding availability of data that
may represent aspects of human mobility. Companies like StreetLight Data [104] and
Replica [105] have recognized the value of emerging data sources and have monetized
their collection and analysis. Other companies, like Remix [106], acknowledge the gap
between predominant skills in organizations that operate transportation systems and
what resources are needed to leverage emerging data sources.

Resources matter. Be it private companies developing projects, or public agencies
focusing on hiring and making investments to evolve their data capabilities, resources
need to be dedicated to enable transportation planners to make data-informed decisions.
For example, in Chapter 4, a systemic evaluation and validation of the method proposed
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proved beyond a feasible scope. Similar to what Alam, Gerostathopoulos, Amini, et al.
[89] experienced, labeled traffic anomaly data is all but non-existent, and the measure
of what makes traffic data anomalous is often subjectively defined. The experience of
executing what became Chapter 4 was one of having the framework identify anomalies
followed by a lengthy process of acknowledgment that identified periods of anomalous
data that were indeed anomalous. To make progress in refining the current framework
or evaluating performance comparing other approaches, more data and ample labeling
(either discrete or continuous) will be necessary; both require significant resources to be
dedicated.

In the introduction, presented are the worsening trends of the United States trans-
portation systems. The subsequent work presented in this dissertation and the work of
companies mentioned above are striving towards a data-centric and engineering-centric
solution, but, as mentioned, resources are central to making progress. In transportation,
those resources primarily come from political entities, and those entities are driven by
policy. In pursuing these topics, what appeared often was the unclear boundary between
engineering and policy. For example, there is often a conflict in public transit between
maximizing ridership and providing service to communities assessed to be most in need,
a question that would require a definitive decision when implementing a multi-objective
UTRP. With improved traffic data, is the result of increasing volume cause for expanding
roadways? Or is it better to implement congestion pricing strategies that can leverage
the improved data to manage traffic volumes dynamically? Do rising hours of commuter
delay mean more road capacity is inevitably needed? Or that alternatives to personal
vehicles and restrictive zoning that pushes places of employment further away from where
workers live need to be reevaluated? Answers to such questions stray outside of a purely
technical engineering response but are central to how, if any, benefits are realized from
emerging data.

Where does that leave future work to further the problem presented in the introduction
(i.e., the need to improve transportation system planning to meet demand efficiently)?
It is easy to look to European equivalents that have achieved outcomes desirable in the
United States context and hope that a direct translation would achieve similar results.
However, cultural and structural differences between how Europe developed and how
United States cities developed suggest caution in making any assumptions about the
success of any implementations without significant adaptation. What is needed from
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both further work in engineering and policy are data-backed solutions tailored to the
realities of how the United States developed.
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