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 Recently researchers have discovered that groups of small non-coding RNAs (ncRNAs) 

play regulatory roles in gene expression and participate in various biological processes.1–4 For 

example, pathogenesis of many diseases3, cell cycle regulation4, and signaling pathways5. 

Intracellular and live cell imaging of small ncRNA groups will reveal their relative expression 

levels and provide unparalleled detail on spatial and temporal heterogeneities within a single cell. 

The ability to measure heterogeneities will help define cell types and cell states for differentiating 

cell populations.6 Having analytical tools that reveal heterogeneities among cell populations will 

provide unique insights on the physiological changes and processes (e.g. aging and apoptosis) of 

each cell and how the cells work together to maintain homeostasis or drive disease progression. 

To profile small ncRNAs expression, one popular analytical tool is known as 

programmable molecular logic sensors.7 Relying on nucleic acids, a natural building block8, 

molecular logic sensors are constructed for computing what groups of small ncRNAs are in a cell. 

As a model system to design innovative molecular logic sensors around, I picked microRNAs. 

MicroRNAs (miRs) are small non-coding single-stranded RNAs that are approximately 22 

nucleotides in length.9 The roles of miRs are to regulate gene expression, mainly post-

transcriptionally, during messenger-RNA translation.10  

Current nucleic-acid-based in situ sensors that are capable of revealing a cells miR pattern 

suffer from 1) low multiplexing ability (up to two miR inputs per sensor), 2) poor selectivity, and 

3) false signals due to sensor degradation by nucleases11. Therefore, I conducted research to design, 

characterize, optimize, and apply two different designs of logic sensors to overcome some of the 

bottlenecks facing current in situ sensors. My research in the field of molecular logic centered 



 

around contributing innovative designs and establishing design principles for constructing 

nanodevices. The term “AND” means the sensor’s signal only turns ON when all miR inputs are 

present. 

My first logic sensor design12, published in Nanoscale, is called a nano-assembly logic gate 

(NALG). My contribution to the molecular logic field is a unique multi-hairpin motif designed. 

The purpose the multi-hairpin motif was to improve input number (multiplexing ability), 

selectivity, and robustness to false signal generation. Furthermore, the motif’s design will serve as 

the base building block for a modular design for scaling up the multiplexing ability. NALG was 

designed for three miRs: miR27a, miR96, and miR182. The signal transduction mechanism of 

NALG was based on Forster Resonance Energy Transfer (FRET) enhancement. The results 

showed that NALG had: (1) low nanomolar (nM) limits of detection (LOD), (2) selectivity against 

off-analyte cocktails (sequence similariaty ranged from 13% to 27%), (3) no false-positive signal 

from nuclease degradation, and (4) the ability to respond to three miRs in a matrix mimicking the 

cellular environment (i.e. crude MCF-7 cell lysate). However, NALG needed refinement to 

improve its ability to differentiate input numbers because it showed signal response in the presence 

of two out of three miRs. 

 In order to reduce NALG’s signal response from two miRs, I studied how to fine-tune the 

multi-hairpin motif to better resist biochemical and biophysical interactions with two miRs. The 

manuscript for this work is currently under review at Analytical Chemistry. Three new motif types 

were developed based on the original motif. The motif designs were assessed based on the 

following design metrics: (1) the location of the inputs’ complementary sequence, (2) the predicted 

number of Hydrogen-bonds formed in the motif, (3) the predicted change in thermodynamic values 

of the motif after the addition of the inputs, and (4) the predicted molarity percentage of motif 

forming complex with different numbers of inputs (two versus three). We measured the 

fluorescence response from these motifs in the presence of inputs and discovered gaps between 

the predicted and experimental results. Our findings provide a noteworthy improvement to the 

design process of molecular logic sensors for measurement science. 

 To overcome the limitations in the first logic sensor (NALG) design and applying what I 

learned about the design process, I came up with an innovative design that I call: autowalk AND 

logic operator (AALO). AALO was designed for a three-miR combination: miR27a, miR24, and 

miR210. Different from current nucleic-acid-based sensors that recognize analyte miRs through a 



 

single toehold-mediated strand displacement reaction (TMSDR), AALO relies on a cascading 

(five-step) TMSDRs. The cascading TMSDRs mechanism exposes one toehold per step to initiate 

successive TMSDRs. The toehold (~3-6 nucleotides sequence) in the gate strand initiates binding 

with an incoming strand and subsequently displaces a pre-bound strand from the gate. Such a 

recognition mechanism requires the presence of all miR inputs to complete the cascading process 

and achieve signal change. AALO’s lower signal change in the presence of two miRs (19% from 

AALO compared to 53% from NALG) means that AALO’s recognition mechasim was able lower 

the false response from incomplete miR combinations. The five-step TMSDRs were thus able to 

improve the logic sensors’ differentiating-input-number ability. Compared to NALG, AALO 

showed increased selectivity against off-analyte miRs with sequence similiarity ranging from 41% 

to 95%. We have prelimitary data that shows AALO was transfected into the cell line HEK 293T 

through nucleofection.  
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Innovative Bioanalytical Tools & Methods for Combinatorial Non-Coding 
RNA Analysis 

 

Chapter 1. 

Introduction 

 
1.1 Current Technology for small non-coding RNA Analysis 

 Once thought to be “junk RNAs” are now emerging as critical sculptors of cell biology. 

One exciting class of “junk RNAs” are small non-protein-coding RNAs (ncRNAs). Small ncRNAs 

exhibit functional roles in regulating gene expression1–4 and participating in a diverse set of 

physiological processes5–7 as well as the pathogenesis of many diseases8–12. Cell based assays for 

small ncRNAs are in demand for monitoring the change in their expressional patterns, such as the 

relative expression levels and the spatial and temporal heterogeneities. The ability to measure 

heterogeneities will help define cell types and cell states for differentiating cell populations.13 

Having molecular analysis tools that reveal heterogeneities among cell populations will provide 

unique insights on the physiological changes and processes (i.e. aging) of each cell and how these 

cells work together to maintain homeostasis or drive disease progression. However, most of current 

techniques were not built for small ncRNAs due to their features including the small physical size, 

sequence similarity, low abundance, or complexity of expressional patterns (combinations of 

multiple molecules more relevant than any one molecule alone). As a model system to develop 

innovative molecular analysis tools for small non-coding RNAs around, my thesis will focus on 

microRNAs (miRs).14 For details about miR biogenesis and specific disease-associated miR 

combinations see Section 1.2 below.  

MicroRNAs are emerging as the interesting analytes because we are only beginning to 

learn about the biological significance of their spatiotemporal localization in live cells and 

differential combinatorial expression between normal and diseased cells.15–19 By analyzing miR 

patterns in whole cells, we will be able to better understand how miRs shape cell biology and 

advance miR biomarkers discovery. Therefore, scientists need innovative molecular analysis tools 

and methods to monitor intracellular miR patterns.20 Furthermore, as miR biomarker discovery 

progresses, having the analytical technology ready will be crucial to support discovery efforts and 

disease diagnostics.12,21 Although miR is the model system to assess the analytical values of the 
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tools and methods presented herein, my contributions will be broadly applicable to any small 

ncRNA, other short oligonucleotides, and possibly small molecules. 

 Intracellular multiplex analysis is critical to identifying temporal and spatial 

heterogeneities in small ncRNA expression within a single cell and/or among cell populations. 

However, due to small ncRNA’s short length, low expression level, and sequence similarity, 

current analytical approaches are not directly applicable for intracellular multiplex small ncRNA 

analysis. Current analytical approaches can be classified as in vitro and intracellular (or in situ). 

In vitro methods include: a) microarrays22,23, b) quantitative reverse transcription polymerase chain 

reaction (qRT-PCR)24–26, and c) next-generation sequencing27. Current in situ analytical tools for 

fixed and live cell analysis or tissue imaging rely mainly on nucleic acids as natural building blocks 

to construct programmable analysis devices28–37 including: a) Fluorescence In-Situ Hybridization 

(FISH38,39, including multiplexed error-robust FISH40–42), b) Smartflares®43, c) molecular beacons 

(MBs)44,45, and logic gates46–48. I will briefly discuss the benefits and challenges of in vitro and in 

situ methods when they are adapted to intracellular analysis of short oligonucleotides (e.g. miR). 

Tables 1.1 and 1.2 highlight some of the challenges facing both in vitro and in situ methods for 

small oligonucleotide analysis that I will address in my thesis. 

 
Table 1.1 Challenges facing in vitro analytical methods for short miR profiling. 

In vitro analytical methods Challenges  

Common limitations for all 
in vitro analytical methods 
discussed here 

-Due to RNA extraction, in vitro analytical methods cannot visualize spatial 
changes of miR patterns in cells and tissues 
-Loss of information on cell-to-cell variability in expression due to RNA 
typical pooling prior to analysis 

qRT-PCR -No common sequence (e.g. poly(A) tail) as a binding site for universal primers  
-miRs sequence is too short to bind for traditional primers 
-Low selectivity to different miRs with similar sequence  

Microarray -Poor sensitivity to low levels of miRs  
-Poor correlation between microarray- and qRT-PCR-based miR expression 
have been reported  

Next-generation 
sequencing 

-Require complicated computational systems for data analysis and 
interpretation  
-Cannot compare miR expression from different samples with high variance  
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Table 1.2 Challenges facing in situ analytical methods for short miR profiling. 
In situ analytical methods Challenges  
Fluorescence in situ 
hybridization (FISH) 

-Cannot detect miRs in live cells or tissues 
-miRs lost from multiple washing steps – requires extra chemicals to avoid 
loss from washing, but introduces possibility of fixing probe to off-analyte  
-Challenging probe design due to short length of miRs  
-Often require extra signal amplification step thus increasing time-to-result 
-Poor selectivity as a result of unspecific binding with endogenous mRNA 
and off-analyte miRs – requires expensive chemical modification to address 
this problem and often the chemical modification is not sufficient. 

Smartflare® -Susceptible to false signals from nuclease degradation during biological 
analysis due to the transduction mechanism relying on the disruption of a 
quencher-fluorophore pair 
-Low throughput for the maximum limit of two to four miRs  

Molecular beacons -Like Smartflares® susceptible to false signals from nuclease degradation 
-Poor selectivity for miRs with similar sequences1 
-Low throughput for only handling one miR input per sensor  

Logic gates -Many logic gates rely on the disruption of a quencher-fluorophore pair, 
thus susceptible to false signals from nuclease degradation during biological 
analysis 
-Low throughput for the maximum of two miRs per logic gate  

 

1.1.1 Analytical tools for in vitro analysis 

 In vitro approaches for miR profiling require extracting total RNA from biological samples. 

However, total RNA extraction is susceptible to the loss of detailed information in regard to miRs’ 

spatial and temporal expression within the cell and in sub-cellular compartments.49 Another down 

side to most in vitro methods is the fact that RNA among many cells are pooled together prior to 

analysis.50,51 Such pooling of RNA loses information on cell-to-cell heterogeneity as it pertains to 

the miR patterns making up the cells. 

 After total RNA extraction, analyte miRs are reversely transcribed, and then amplified 

through quantitative polymerase chain reaction (Figure 1.1a). Unlike mRNAs, mature miRs lack 

common sequence (e.g. a poly(A) tail) as a binding site for universal primers and are too short 

(~22 nucleotides) to bind to traditional primers. Therefore, in order to profile miR expression with 

qRT-PCR, analyte miRs either require a stem-loop primer for the reverse transcription, or an E.coli 

poly(A) polymerase to add a poly(A) tail for both reverse transcription and PCR.  

The amplification products can be detected in real-time by oligonucleotide probes (e.g. 

TaqMan® probes) or intercalating dyes (SYBR® Green I). A TaqMan® probe is labeled with a 

fluorescent reporter dyes at 5-prime end, and a quencher dye at 3-prime end. During PCR, 

TaqMan® probe hybridizes to a prime site in the analyte sequence (reverse transcribed products) 

and then is cleaved by Taq DNA polymerase as the primer is extended (Figure 1.1a). The cleavage 
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separates the fluorophore from the quencher leading to the increase in fluorescence. The 

fluorescence increase is proportional to the number of probe cleavage cycles, thus allowing for 

quantitative analysis of RNAs. “SYBR® Green I” can also be used for real-time detection of PCR 

as its fluorescence signal increases when bound to the increasing double-stranded DNA amplicon. 

Working with either TaqMan® probes or intercalating dyes, qRT-PCR has the potential to detect 

low concentration of RNAs from samples such as plasma and serum52,53 through amplification. 

However, applying qRT-PCR to analyze shorter RNAs is problematic because off-analyte miRs 

with similar sequences to the analtyte miRs are susceptible to being amplified during PCR. Thus 

qRT-PCR has poor sequence selectivity when it comes to small ncRNAs.  

 Microarrays (Figure 1.1b) rely on a surface-bound hybridization-based assay for analyzing 

large numbers of RNA in parallel. After total RNA extraction, analyte RNAs are reverse 

transcribed to the complementary DNA (cDNA). Then these cDNAs are immobilized on a slide 

or on beads to act as capture probe. A T4 RNA ligase connects each RNA molecule to nucleotides 

that contain a fluorophore at the 3’end. After the ligation process, the fluorophore labeled RNAs 

are introduced to the slide or beads containing capture probes. Any RNAs that are complementary 

to the cDNAs are captured and will not be removed by the subsequent surface washing steps. The 

fluorescent signal is then measured to determine the relative amounts of RNA from two or more 

samples (e.g. control vs. treatment). Compared to the other in vitro approaches discussed, 

microarrays are less expensive.54 However, microarray techniques are limited in their sensitivity 

especially for measuring low levels of RNAs.54 The reason microarray technology suffer from 

sensitivity issues is because RNAs are diluted when pooled for analysis. In addition, microarrays 

cannot determine the absolute quantity of analyte RNAs and the results normally require validation 

by other methods, such as RT-qPCR.54,55 Furthermore, some cancer-related studies have reported 

a relatively poor correlation between microarray- and qRT-PCR-based miR expression.56,57 

 Next-generation sequencing (Figure 1.1c) enriches the low levels RNA through size-

selection methods (e.g. gel electrophoresis24). Similar to the reverse transcription step in RT-qPCR, 

enriched analyte RNAs are reverse transcribed creating a cDNA library. The ends of cDNAs are 

then ligated with adapters (short artificial DNA oligonucleotides) in order to affix these cDNAs to 

a solid phase (e.g. IIIumina platform), or to beads for emulsion PCR (Roche and ABI platform) 

for sequence reading. The major advantage of next-generation sequencing for miR assays is the 

ability to discover novel miRs.56 However, these novel miRs need further verification through 
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experiments.54 Compared to RT-qPCR, next-generation sequencing costs more and require 

complicated computational systems for data analysis and interpretation.54 Such technique can only 

quantifies the relative abundance of miRs in a specific sample based on the ratio of the sequence-

reads number for a given miR to the total sequence-reads number for that sample. However, due 

to the possibility of high variances between different samples, it is not reliable to compare miR 

expression from these samples.54  
    

 
Figure 1.1 In vitro miRNA profiling approaches: (a) qRT-PCR, (b) microarray, (c) next-generation sequencing.54  
 
 
1.1.2 Analytical tools for Intracellular (in situ) analysis  

In situ analysis allows for visualizing where analytes spatially distributed as well as 

differentiating cell types and subtypes based on their miR patterns. One predominate in situ method 
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is Fluorescence In-Situ Hybridization (FISH, Figure 1.2a). FISH is a well-developed method for 

nucleic acid analysis. FISH relies on fluorescently-labeled probes that are transfected into the 

sample and bind analyte nucleic acids through base-pairing. Since the fluorescently labeled FISH 

probes always generate signal, the biological samples (cells or tissues) require fixation and 

permeabilization to allow for rinsing of unbound probes.56 After several washing steps only the 

fully complementary probe-analyte complexes are left behind inside the fixed samples. Potential 

secondary labeling may be needed for signal amplification before these cells or tissues are imaged 

through fluorescence microscopy. As discussed earlier, FISH can only be used on fixed cells and 

tissues, making live cell analysis unobtainable. In addition, FISH struggles with other limitations 

when applied to miR due to their small sized and low abundance. These limitations include (1) 

loss of miRs from multiple washing steps56, (2) challenging probe design due to short analyte 

miR56, (3) sometimes require extra signal amplification step such as Tyramide Signal 

Amplification (TSATM)58,59, and (4) poor selectivity as a result of unspecific binding with 

endogenous mRNA and off-analyte miRs42. Developed from standard FISH, multiplexed error-

robust FISH (MERFISH) enables multiple probes to simultaneously measure hundreds of nucleic 

acids analytes in a single cell.40 However, the increased number of probes increases the number of 

hybridization rounds, which significantly increases time-to-result.40 Furthermore, MERFISH 

suffers from all the same limitations that standard FISH, making the approach challenging for 

intracellular miR pattern analysis.60,61  
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Figure 1.2 In situ analytical methods for RNA analysis: (a) Fluorescence In-Situ Hybridization (FISH)62, (b) 
Smartflare®63, (c) Molecular Beacon (MB)64, (c) AND Logic Gate (e.g. my developed autowalk AND logic operator 
in Chapter 4).  
  

 One popular tool for live cell molecular analysis is a Smartflare® (Figure 1.2b). 

Smartflare®s consist of a ‘spherical nucleic acid’ (SNA) conjugate with partially double-stranded 

oligonucleotides bound to a gold nanoparticle. The partially double-stranded oligonucleotide 

consists of a capture strand and a dye-labeled “flare” strand. The capture strand is designed to bind 

to analyte nucleic acids via a process known as toehold-mediated strand displacement.65–67 In this 

process the capture strand has a few bases exposed, known as a toehold, to initiate binding with 

analyte nucleic acids. The strand displacement reaction displaces the reporter strand from the 

capture strand. Without analyte, the dye-labeled reporter strand stays on the gold nanoparticle and 

exhibits quenched fluorescence. With analyte present, the reporter strands get displaced and the 

fluorescent signal is increased. The transduction signal of Smartflares® relies on the disrupting a 

quencher (gold nanoparticle)-fluorophore pair. Unfortunately, such transduction mechanisms are 
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susceptible to false signals from nuclease degradation during cellular and tissue imaging. 

Furthermore, Smartflare®s were not designed for the small size of miR. 

 Molecular beacons (MB, Figure 1.2c) allow for both in vitro analysis45 and in situ cellular 

imaging of nucleic acids.44,68 Molecular beacons are single-stranded nucleic acids with stem-loop 

structure. Typically they are labeled with a fluorophore on one end and a quencher on the other 

end. In the absence of complementary analyte oligonucleotides, the fluorophore is close to the 

quencher creating low fluorescent signal (known as signal OFF). In the presence of complementary 

analyte oligonucleotides, the analyte binds to the loop of MB to disrupt the stem, therefore 

separating the dye from the quencher. As a result, the fluorescent signal is increased (known as 

signal “ON”). Since the transduction mechanism relies on the displacement of the fluorophore 

from the quencher, it is prone to false signals due to nuclease degradation of MBs.68 As for miR 

analysis, other disadvantages of MBs include the low selectivity for miRs with similar sequences69 

and low throughput (only one miR input per sensor). Thus, the low throughput for MBs combined 

with spectral cross-talk from multiple dyes restricts simultaneous multiplexing in single cells to 4 

miRs.70 

  In addition to the gold particles71,72 employed in Smartflare®, alternative nanoparticles 

such as silver nanoclusters (AgNC)73, quantum dots (QDs)74, carbon nanotubes75, polymer dots 

(PDs)76, upconverting nanoparticles (UCNPs)77 have been reported to serve as signal transducer 

and work with nucleic-acid-based probes (e.g. molecular beacons) for sensing nucleic acids. 

However, the safety of these nanoparticles (e.g. Cd for QDs) in biological studies and applications 

is still unclear so far and needs further study. Therefore, instead of applying these transducers for 

nucleic acids  analysis, organic fluorophores (FAM and ATTO633) were selected to label nucleic-

acid-based sensors for signal transduction.  
 

1.1.3 Nucleic-acid-based logic gates  

 In order to make progress in the multiplex small ncRNA analysis, nucleic-acid-based logic 

gates (Figure 1.2d) are emerging. So-called molecular logic implements one or multiple Boolean 

logic functions (AND, OR, and NOT). Logic gates65 usually consist of two nucleic acid strands: 

(1) a gate strand and (2) an output strand. The biomolecules of interest are referred as the input 

strands. The gate strand is typically designed to be more complementary to the input than to the 

output strands78. In order to report on the interaction between the gates and inputs, output strands 
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are often labelled with fluorescent dyes and thus are also known as reporter strands.  

To advance molecular logic analysis in terms of intracellular multiplex analysis of 

small nucleic acids, I focused on AND molecular logic. AND logic means the logic gate only 

responds to a specific pattern of small nucleic acids. The recognition mechanism relies on a 

toehold-mediated strand displacement reaction (TMSDR) that facilitates the release of the output 

strand as the input strands bind the gate. Recall that a toehold is a small exposed segment of DNA 

(~ 3-6 nucleotides long) in the gate strand that helps the input intimate binding and subsequent 

TMSDR.79–81 Strand displacement refers to a thermodynamically driven process whereby inputs 

outcompete outputs to bind the gate strand through more complementary base-pairing interactions. 

The thermodynamic values (e.g. Gibbs energy) of the gate-input and gate-output complex can be 

predicted from open-source web servers such as DINAMelt82,83 and NUPACK84. The displacement 

of the output strands result in a detectable signal change. Various transduction mechanisms for 

output signal generation have been reported such as fluorescent-based65,74,85, electrochemical-

based86,87, photoelectrochemical-based86, and chemiluminescent-based88. The two logic gates that 

I designed rely on Förster resonance energy transfer (FRET) for signal generation. We will discuss 

FRET more in Section 1.1.4.  
 

1.1.4 FRET-based transduction mechanism  

 Building off work by Bao64 for mRNA analysis tools, I adapted and applied the distance-

sensitive Förster resonance energy transfer (FRET) process as the transduction mechanism. By 

monitoring the FRET signal changes, I investigated the interaction between the molecular logic 

gates and miR inputs. FRET is a photo-physical phenomenon that occurs when an excited donor 

fluorophore transfers energy to a nearby acceptor fluorophore (typical distance is 1 – 10 nm) 

through a nonradioactive dipole-dipole interaction.89,90  The efficiency of the energy transfer 

between the donor and acceptor depends on: (1) their distance (inversely proportional to the sixth 

power of the separation distance), (2) the extent of spectral overlap between the dyes, (3) the 

relative orientation of each dye’s transition moment (higher efficiency the more parallel they are 

to each other), and (4) the fluorescence lifetime of the donor must be long enough to allow FRET 

to occur (i.e. tfluorescence >>> tFRET ). Spectral overlap refers to the overlap between the donor’s 

emission spectrum and the acceptor’s absorption or excitation spectrum.    
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1.1.5 Development of AND logic gates  

 My thesis will describe the work I did and contributed to the field of molecular logic design. 

I focused on advancing logic gate technologies for multiplex analysis of small ncRNA through the 

development of two innovative logic gates. The logic gates rely on a toehold-mediated strand 

displacement reaction as the recognition mechanism. To address the low throughput of current in 

situ analytical tools, I innovated the nanostructure of current logic sensors to expand input numbers. 

As we know the expression patterns of multiple miRs are often more informative of the biology, 

than any one miR.91,92 Compared to most published logic devices only for one or two inputs, my 

logic nanosensors are able to sense three inputs. The ability to sense one more input is powerful 

when three-input logic gates are used as building blocks to develop logic circuits. For example, a 

logic circuit combined by four of three-input logic gates is able to expand input number up to 

tens.70 Such logic circuit is able to detect four more inputs than a circuit built upon two-input logic 

gates.  

To address the sensor’s susceptibility to false-positive signal from nuclease degradation, 

both AND logic gates relied on Foster Resonance Energy Transfer as the transduction mechanism. 

No false-positive signals were observed from studies exposing the nanosensors to enzymes 

(DNAse I). These findings confirm the FRET design methods addressed false-positive signal 

susceptibility.  

After reading the literature and attending symposia in the field, I was inspired to combine 

what I learned about toehold and strand displacement reaction to create this new design, autowalk 

AND logic gate (AALO). AALO relies on a cascading toehold-mediated strand displacement 

reaction to inhibit recognition process until all analyte biomolecules are present. Thus recognition 

mechanism allows AALO to better differentiate a complete from an incomplete combinations of 

biomolecules thus improving its differentiating-input-number ability.  

 In Chapter 2 “Performance of nano-assembly logic gates with a DNA multi-hairpin motif”, 

I will present my first logic sensor design for multiplex analysis of small ncRNA.85 As a model 

small ncRNA system to design and test the logic sensor in this chapter, I chose three miRs: miR27a, 

miR96, and miR182. To the best of my knowledge, the nano-assembly logic gate (NALG) was the 

first enzyme-free and label-free (analyte miRs do not need to be labeled) AND logic gate that 

accept three miR inputs per gate. Chapter 2 demonstrates that NALG achieves a detection limit of 

nanomolar-range to a combination three miR inputs, (2) is selective against off-analyte cocktails 
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(sequence similariaty ranged from 13% to 27%), (3) avoids false-positive signal from nuclease 

degradation, and (4) is able to respond to three miRs in a matrix mimicking the cellular 

environment (i.e. crude MCF-7 cell lysate).  

 However, NALG did not act as a strict AND logic gate for three inputs because it showed 

signal responses when two miR inputs were present. Such similar signal response to a complete 

and incomplete combination of miRs resulted in a low differentiating-input-number ability for 

NALG. In order to improve the differentiating-input-number ability of NALG, I focused on the 

multi-hairpin motif because in NALG, motif was the key part to accommodate the inputs and 

change the signal. I hypothesized that modifying the motif would improve its differentiating-input-

number ability.  

 To test my hypothesis, in Chapter 3 “Structural and thermodynamic principles influencing 

nanoscale molecular-logic-based measurement systems”, I present design metrics to fine-tune the 

multi-hairpin motif in order to improve its differentiating-input-number ability. The design metrics 

include in silico thermodynamic factors (e.g. Gibbs energy and melting points) and structural 

features (the locations of the binding sites for inputs). The differentiating-input-number ability of 

these motifs are predicted from open-resource web servers and compared to the experimental 

results. In this chapter, I will highlight agreement and disagreement between the theoretical and 

experimental signal response of the motif in the presence of two versus three inputs.  

 Chapter 4 “Molecular logic nanosensor with cascading-toeholds for error-robust small 

RNA combinatorial analysis”, presents my second logic gate design for three miRs: miR27a, 

miR24, miR210. The recognition and transduction mechanism of autowalk AND logic operator 

replies on a cascading toehold-initiated strand displacement reaction and signal increase from 

Föster Resonance Energy Transfer. Compared to NALG, AALO showed critical improvements in 

(1) the selectivity against off-analyte miRs with up to 95% sequence similarity to analyte miRs, 

and (2) the differentiating-input-number ability at distinguishing two miRs from three miRs by 

enlarging their signal difference from 47% (seen in NALG) to 80%. 

 Chapter 5 summarizes all the research I have done on the logic sensor design for 

multiplexing miRs analysis. This chapter will outline the challenges and future directions of my 

logic sensors. 
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1.2 RNA Biology 

Not all DNA genes are transcribed to protein-coding mRNA, many are transcribed to non-

coding RNAs (ncRNAs) that do not encode proteins.93 These ncRNAs are found to fulfill 

regulatory functions in cells.94 Regulatory ncRNAs include but are not limited to long non-coding 

RNAs (lncRNAs), microRNAs (miRs), piwi-interacting RNAs (piRNSs), and small interfering 

RNAs (siRNAs).95 Regulatory ncRNAs have been postulated to regulate gene expression by a 

variety of mechanisms, at various times, and at various expression levels. Examples of regulatory 

roles include: (1) transcription, (2) post-transcriptional processing, and (3) translation.93,96,97 Most 

regulatory ncRNAs exhibit conserved expression patterns in a subcellular-98, cellular-99,100, and 

tissue-specific101,102 manner. The temporal and spatial expression of regulatory ncRNAs have been 

discovered in diverse biological processes, such as (1) cell cycle regulation103, (2) apoptosis4, 

aging7, (3) cell fate decisions104, and (4) different signaling pathways105. In addition, changes in 

intracellular expression patterns of regulatory ncRNAs have been observed during the 

pathogenesis of many diseased cells106,107, such as cancer cells15,108–111.   

As a model system to design small ncRNA analysis technology around I will focus on 

microRNAs (miRs). Because of their temporal and spatial heterogeneities in their cellular 

expression, miRs are gaining attention. However, due to their cell and tissue specific nature, short 

length, sequence similarity, and coordinate regulation of mRNA and other genetic biomolecules, 

innovative cell-based analytical tools are in demand. Moreover, innovative tools are required to 

provide unique insights on the physiological changes and processes of cells and tissues. 

 

1.2.1 MicroRNA: characteristics, bio-function, and biogenesis 

MicroRNAs (miRs) are one class of small ncRNA that have gained recent attention. They 

are characterized by their short length of approximately 18 to 24 nucleotides and low expression 

level ranging from femtomolar (fM) to nanomolar (nM).14 Typically, miRs post-transcriptionally 

regulate messenger-RNA (mRNA) expression through base-pairing by interacting with its 3’-

untranslated regions (UTRs). As a result, miRs inhibit protein synthesis by either repressing 

mRNA ranslation, promoting mRNA deadenylation, or inducing mRNA decay.112 In addition to 

the classical mechanism (discussed more detail below), miRs have been observed to target 

promoter region in the DNA2,96 and activate translation112 to induce gene expression.  

MicroRNAs represent an important analyte because the precise roles they play in biology 
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are still being elucidated.103,104 Additionally, they are emerging as potential biomarkers or 

therapeutic tools to diagnose and treat diseases, respectively.21,113,114 The expression pattern of 

miRs has been found to be conserved within healthy cells but changed in different states of cell 

cycle and in diseased cells.115 The dysregulation of miR expression (either up- or down-regulated) 

have been observed in various cancers such as breast109,116–119, lung111,120,121, and ovarian122. For 

example, White et al. discovered that the mRNA transcripts of a putative tumor suppressor 

(FOXO1) was coordinately regulated by a group of miRs in breast cancer cells.117 Besides cancer, 

miR-associated regulation has been found in many other diseases such as immunological 

diseases123, cardiovascular diseases124, and neurological diseases125.  

Figure 1.3 depicts the biogenesis of miRs.14,20 RNA polymerase II transcribes most miR 

genes to primary precursor miRs (pri-miRs, 500-3000 bases) that are folded into a hairpin-loop 

structure containing the mature miR sequences. Pri-miRs are processed down to ~70-nucleotide 

precursor miRs (pre-miR) by Drosha (an RNase III enzyme) and DGCR8/Parsha (a double–

stranded RNA-binding domain protein) in the nucleus. An alternative miR biogenesis pathway 

produce pre-miRs from short introns (mirtrons) via splicing and debranching, thereby 

circumventing the Drosha-DGCR8 pathway.126 Finally, pre-miRs are transported out of the 

nucleus and into the cytoplasm by the export factor Exportin-5.  

Once in the cytoplasm, pre-miRs are cleaved by Dicer (another RNase III enzyme), with 

its co-factor transactivation-responsive RNA-binding protein (TRBP), to produce an ~22-base-

pair double-stranded duplex (miR/miR*). An additional pre-miR processing step is observed in 

mammals where argonaute 2 (AGO2) supports Dicer by cleaving pre-miRs (12 nts in 3’ end) thus 

forming an intermediate referred as argo2-cleaved precursor miR (ac-pre-miR).127  

The final stage of miR biogenesis involves an RNA-induced silencing complex (RISC) that 

contains Argonaute (Ago2), Dicer, and TRBP. RISC preferentially binds to the mature/guide 

strand. The mature/guide strand generally is the one that has less stable base-paired 5-prime end 

in the miR/miR* duplex.112 The other strand (passenger/anti-sense strand, miR*) is preferentially 

released and degraded. However, many miR* strands are being found to be well-conserved and 

demonstrate regulatory capacity.128,129 Most mammalian miRs from miR-RISC bind imperfectly 

to 3’ untranslated region (3’-UTR) of their target mRNA. As a result, the target mRNAs are 

transnationally repressed, deadenylated, or degraded.14 Most plant miRs were found to target either 

the coding regions or 3’-UTRs of mRNA through nearly perfect base-pairing, therefore activating 
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the endonuclease activity of RISC to cleave and further degrade mRNA.130–132 

 
Figure 1.3 MicroRNA biogenesis.112 Large pri-miRs are transcribed from miR genes, then processed in the nucleus 
by Drosha and DGCR8 into ~70-nucleotides pre-miR. A non-canonical pathway reveals some pre-miRs are produced 
from short introns (mirtrons) via splicing and debranching. Pre-miRs are transported to the cytoplasm by Exportin-5. 
Then the pre-miRs are cleaved by Dicer with its co-factor TRBP to produce the mature miR/miR* duplex (~ 22 base-
pairs). An additional pre-miR processing step is observed in mammals where argonaute 2 (AGO2) supports Dicer to 
cleave the pre-miR thus forming an intermediate (ac-pre-miR). The guide miR is preferentially loaded into Ago2-
containing RNA-induced silencing complex (RISC), whereas the anti-sense strand miR* is preferentially degraded. 
The guide strand (miR) in miR-RISC targets mRNA transcripts by base-paring interactions. The guide strand (miR) 
anneals to the target mRNA with either imperfect (in most animals) or nearly perfect base-paring (in most plants) 
resulting in either degradation, deadenylation, or transcriptional repression of target mRNA.  
 

1.2.2 Disease-associated microRNA patterns as model systems 

Often miR coordinately work in groups to control target gene expression in a cell- and 

tissue-specific manner.117,133–135 The temporal and spatial heterogeneities in miR expression 

patterns are related to diverse physiological processes and pathogenesis of diseases. Thus, miR 

patterns may someday become valuable biomarkers or therapeutic tools.16,20,21,136 However, as 

reported in a recent review article on miR analysis70, the available tools are insufficient to support 

research to understand miR biology and discover biomarkers. Thus, measuring the temporal and 

spatial expression changes of a cell’s, or tissue’s miR landscape will help (1) reveal miRs’ yet to 

be discovered regulatory functions, (2) distinguish cell subtypes based on differential miR profiles, 

(3) gain insight on miR-based cellular regulation pathways, and (4) one day diagnose the onset of 

disease. For these reasons, scientist need innovative molecular analysis tools to fulfill these 

research demands and enable unprecedented molecular analysis of cell and tissue specific miR 
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patterns.  

To develop such molecular tools, we selected two disease-associated miR patterns as model 

systems. For Chapter 2, I chose a group of three breast cancer relevant miRs: miR27a, miR96, and 

miR182 (Table 1.3). I picked these miRs because White and coworkers found that three over-

expressed miRs (miR27a, miR96, and miR182) coordinately work as a group to suppress the 

translation of Forkhead Box O1 (FOXO1) mRNA in MCF-7 breast cancer cells.117 White’s work 

exemplifies the literature precedence for the need to perform intracellular combinatorial 

miR analysis. 

 Another biologically relevant miR profile is that of hypoxia-regulated miRs 

(HRMs).111,116,137 Hypoxia is the deficiency of the oxygen content in a biotic environment.138 

Hypoxia evokes cellular responses to maintain and develop cells through the coordinated 

regulation of many genes.19,105,111,116 However, it is not fully understood how the expression 

profiles of HRM change to adapt to hypoxia, and consequently effect the synthesis of cellular 

proteins involved in proliferation and growth of the cell.139 HRMs are of interest for combinatorial 

miR analysis because there is much to be learned in regard to their biological roles and how they 

shape cell biology under hypoxic conditions. Therefore, a set of three hypoxia-regulated miRs 

were chosen for the second sensor design (Chapter 4). These miRs are hsa-miR-210-3p140, hsa-

miR-24-3p4, hsa-miR-27a-3p9 (Table 1.3). These miRs were selected because they were found to 

be over-expressed in MCF-7 breast cancer cells after being cultured in a hypoxic environment for 

approximately 24 hours.138  

 
 
Table 1.3 Sequences for disease-associated miRs of interest to design and test logic sensors. HSA (homo sapiens) is 
human-derived miR sequence. The 3p and 5p indicate the corresponding 3-prime and 5-prime ends of the double-
stranded miR duplex (miR/miR*).  

MicroRNA name Sequence (5’ to 3’) 

hsa-miRNA-182-5p (miR182) UUUGGCAAUGGUAGAACUCACACU 

hsa-miRNA-96-5p (miR96) UUUGGCACUAGCACAUUUUUGCU 

hsa-miRNA-27a-3p (miR27a) UUCACAGUGGCUAAGUUCCGC 

hsa-miRNA-210-3p (miR210) CUGUGCGUGUGACAGCGGCUGA 

hsa-miRNA-24-3p (miR24) UGGCUCAGUUCAGCAGGAACAG 

 

1.3 Cellular Imaging under Single- and Multi-Photon Light Sources 

 The two logic sensors I developed can work with both single-photon and multi-photon light 
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sources. Multi-photon light source has some unique advantages over single-photon sources in 

biological applications. Different from single-photon excitation, the multi-photon absorption or 

excitation process requires multiple photons to arrive at a molecule ‘simultaneously’ (within ~0.5 

fs). As such, multi-photon excitation only occurs at the focal point rather than in the entire 

excitation cone of light as is the case for single-photon excitation, therefore reducing out-of-focus 

background noise.75 The lower scattering arises from the fact that most multi-photon sources rely 

on near-infrared wavelengths (NIR 700–1 400 nm). Compared to single-photon microscopy, multi-

photon microscopy shows advantages including: (1) lower photodamage, (2) lower 

photobleaching, and (3) reduced light scattering resulting leading to lower background noise and 

deeper penetration into biological samples.141,142  

The future goal of my research is to apply in situ FRET-based logic gates for intracellular 

imaging of small ncRNAs with single- and multi-photon microscopy. Combining logic gates with 

imaging techniques will reveal expressional heterogeneities among cell populations in tissues and 

tissue mimics. In doing so the technology I contribute will help better understand small ncRNA 

biology in the future. 
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2.1 Abstract 

 DNA nano-assemblies have far-reaching implications for molecular computers. Boolean 

logic gates made from DNA respond to specific combinations of chemical or molecular inputs. In 

complex samples an assortment of other chemicals and molecules may interfere with the gate’s 

recognition and response mechanisms. For logic gates to accept an increasing number of inputs, 

while maintaining selectivity, their design must only respond when specific input combinations 

are available simultaneously. Here we present proof-of-principle for a fluorescent-based nano-

assembly logic gate for three inputs. Central to the gate’s design is a multi-hairpin motif that 

distinguishes it from other works in this area. The multi-hairpin motif facilitates a larger and 

increasing number of inputs and a place to generate FRET-based signal enhancement. We will 

show the nano-assembly logic gate worked in aqueous buffer and in crude MCF-7 cell lysate. We 

will demonstrate the gate’s selectivity against off-analyte cocktails. Finally, multi-hairpin motifs 

with different chemical and physical properties were evaluated to test their logic capabilities. 

Future work will demonstrate the gate’s ability to visually identify specific combinations of 

oligonucleotides called small non-coding RNAs (ncRNAs) in cells. This nano-assembly logic gate 

for small ncRNA has far reaching cellular computation and single-cell analysis applicability. The 

gate can be used for basic cellular analysis, computing and observing the unique molecular 

expression patterns in tumor microenvironments, and advancing the field of therapeutics.  

 

2.2 Introduction 

 Small non-coding RNAs (ncRNAs) include: (1) microRNAs, (2) small interfering RNAs, 

and (3) piwi-interacting RNAs. These RNA often work in groups to fine-tune protein translation 

of many genes.1 RNAseq and quantitative-real-time-polymerase chain reaction (qRT-PCR) have 

identified several small ncRNAs that are key at various stages of cell growth and in many 

diseases.2-4 However, to validate RNAseq data and advance the accuracy in regard to the biological 

role of small ncRNA groups, proper in situ analytical tools are needed to visualize these groups in 

cells and tissues.5,6 Furthermore, in situ analysis provides a method to distinguish the sub-cell types 

based on the specific small ncRNA profiles.7 To address those needs we present the proof-of 

principle nano-assembly logic gate that is selective for combinations of small ncRNAs. The logic 

gate here was designed to perform “AND” logic. The word “AND” means the gate’s output 

response will only occur when all three inputs are present.  
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 For this proof-of-principle study, microRNAs (miRs) were the selected analyte due to their 

discovery as a potential marker to understand and diagnose diseases. miRs are between 18 to 24 

nucleotides long.8-11 They typically work in unique groups to post-transcriptionally regulate 

messenger RNA (mRNA) transcripts.12-14 In general, miR regulates mRNA by interacting with 3′ 

untranslated regions (UTRs), ultimately prohibiting protein synthesis.15-18 In cancer, miRs become 

either over-expressed or under-expressed, showing a tumor- associated miR signature.19-22 Thus, 

miRs are emerging as a class of biomarkers to learn about the underlying mechanisms of cancer 

processes.23-26 They also hold potential for early detection and a gauge of the aggressiveness of 

cancers.27-31  

 Since miRs usually work in groups and in a cell-specific manner, logic analysis fulfills the 

need of responding to these groups because the gate will indicate if multiple miRs are present. As 

a cancer-relevant model system to design the nano-assembly logic gate around we chose the 

concerted regulation of the Forkhead Box O1 (FOXO1) transcription factor’s mRNA by three 

miRs.32 White and coworkers showed coordinate suppression of FOXO1 mRNA by miR27a, 

miR96, and miR182 in MCF-7 cells.33 FOXO1 belongs to the family of transcription factors (TFs) 

called FOXO.34,35 These TFs play critical roles in cell fate by regulating expression of many genes 

including those associated with differentiation and cell death.36,37  

 To date, there are several common miR profiling methods including qRT-PCR,38 

oligonucleotide microarrays,39,40 and northern blotting.41,42 Northern blot analysis is difficult for 

routine miR analysis due to low sensitivity, low throughput, and long analysis time.43 Many array 

and gel-based sensing methods fail to detect low expression levels of miRs because they are diluted 

when pooled for analysis. 43 Furthermore, these types of analysis involve extraction of the miR 

from the cell, which makes them susceptible to loss of detailed information of the location of miRs 

in cells and tissue. 43 In other words, the differences in miR expression may result from cell- to-

cell differences rather than differences within a single cell. Also, some studies of miR expression 

in cancer have reported a relatively poor correlation between the results from microarray- and 

qRT-PCR-based analysis. 44,45 In order to truly validate array and gel-based miR expression 

profiles, logic gates capable of in situ analysis are needed.  

 In situ sensors46,47 allow visual identification of where small ncRNA are located in cells, 

subcellular regions, and tissues. The predominate method for in situ analysis is fluorescent in situ 

hybridization (FISH). 48,49 However, FISH methods run the risk of washing away potentially 
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relevant miR due to the combination of low amounts of miRs and the need for copious rinsing 

steps. In situ sensors, such as single molecular beacons50-53 and others, 54-59 are based on the 

disruption of a quenching mechanism to increase the fluorescence intensity. However, it is easy to 

have misleading experimental results from false signal due to nuclease degradation of these sensors 

during cellular and tissue imaging. Many of these techniques (especially FISH probes) are limited 

by poor selectivity due to off-analyte interaction with endogenous mRNA, non-target miRs, and 

intermediates in the biosynthetic pathway. 60 Our group has addressed false signals from poor 

selectivity and sensor degradation by forcing Förster Resonance Energy Transfer interactions 

rather than disruption of a quenched state.61-63 However, none of these methods address 

simultaneous analysis of miR combinations.  

 Several groups work on computational DNA algorithmic self-assembly or displacement 

gates.64-70 Deiters71 and Song72 have applied logic gates for both one and two miR inputs. 

Weizmann has used programmable oligonucleotide probes for real-time miR21 imaging inside 

live cells through a cascade hybridization reaction.73 Deiters has demonstrated DNA computation 

with AND gates to detect both miR21 and miR122 or each one individually in live cells.71 Song 

has shown DNA Origami- based YES or AND gates, respectively for autonomous biosensing of 

either miR21 or miR195, or both miRs.72 However, Song’s DNA origami is not applicable to 

intracellular analysis.  

 To the best of our knowledge, current methods have yet to attempt gate designs that accept 

more than two miR inputs per sensor. However, to analyze the tens of miRs60 from each cell of a 

larger population, it is necessary to develop gates that can accept more than two inputs 

simultaneously. Such analysis is needed to achieve a statistically relevant understanding of the role 

miRs play in biology.60  

 Work by Deiters and others have forged the foundation from which we were able to build 

upon to advance logic gate technology. 71-73 We sought to address the need for logic gates that can 

accommodate more miR inputs. In addition, we designed the gate to generate Förster Resonance 

Energy Transfer (FRET) induced signal changes to alleviate false signal issues.61-63  

 Current gate designs use multiple short partially double- stranded sequences that have 

competitive miR recognition mechanisms. One way to increase the number of miRs is to increase 

the length of the DNA strands to accommodate more miRs. However, due to DNA’s natural 

tendency to form hairpins, this will likely be a challenge. Instead we chose to take advantage of 
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DNA’s flexibility to control the hairpin structures that are formed. By controlling the DNA’s 

secondary structure, we expect to enable logic gate technology that can accept more than two input 

miRs.  

 Here, we present proof-of-principle for a fluorescent-based molecular logic gate, termed a 

nano-assembly logic gate. The nano-assembly logic gate uses competitive hybridization 

mechanisms to recognize the miRs. Signal is generated through a FRET mechanism. We will 

demonstrate the gate’s selectivity against off-analyte cocktails and its performance in crude MCF-

7 cell lysate. Then the gate’s response to one, two, and three miR inputs will be discussed. Finally, 

a discussion of the gate’s predicted chemical and physical properties will reveal how to make 

improvements for future designs.   

  

 
Figure 2.1 Recognition and transduction mechanism of nano-assembly logic gate. The miR combination (I) interacts 
with the gate’s OFF state (II) to initiate competitive displacement (III) and complex assembly (IV) to bring reporters 
R96 and R182 together for a final ON state (V). The green and red circles represent the donor FAM, and the acceptor 
ATTO 633, respectively. VI shows the changes in the FRET dye’s emission spectra from the nano- assembly logic 
gate (NA-L3) with and without three miRs. Equimolar 100 nM solutions were excited with 75 mW of power at 935 
nm (N = 3).  
 
2.3 Experimental 

2.3.1 Instrumentation  

 All spectra were collected with a custom-built fluorimeter detailed in previous work.61-63 

All samples were excited with 75 mW (average power) at 935 nm from a MaiTai Ultrafast 

Titanium-Sapphire laser (Spectra Physics, Newport, 100 femtosecond (fs) pulses at a repetition 

rate of 80 MHz). Emission spectra were collected with an Acton Spectrometer (SP-2356) and 

Princeton Instruments electron-multiplied charge coupled device camera (512B-eXcelon3-

EMCCD). The spectrometer used a grating blazed at 500 nm with 300 grooves per mm. The 

detector used LightField software with the following parameters for acquisition: 2000 ms exposure 
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time, 1 exposure averaged per frame, 60 frames (collected to gauge instrumental error), full frame 

read-out mode, high Analog-to-Digital Conversion Gain (ADC), 100 MHz ADC speed, low noise 

ADC quality, and the CCD camera was thermoelectrically cooled to −70 °C to minimize dark 

noise.  

2.3.2 Oligonucleotides and Materials 

 Oligonucleotides were purchased from IDT (Integrated DNA Technologies, Inc., 

Coralville, Iowa, United States). Two reporters for L0 were biotin-labeled intended for future cell 

imaging applications. Organic dye modifications attached to all the reporters were chosen based 

on previous work.74 Working solution of oligonucleotides were prepared by diluting stock 

oligonucleotides solutions in a custom buffer that contained: 10 mM Tris buffer (pH 10), 2.5 mM 

MgCl2, and 0.005% Tween-20 in PBS at room temperature (about 25 °C), all were obtained from 

Fisher Scientific. The final pH of the buffer solution was approximately 8.  

 Oligonucleotide concentrations diluted to 2 µM were verified using a Nanodrop 

spectrometer (Thermo Scientific, ND-1000 UV-VIS spectrophotometer). The Nanodrop loses 

accuracy below a concentration of 2 µM. The oligonucleotides were hybridized at 37 °C. All of 

the experimental solutions contained oligonucleotides at a final concentration of 100 nM. The error 

bars in all figures represented the sample preparation errors.   

2.3.3 Oligonucleotides design  

 The nano-assembly logic gate was designed in Matlab. The Matlab program used Watson–

Crick type base pairing. A five-step design process was used and mapped out in Figure A1.1 In 

step one of the design process, the miR analyte sequences (miR27a, miR96, and miR182) were 

converted into DNA sequences. DNA was used for proof-of-principle tests because it is less 

susceptible to nuclease degradation than RNA. In step two, three probe strands P27a, P96, and 

P182 were designed to be fully complementary to miR27a, miR96, and miR182, respectively. In 

step three, potential cross-reactivity of miRs with non-corresponding probe strands was addressed 

by changing the Triple-A tails of P96 and P182 to Triple-T tails (tails highlighted in black). In step 

four, reporter strands (R96 and R182) were designed to be partially complementary to probe 

strands (P96 and P182). In step five, a linker strand (L) was designed to bind R96, R182, and 

miR27a.  

 The Matlab program produced hundreds to thousands of potential reporters and linker 

sequences. These candidate reporters and linkers had to go through a complicated filtration 
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process. The filtration process is thoroughly discussed in A1.1 This filtration process was 

evaluated based mainly on the estimated thermodynamic data.  

 Six linkers (L0–6), two reporters for L0, and two reporters for L1 to L5 were chosen for 

further tests. The sequences of these oligonucleotides are listed in the Tables A1.1–A1.3 and 

Tables A1.4–A1.8 compare the predicted thermodynamic data and formed hydrogen bonds 

amongst different sequences. Open-source software available on the DINAMelt Web Server75 was 

used to estimate all thermodynamic data. The various assumptions and details of DINAMelt have 

been addressed in another publication63 and A1.1.  

2.3.4 Crude cell lysate protocol  

 To obtain the crude MCF-7 cell lysate, a freeze–thaw cell lysate protocol was adapted from 

Doyle and co-workers.76 The MCF-7 cells were a gift from Dr. Emily Ho’s lab at Oregon State 

University. We cultured the MCF-7 cells in RPMI 1640 medium (GibcoTM) with 10% FBS 

(GibcoTM) and 1% of 100× Glutamax (GibcoTM). Cells were incubated under 5.0% CO2 at 37 

°C. The MCF-7 cells with a concentration off 3.3 × 106 cells per mL were lysed by 90 min 

incubation at 55 °C in 1× Tris-EDTA (TE) buffer with 0.5% Tween-20 (v/v) and 2% (w/v) Sodium 

Dodecyl Sulfate (SDS). Then, the lysate was stored at −20 °C. The TE buffer was obtained from 

Quality Biological Inc. and the SDS was from Avantor Performance Materials. The frozen lysate 

was thawed at room temperature prior to further oligonucleotides testing. Using the same 

hybridization methods discussed above, the oligonucleotides were pre-hybridized in aqueous 

solution, and then added into the crude lysate for further testing.  

 

2.4 Results and Discussion 

2.4.1 Recognition and transduction mechanism  

 We designed six nano-assembly logic gates (NA-L0 to NA-L5) to detect multiple miRs 

simultaneously. As will be revealed throughout the discussion, NA-L3 proved to have the best 

attributes and will be the focus of the results and discussion. For proof-of-principle we started with 

a gate that only responded to all three miRs: miR27a, miR96, and miR182 (Figure 2.1, I). The gate 

was designed and characterized for future two-photon fluorescence imaging in cells and tissue. 

Fluorescence can also be achieved with single-photon sources, making the gate applicable to both 

techniques.  

 The gate’s transduction mechanism relies on FRET enhancement of ATTO 633 (acceptor 
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dye) when FAM (donor dye) is stimulated. Response from the gate was indicated by the change in 

fluorescence signal from ATTO 633’s OFF to ON state (Figure 2.1, II–VI). To observe FRET 

enhancement from ATTO 633, 935 nm was found to be the best wavelength to selectively excite 

FAM (Figure A1.2). The maximum signal from FAM and ATTO 633 were seen at ∼520 nm (green 

channel) and 660 nm (red channel), respectively. To establish the extent of FRET enhancement a 

red to green signal intensity ratio (R/G ratio) was calculated.  

 Figure 2.1 (II) shows the nano-assembly logic gate’s OFF state structure consists of three 

independent parts. The first part is a miR96 selective reporter–probe complex (RP96). Reporter, 

R96, is labeled with FAM and is partially bound to a probe strand (P96). The second part is a 

miR182 selective reporter–probe complex (RP182). Reporter, R182, is labeled with ATTO 633 

and is partially bound to another probe strand (P182). Each reporter–probe complex is designed 

so the probe is more selective for the miR than the reporter. The third part of the gate is a linker 

strand (L) that contains a miR27a selective hybridization site (HS-27a) and two hairpin regions 

HR-96 and HR-182 that are selective for R96 and R182, respectively. HR-96 and HR-182 are 

located in the hairpin’s loop and part of the stem (see Table A1.1 for the binding sequences of L 

for miR27a, R96, and R182).  

 The gate’s recognition mechanism is comprised of five competitive strand displacement 

reactions (Figure 2.1, III and IV). Each strand displacement reaction is facilitated by toe-hold 

mediated branch migration. These five competitive reactions create five equilibriums. The purpose 

of these competitive based equilibriums is to impart selectivity for each miR and each reporter. 

Three equilibriums enable selective binding to each miR. Two equilibriums involve selective 

binding of the linker to each reporter. The competitive displacement reactions are achieved by 

over- coming the interactions between: (1) the two reporter–probe complexes, (2) the linker’s 3′ 

end and HS-27a, and (3) the two stem regions of L’s HR-96 and HR-182 (Figure 2.1, II–IV).  

 In order for the gate to work, miR96 and miR182 must dis- place R96 and R182 from their 

respective RP96 and RP182 complexes (Figure 2.1, III–IV). To displace the 3′ end of the linker, 

miR27a must bind with full complementarity to HS-27a (Figure 2.1, III). Once miR27a binds HS-

27a the linker partially opens so the reporters can access the hairpin regions to initiate binding 

(Figure 2.1, IV). In a mixture of just miR96 and miR182, R96 and R182 (which are conjugated to 

FAM and ATTO 633, respectively) will get displaced from their respective reporter–probe 

complexes. Once free, these reporters may bind to the linker and create a false signal. To avoid the 
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false signal, the green part of the linker’s HS-27a region was designed to keep the multi-hairpin 

structure intact.  

 In the ON state, the complex is assembled through the binding of miR27a, R96, and R182 

to the linker. Figure 2.1 (V) shows the complex assembly that brings two dyes within the FRET 

distance. Figure 2.1 (VI) shows that the signal from R96 decreased as R182’s signal increased 

when all 3 miRs are present. This result confirmed that the FRET-based transduction element was 

activated by 935 nm excitation of FAM to induce ATTO 633’s FRET enhancement. 

2.4.2 Performance of nano-assembly logic gate against off-analytes and in crude MCF-7 cell 

lysate  

 The selectivity of nano-assembly logic gate-L3 (NA-L3) was tested against an off-analyte 

cocktail in buffer. The off-analyte cocktail contained five miRs that were at an equivalent 

concentration as the gate. The five off-analytes were: mmu-miR29b-1- 5p, mmu-miR26a-2-3p, 

hsa-miR146a-3p, hsa-miR146a-5p, hsa-miR146b-5p. The off-analyte sequences are listed in Table 

A1.3. The sequence similarity between analytes and off-analytes ranged from 3/22 to 6/22 bases 

(or 13 to 27%).  

 Figure 2.2 (A) shows the results for the selectivity against the off-analyte cocktail. A 

positive control with all three analyte miRs added to NA-L3 gave an average R/G ratio of 0.3607 

± 0.0174 AU (arbitrary units). A blank control of NA-L3 without any miRs was used to establish 

the baseline R/G ratio. The baseline R/G was 0.0972 ± 0.0030 AU. Off-analytes had an average 

R/G ratio of 0.1005 ± 0.0006 AU for NA-L3. There was no statistical difference (p < 0.025) 

between the low R/G ratios from no analytes and off-analyte miRs. This result shows the gate had 

good selectivity against mismatched sequences with at least 27% similarity. Future work will 

evaluate gates with 90 to 96% (up to one base change out of 24) sequence similarity.  

 Figure 2.2 (B) demonstrated NA-L3 was able to differentiate OFF and ON states in crude 

MCF-7 cell lysate. In this case, to estab- lish the baseline R/G ratio a blank control in cell lysate 

only contained reporter–probe complexes. For a negative control no miR was added to NA-L3. 

For a positive control all three miRs were added to NA-L3. Blank control containing only reporter– 

probe complexes showed an average R/G ratio of 0.0582 ± 0.0007 AU. The no miR control for 

NA-L3 gave an average R/G ratio of 0.0775 ± 0.0023 AU. With all three miRs the average R/G 

ratio was 0.3045 ± 0.0085 AU. There was a statistically sig- nificant increase in signal (p < 0.025) 

from the no miR to all three miRs controls.  
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 The positive control in buffer and cell lysate both showed a R/G ratio that increased ∼3.5 

times compared to the respective negative or blank controls. The similar factor changes in R/G 

ratio of NA-L3 in aqueous buffer solution or crude cell lysate showed its robust performance.  

 

 
Figure 2.2 Performance of nano-assembly logic gate against off-analytes and in crude MCF-7 cell lysate. (A) Shows 
the nano-assembly logic gate-L3’s (NA-L3) ability to resist binding off-analytes (N = 3). The off-analyte cocktail 
included equivalent amounts of five miRs: mmu-miR29b-1-5p, mmu-miR26a-2- 3p, hsa-miR146a-3p, hsa-miR146a-
5p, hsa-miR146b-5p. (B) Shows NA-L3’s ability to differentiate between OFF and ON states in crude MCF-7 cell 
lysate (N = 3). The error bars are too small to see. The relative standard deviation ranges from 0.627% to 4.826%.  
 

2.4.3 Nano-assembly logic gate’s sensitivity in cell lysate  

 The sensitivity of nano-assembly logic gate-L3 (NA-L3) in crude MCF-7 cell lysate was 

determined from three independent calibration curves. The miR concentration was increased from 

0 to 100 nM in 25 nM steps. The sensitivity and limit of detection (LOD) from each calibration 

curve was then averaged. The sensitivity was 2.138 ± 0.098 × 10−3 AU per nM (N = 3). The LOD 

was 1.017 ± 0.236 nM (N = 3).  

 The logic gate’s LOD is at the upper end of the biologically relevant fM to nM range. To 

improve the detection limit, lower concentrations of the logic gate or longer integration times can 

be used.  

 Figure 2.3 shows the logic gate’s R/G ratio increased as the concentration of all three miRs 

increased. In a biological sample there will likely be disproportionate relative concentrations 

among the miR. However, this is not a problem, as the gate will respond to the lowest concentration 

miR in the combination. Such a gate will help determine whether the miR combination can be 

correlated to a change in protein synthesis when one of the miR concentrations is limiting. 

Furthermore, we envision combining multiple logic gates to create logic circuits that will reveal 

the disproportionate concentrations in more detail.  
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Figure 2.3 Nano-assembly logic gate-L3’s (NA-L3) average response from the addition of three analyte miRs (N = 
3). For each concentration, equivalent amounts of three miRs were added. The error bars were too small to see. The 
relative standard deviation ranged from 1.555 to 6.585%.  
 

2.4.4 Nano-assembly logic gate response  

 The R/G ratios for nano-assembly logic gates-L1 and -L3 (NA-L1 and NA-L3) when 

challenged with individual and multiple miRs are shown in Figure 2.4 (A) and (B), respectively. 

The only difference in NA-L1 and NA-L3 was the linker’s sequence (Table A1.1). A blank control 

established the baseline R/G ratio from NA-L1 and NA-L3 when no miR was present. The blank 

control consisted of the linker (L1 or L3), RP96, and RP182. The ability of each gate’s linker to 

resist unintentional binding between the reporter and linker in the absence of all three miRs was 

systematically tested by adding individual and combinations of two miRs.  

 For the blank control group, the R/G ratio from NA-L1 and NA-L3 were not statistically 

different (p < 0.025). A similar result between NA-L1 and NA-L3 was found for the addition of 

all three miRs. For the blank control group, the average R/G ratio from gates NA-L1 and NA-L3 

was 0.0975 ± 0.0039 AU. For the addition of all three miRs the average R/G ratio from NA-L1 

and NA-L3 was 0.3553 ± 0.0119 AU. Both NA-L1 and NA-L3 showed the largest changes in R/G 

ratio when all three miRs were added. Compared to the blank control group the addition of all 3 

miRs increased the R/G ratio by a factor of about 3.6 (p < 0.025).  

 The low R/G ratio was associated with the fact the dyes were calculated to be about 6.0 nm 

apart based on a FRET efficiency of about 27% and a Förster distance, R0, of 5.1 nm77 (A1.2). 

Future designs will evaluate the optimal FRET distance by changing the number of nucleotide 

bases in-between the reporter binding domains along the linker.  
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Figure 2.4 Nano-assembly logic gates’ (NA-L1 and NA-L3) response to one, two, and three miR inputs. (A) 
Demonstrated NA-L1 and NA-L3’s selectivity against single miR (N = 3). (B) Showed NA-L1 and NA-L3’s 
selectivity against combinations of two miRs (N = 3). Truth table shows expected output based on the inputs. The 
error bars are too small to see. The relative standard deviation ranges from 1.740% to 4.871%.  
 

 Addition of single and combinations of two miRs showed statistical increases in the R/G 

ratio from the blank control group. Tables 2.1 and 2.2 quantitated the percent change in R/G ratio 

caused by single and double miR additions. The following equation was used:  

																																																									%ΔR = 100	×	
𝑅+,-. − 𝑅0
𝑅1,-. − 𝑅0

																																																(𝐸𝑞	1) 

where R is the R/G ratio in general, RXmiR is the ratio for single or double miR addition, R0 is the 

ratio for no miRs added, and R3miR is the ratio for all three miRs added. False signals from each 

gate were considered relevant if they were larger than the limit of quantitation (LOQ). Each gate’s 

LOQ was defined as it’s average R0 value plus ten times its standard deviation.  

 
Table 2.1 Limit of Quantitation (LOQ) thresholds and percent ratio change from single miR additions  
 
 
 
 
 
 
 

Table 2.2 Limit of Quantitation (LOQ) thresholds and percent ratio change from double miR additions 
 

  

  

 

 

 NA-L1 NA-L3 
LOQ threshold 0.1249 AU 0.1259 AU 

miR182 4.5% 8.1% 

miR27a 2.1% 0.6% 
miR96 17.7% 13.5% 

 NA-L1 NA-L3 
LOQ Threshold 0.1249 AU 0.1259 AU 
miR27a/miR182 14.5% 19.0% 
miR27a/miR96 35.7% 20.4% 
miR96/miR182 43.9% 47.3% 
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 The percent change in R/G ratio listed in Table 2.1 for addition of miR27a to either NA-

L1 or NA-L3 was less than the LOQ. This meant miR27a did not cause any false signals. Although 

miR182 addition to NA-L1 had a 4.5% change in R/G ratio, the change did not rise above the LOQ 

threshold to con- tribute false signal. However, miR182 did cause false signals for NA-L3. 

Addition of single miR96 caused the largest percent change in R/G ratio and false signals for both 

gates.  

 In order to observe false signals from single miR additions, some of the reporters, R96 with 

FAM, and R182 with ATTO 633, must have been on the linker. Compared to controls, the emission 

spectra in Figure A1.3 showed the FAM signal went down and the ATTO 633 signal went up when 

only miR96 was added to gate NA-L1 and NA-L3. Similar spectra were observed for addition of 

miR182 to NA-L1 and NA-L3 (no data shown). These observations supported a situation where 

both reporters were on the linker even in the presence of just miR96 or miR182.  

 In the case of miR96 addition, the false signal result was interpreted to mean the displaced 

R96 bound HR-96 in the linker. Binding to the linker changed the overall energy of the structure 

in such a way it destabilized HR-182. With HR-182 destabilized the linker’s reporter binding 

domain was able to outcompete RP182 for R182. These events would have caused a fraction of 

R182 to bind the linker and cause enough of an increase in the R/G ratio to rise above the LOQ 

false signal threshold value. A similar event must have occurred - to a lesser extent - in the case of 

miR182 addition to the gates.  

 Although the hairpin region with the R182 binding domain was weaker than the hairpin 

region with the R96 binding domain, free R96 showed a larger percent change in R/G ratio. 

Thermodynamics between closed linker, reporter–probe complex, and linker–reporter complex 

helped explain why miR96 showed a larger change in R/G ratio than miR182 since they both 

released respective reporters.  

 Figure 2.5 shows RP96 to L3-R96 was exothermic, but RP182 to L3-R182 was 

endothermic. In other words, without miR182 to free the R182, it took energy to disrupt the RP182 

complex and form the L-R182 complex. The overall Gibbs energy of RP182 was less stable than 

the linker by about 0.6 kcal mol−1. Thus in the presence of miR96, R96 was freed and bound to the 

linker such that HR-182 was destabilized. R182 would rather compete with the destabilized HR-

182 stem for binding to L3 and reach a more stable energy with L3-R182 than remain in the linker 

hairpin or RP182 complex. On the other hand, the Gibbs energy of RP96 was more stable than the 
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linker hairpin by about 0.5 kcal mol−1, so R96 would rather stay in the RP96 complex than compete 

with HR-96 stem. Taking the Gibbs energies and enthalpic contributions into account helped 

explain why the addition of miR96 showed more false signals than that of miR182.  

 

 
Figure 2.5 Enthalpy diagram of reporter–probe complex to reporter–linker complex for L3.  
 

 From Figure 2.4 (A) and (B) and Tables 2.1 and 2.2, any combination of two miRs showed 

larger percent change in R/G ratio than the single miR additions. For the double miR additions, 

Table 2.2 revealed the largest percent change in R/G ratio was observed when miR96 and either 

miR27a or miR182 were added to the gates. The miR96 and miR182 combination showed the 

largest percent change in R/G ratio (about 45%) and thus the worst false signals for both NA-L1 

and NA-L3. This meant that in the absence of miR27a, L1 and L3 were able to bind the freed 

reporters. These results were expected based on results from single miR analysis any time one of 

the miRs freed its respective reporter.  

 There were many nuanced statistical similarities and differ- ences in the false signals 

between NA-L1 and NA-L3 from single and double miR additions. Most of the false signals from 

NA-L1 and NA-L3 were only different by 2 to 5 percentage points. The one relevant statistical 

difference between the two gates was the false signal when miR27a and miR96 were added to NA-

L1 and NA-L3. The false signal from NA-L3 was about 15 percentage points less than that of NA-

L1.  

 Although there were some false positives, the R/G ratio output from all three miRs were 

more than 2 to 3 times greater than that of single miRs and more than 1.5 times greater than that 

of the two miR combinations. The linker’s reporter binding domains did a reasonable job 

preventing binding of single reporters, and fair job resisting binding of two reporters.  
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 Although the gate was designed as a 3 miR input AND logic, it serves as AND logic for 

two or three miRs. Such a logic allows for differentiation of miR96 AND miR182 from miR96, 

miR182, AND miR27a. In some biological situations this information may be relevant. In this 

case, any of our previously developed NOT61–63 gates could be added to validate the absence of 

miR27a.  

 

2.4.5 Linker design considerations and attributes  

 Since the linker is a key part of the nano-assembly logic gate, its sequence plays a big role 

in the response to single and multiple analyte inputs. This section will discuss how the linker’s 

sequence and binding interactions alter its stability and ultimate functionality.  

 After the Matlab program and filtration process, six linkers (L0–L5) and four reporters 

(R96 and R182 for L0, R96 and R182 for L1–L5) were chosen for analysis. These six linkers and 

their corresponding reporters (R96 and R182), as well as the common probes (P96 and P182), 

formed six nano-assembly logic gates (NA-L0–5). A true three input AND gate should only 

increase the R/G ratio from baseline when all three inputs are present. The underlying hypothesis 

for the linker’s design was that HS-27a, HR-96, and HR-182 would keep the multi-hairpin 

structure intact until all three miRs were present. A secondary hypothesis was that the HS-27a 

would keep HR-96 and HR-182 intact to resist R96 and R182 from binding to the linker in the 

absence of miR27a.  

 Keeping the reporter binding domains’ sequence on L1–L5 constant we altered the HS-27a 

stem’s stability from −4.93 to −12.99 kcal mol-1 and from 22 to 33 hydrogen bonds. For HR-182, 

there were some nuanced differences between the stem’s sequence and thermodynamics amongst 

L1–L5. However, for HR-96 the stem’s sequence and thermodynamics were the same for L1–L5. 

A1. 3 and Table A1.5 contain a detailed comparison between linkers L1 to L5.  

 Figure A1.4 shows that all linker variants had false signals in the presence of just the two 

reporters. This result provided evidence that no level of stability in the HS-27a stem was able to 

keep the HR regions fully intact when both reporters were free from the probe.  

 In another linker design, L0, the hairpin region’s stems were very different and more 

thermodynamically stable than those of L1–L5. The sequences for the reporter binding domains 

were slightly different from those of L1–L5. The linker–reporter binding interactions were weaker 

for L0 than those for L1–L5. The HS-27a did have a similar stability to L4, and both were more 
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stable than any other linker. The A1.3 and in Table A1.5 contain a detailed comparison between 

linkers L0 and L1–L5.  

 L0 was an attractive choice because in thermodynamic pre- dictions for the binding of 

either one or both reporters to the linker; the processes were endothermic and had positive changes 

in Gibbs energy. An endothermic process with a positive change in Gibbs energy was expected to 

be unfavorable. Thus we expected the logic gate to stay in the OFF state if just two inputs were 

present. In a prediction with both reporters and the miR27a binding to L0, the process was 

exothermic and had a negative Gibbs energy. From this prediction the L0 was expected to generate 

signal. However, constant temperature, thermal cycling, and salt adjustment attempts to bind L0 

to both reporters and miR27a all failed.  

 L3, on the other hand, was predicted to have an endothermic process for addition of just 

R182 but an exothermic process with the addition of R96 or both R182 and R96. The addition of 

just one or both reporters showed a negative Gibbs energy. Negative Gibbs energies are indicative 

of favorable reaction conditions only limited by kinetics. The fact a statistically significant increase 

in the R/G ratio was observed when L3 was in the presence of R182 and R96 provides evidence 

the favorable reaction occurred.  

 The fact L0 did not show any change in R/G ratio suggests two probable situations: (1) the 

complex between the linker, reporters, and miR27a did not form or was incomplete and/or (2) the 

dyes were outside the FRET distance needed to see changes in donor and acceptor signal. As for 

L3, a R/G ratio below one indicates two probable situations: (1) the equilibrium to form a complex 

between the linker, reporters, and miR27a was incomplete, and (2) the dyes were within the FRET 

distance but far apart.  

 In a titration experiment the FRET ratio was monitored as increasing amounts of L3 were 

added to a constant amount of reporters and miR27a (data not shown). The FRET ratio stabilized 

when equimolar concentrations of linker, reporters, and miR27a were present. This result provided 

evidence that the R/G ratio of ∼0.35 corresponded to complete binding of linkers to reporters and 

miR27a. Future single molecule experiments will help determine if the observed intensity from 

each dye in the FRET pair was due to the FRET distance or due to an incomplete reaction.  

 Predicted chemical and physical boundary conditions were investigated to understand how 

a linker sequence should be designed so it would: (1) bind both reporters and miR27a, and (2) stay 

intact in the absence of any one of the miRs in a combination. To identify the chemical and physical 
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boundary conditions for a functional gate, the predicted thermodynamics, chemical interactions, 

and molecular structures of L0 were compared to L3. Figure 2.6 compares the molecular structures 

and thermodynamics of L0 to L3.  

 
Figure 2.6 Predicted multi-hairpin structures of (I) L0 and (II) L3 from “Quikfold” of DINAMelt Web Server. L3 
successfully sensed miR combinations due to its reasonable stability in the folded state and three stable stem parts (a, 
b, and c). Here, a, b, and c represented HR-182, HR-96, and HS-27a, respectively. The units for Gibbs free energy 
and enthalpy were kcal mol-1, and for entropy is cal (mol K) -1.  
 

 There are several other factors in addition to enthalpic, entropic, and toe-hold contributions 

that govern the linker’s ability to form a complex and display a signal change. These additional 

factors include: (1) branch migration, (2) gains in hydrogen bonds, (3) molar fraction of complex 

formed, and (4) homodimer thermodynamic values and structure probabilities. Table 2.3 compares 

some key boundary conditions for L0 and L3.  

 The predicted structure in Figure 2.6, thermodynamic analysis and discussion of Figure 

2.5, and molar fractions along with several experiments provided evidence that the multi-hairpin 

structure in Figure 2.1 likely formed. First, the fact that L0 did not work and L3 did not respond 

well to single miR inputs sup- ports the formation of a hairpin structure. Furthermore, the fact that 

presence of both reporters did not change L3’s signal by the full dynamic range, but adding miR27a 

did, supports a multi-modal structure. The observed signal changes were in agreement with the 

expected results if the structure depicted in Figure 2.1 formed.  
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Table 2.3 Key predicted chemical and physical boundary conditions defined by L0 and L3 

  

 Based on the fact R182 only bound to HR-182’s loop region in L0 and the lack of an 

observed change in R/G ratio suggested that there was no branch migration to open HR-182’s 

stem. The lack of branch migration coupled with thermodynamic stability of HR-182 meant either: 

(1) the reporter was unable to bind the loop region or (2) the reporter R182 partially bound HR-

182 but kept L0’s overall structure such that the two dyes were outside the FRET distance. If the 

dyes were outside the FRET distance, then no changes in donor and acceptor dye intensities would 

be observed. Either explanation was supported by the fact no changes in signal were observed for 

L0. There is literature precedence for the observed FRET changes to be sensitive to nano-assembly 

conformational (structural) states.78  

 In contrast, L3’s HR-182 had two nucleotides in the stem and several in the loop that bind 

R182. As for HR-96, four nucleotides in the stem bound R96. The two nucleotides in HR-182’s 

stem and the four in HR-96’s stem that facilitate branch migration must have been enough to open 

the HRs and bring the two dyes within the FRET distance to observe changes in the dyes’ signal. 

The fact that only two nucleotides bound R182 suggests the branch migration may not have been 

enough to open all the linker’s HR-182s. Thus the equilibrium had trouble to fully complex every 

R182. Alternatively, the incomplete branch migration may have permitted the R182 to bind HR-

182, but in such away the linkers structure did not open HR-182’s stem. This would force the dyes 

to be farther apart causing less FRET efficiency. Both incomplete reaction and large FRET 

distance account for the R/G ratio that was less than one.  

 Gains in hydrogen bonds are fundamental to the thermodynamics that drive strand 

displacement mechanisms. There were far fewer hydrogen bonds gained when the reporters for L0 

L0 L3 
R182 only bind loop of HR182, no branch migration to 
disrupt HR182’s stem 

R182 binds stem and loop in HR182, branch migration 
can disrupt HR182’s stem. 

  
dG(HR-182) = -4.18 kcal/mol dG(HR-182) = -1.92 kcal/mol 
dG(HR-96) = -6.98 kcal/mol dG(HR-96) = -3.3 kcal/mol 
dG(L) = -24.35 kcal/mol dG(L) = -12.13 kcal/mol 
dG(R96,R182) = -17.9 kcal/mol dG(R96,R182) = -23.8 kcal/mol 
ddG(L to LR96R182) = +6.45  kcal/mol (not favorable) ddG(L to LR96R182) = -11.67 kcal/mol (favorable) 
L to LR182 gain 7 H-bonds L to LR182 gain 17 H-Bonds 
L to LR96 gain 6 H-Bonds L to LR96 gain 15 H-Bonds 
  
High probability for a homodimer  Low probability for a homodimer  
Homodimer more stable than hairpin by 12.15 kcal/mol Homodimer less stable than hairpin by 2.35 kcal/mol 
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bound their respective domains in the hairpin region compared to hydrogen bonds gained for L3. 

L0 only gained 7 hydro- gen bonds compared to the 17 gained by L3 when R182 disrupted HR-

182’s stem to complex the linker’s reporter binding domain. As for the R96 binding domain in L0, 

only 6 hydrogen bonds were gained compared to 15 gained by L3 when R96 bound HR-96. Pi-

stacking interactions are also fundamental to strand displacement thermodynamic driving forces. 

As expected from the discussion on gains in hydrogen bonds, twice as many pi-stacking 

interactions were gained in L3 than L0 for both R96 and R182 interacting with their respective 

reporter binding domains. The low number of hydrogen bonds and pi-stacking interactions gained 

by L0 compared to L3 supported the idea that the branch migration and strand displacement was 

limited in L0. As a result, the linker–reporter complexes needed to observe FRET did not form in 

L0.  

 The molar fraction of complex formed between each linker (L0 and L3), both reporters, 

and miR27a was predicted by concatenating the R96, R182, and miR27a sequences in silico. L3 

was predicted to form 100% (Figure A1.5 I), but L0 was only predicted to form 2.82% at 37 °C 

(Figure A1.6 I). Experimental results showed that L0 failed to respond to R96, R182, and miR27a, 

but L3 succeeded. Thus, the method of predicted molar fraction was a good metric to gauge if a 

complex would form or not.  

 Typically, homodimers are not predicted to form between single DNA strands that can 

form hairpins. The basis for this assumption is that intramolecular interactions occur over shorter 

distances than intermolecular interactions. Thus, the hairpin will form prior to the homodimer.63 

However, L0 was predicted to form with an equivalent probability as the hairpin. Furthermore, the 

Gibbs energy of the homodimer was more stable than the hairpin by 12.15 kcal mol-1. Taken 

together these metrics predict a favorable probability and energy landscape to form homodimers. 

The reaction to disrupt L0’s homodimer and form a complex with both reporters and miR27a was 

endothermic and had a positive Gibbs energy. These thermodynamic values indicated that the 

complex formation was not favorable. A potential reason no change in signal was observed when 

the reporters and miR27a were added to L0 was the inability to disrupt the homodimer.  

 In contrast, L3’s probability to form a homodimer was less than the probability for a hairpin 

structure. In addition, the Gibbs energy to form a homodimer was less stable than the hairpin by 

2.35 kcal mol-1. Taken together these metrics predict a probability and energy landscape that was 

not favorable to form a homodimer. Even if a L3 homodimer did form, the change in energy to 
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form a complex between the linker, both reporters, and miR27a was exothermic and the Gibbs 

energy was less than zero. Thus, the thermodynamics were favorable to bind reporters and 

demonstrate signal change. Experimental evidence supported the signal from FRET pairs did 

change.  

  

2.5 Conclusion 

 The ability to use a multi-hairpin linker with reporter–probe complexes to serve as a nano-

assembly based molecular Boolean logic gate was demonstrated. The description “logic” means 

the gate is selective for a specific combination of short ncRNA. As a model system, three 

microRNAs were used as inputs for an AND Boolean logic gate. Differences in the gate’s OFF 

and ON states were seen in aqueous buffer and crude cell lysate. NA-L3 showed selectivity against 

off-analyte miRs. NA-L3 also showed a consistent 3.5 factor change in R/G ratio between the OFF 

and ON states in both buffer and crude cell lysate.  

 In aqueous buffers, slight issues with false signals from single and double analyte miR 

additions were seen. These issues will be resolved by fine-tuning the thermodynamics and types 

of base pairing in the various regions of the linker strand as well as the reporter–probe complexes. 

The gate in this work serves as an AND logic for two or three miRs. In some biological situations 

this information will be relevant.  

 Future work will involve optimization of current NA-L3 for only three miRs in breast 

cancer cell lines. In the next design the linker will be modified to incorporate attributes from 

L0 with those of L1–L5. FRET distances of reporters will be adjusted to improve the FRET 

efficiency. In addition to thermodynamic considerations, we will account for: number of sequences 

to support branch migration, the molar fraction, gains in hydrogen bonds and pi-stacking, and 

homodimer probability and thermodynamics.  

 For future cell imaging applications an internal standard dye on the multi-hairpin motif 

will be needed to observe differential expression of miRs in cells. We also envision 

combining logic gates to reach the goal of multiplexing the tens60 of miRs that describe biological 

processes. For example, two logic gates can create a circuit for six miRs. With an alternative 

transduction mechanism, a logic circuit made of three to four gates would permit detection of nine 

to twelve miRs. The development of this nano-assembly logic gate has great potential for far 

reaching single-cell applicability and other applications, including cellular computing, analysis of 
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biological microenvironments, and disease therapeutic analysis.  
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3.1 Abstract  

Nanoscale measurement systems known as molecular logic sensors respond to specific 

combinations of chemical or biological inputs. However, scaling-up the multiplex abilities of these 

sensors face challenges differentiating between an incomplete and a complete set of inputs. Here, 

we present on the development of a three-input AND logic sensor that was theoretically predicted 

to better differentiate input numbers by tuning the thermodynamics and moving hybridizing sites. 

Although the new designs were able to better resist binding two inputs, the response to three inputs 

was retarded. As a result, the ability to differentiate input numbers was not improved. Based on 

the theoretical and experimental data, we will reveal the limits in the accuracy of predictive tools. 

We found that the predictive tools on thermodynamic-related design metrics and structural stability 

must be collectively considered. Our findings provide a noteworthy improvement to the design 

process of logic sensors for measurement science. Furthermore, the results presented here will 

contribute to the nanoscale systems and structures as well as the selectivity phases of analytical 

operation. Finally, by providing design guidelines and highlighting pitfalls our work will advance 

the field of molecular logic nanoscale measurement systems in general. 

  

3.2 Introduction  

 Molecular sensors are emerging to compute specific patterns of biomolecules and carry out 

cellular computations1,2. One type of molecular sensors is known as DNA-based logic gates or 

circuits. Logic circuits combine one or more logic gate (e.g. AND, OR, and NOT) to interact with 

chemicals and biomolecules to perform various functions3–7. The Watson-Crick base pairing is 

central to the way DNA-based sensors maintain and alter their structure to recognize and respond 

to inputs.  

 Logic gates typically consist of gate strands and output strands8. The biomolecules of 

interest are the inputs. The gates are designed to be more complementary to the inputs than to the 

outputs9. The outputs can be labelled with fluorescent dyes to report on the occurrence of the 

biophysical interactions between the gates and the inputs. The inputs bind to the gates and displace 

the outputs through a toehold-initiated strand displacement reaction10–13. A toehold (around 3 to 6 

nucleotides long) is a DNA segment in a gate that recognizes the complementary nucleotides of 

an input.  

We are just beginning to learn how small RNA biomolecules work in groups to perform 
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biological functions14–19. Logic gates and circuits will play a central role to progress our 

understanding of how small RNA biomolecules shape biology. For example, molecular logic gates 

have great potential to assess a cell's small non-coding RNA signature. One type of small non-

coding RNA known as microRNA (miR) are around 22 nucleotides long20–22.  They are of interest 

due to the discovery of key roles in the maintenance of homeostasis and disease23–35.  

Recent activity around logic gates and circuits has focused on advancing design strategies 

and innovating designs for unique applications36–43. For instance, Seelig combined AND with OR 

gates to demonstrate a complex chemical circuit for sensing synthetic RNA inputs44. Li et al. 

presented three-input Majority logic gate and multiple-input logic circuit for sensing three 

synthetic DNA inputs (42 nts to 63 nts long) at ~20	℃.45 However such logic gates or circuits were 

not ready for intracellular analysis of small non-coding RNAs because (1) small non-coding RNAs 

have short sequences (e.g. microRNAs are ~22nts), (2) logic gates that function at ~20℃ doesn’t 

mean they can work as 37 	℃ (the biological temperature), and (3) Li’s logic devices were 

susceptible to false-positive signals from nuclease degradation during biological study since their 

design relied on the disruption of fluoreohore-quencher pair as the transduction mechanism. In 

addition, many published DNA-based logic gates or circuits either rely on several different output 

signals to perform multiplex analysis, or rely on single-output signal to compute output from one 

or two inputs46–52. Single-output sensors capable of recognizing multiple inputs will benefit cell-

based analysis due to the noisy molecular environment of cells and cell lysates. 

Designing DNA-based logic gates or circuits is challenging due to the lack of a solid and 

complete design process. Dirks53 et al. established several criteria for designing nucleic acid 

sequences to adopt desired secondary structures, such as energy minimization. Later, Dirks 

established an algorithm for analyzing strand complex formation from the thermodynamic and 

equilibrium properties of interacting nucleic-acid strands54. Building upon this foundational work, 

synthesizing the data generated from these thermodynamic, structural, and equilibrium algorithms 

will help advance the development of DNA- and logic-based sensors. 

Our previous work on a three-input nano-assembly AND logic gate (NALG) demonstrated 

the ability to generate a single-output signal from three inputs55. The single-output signaling 

mechanism relied on Forster Resonance Energy Transfer (FRET) enhancement. One unresolved 

issue with NALG was a noticeable FRET enhancement from only two inputs. NALG’s signal 

response to both two and three inputs are not ideal for cases where a signature expression of two 
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miR inputs versus three miR inputs is related to different cellular processes or diseases.  

In this paper, we focus on the theoretical and experimental functionality of a multi-hairpin 

motif in the presence of two (R96 and R182) or three inputs (R96, R182, and miR27a). The purpose 

of our study is to address the issue of DNA-based sensors not strictly responding to the desired 

number of inputs. We will discuss the gap between the theoretical predictions and the experimental 

results in terms of the motifs’ biophysical interactions, structural change, and signal response in 

the presence of two or three inputs. We will discuss the accuracy and limits of two open-source 

web servers (DINAMelt56,57 and NUPACK58) for theoretical prediction. We will outline the key 

predictive metrics and summarize their boundary values. Our findings provide noteworthy 

improvement to the design process to achieve better multiplexing abilities for molecular logic 

sensors.  

 

3.3 Experimental 

3.3.1 Instrumentation 

 All spectra were collected with a custom-built fluorimeter detailed in previous 

work39,40,52,59. Briefly, a MaiTai Ultrafast Titanium-Sapphire laser (Spectra Physics, Newport, 100 

femtosecond (fs) pulses at a repetition rate of 80 MHz) delivered source radiation to excite all 

samples with average power of 75 mW at 935 nm. Emission spectra were collected with an Acton 

Spectrometer (SP-2356) coupled to an electron-multiplied charge coupled device camera 

(Princeton Instruments, 512B-eXcelon3-EMCCD). The spectrometer had a 300 groove per mm 

grating blazed at 500 nm to collect the emission spectra. The data was acquired from the detector 

with LightField software. The following parameters were set in LightField: 2 000 ms exposure 

time, 1 exposure averaged per frame, 60 frames (collected to gauge instrumental error), full frame 

read-out mode, high Analog-to-Digital Conversion Gain (ADC), 100 MHz ADC speed, low noise 

ADC quality, and the EMCCD chip was thermoelectrically cooled to - 70 °C to minimize dark 

noise. 

3.3.2 Oligonucleotides and materials 

 All oligonucleotides were purchased from IDT and used as received (Integrated DNA 

Technologies, Inc., Coralville, Iowa, United States). All oligonucleotide sequences are listed in 

Table A2.1. The stock oligonucleotides solutions were diluted with a custom buffer at room 
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temperature55. The custom buffer solution with final pH of around 8 contained 0.005% Tween-20 

in PBS, 2.5 mM MgCl2, and 10 mM Tris, and all components were from Fisher Scientific. 

A stock solution of 20 µM oligonucleotides were diluted to 2 µM and verified with a 

Nanodrop spectrometer (Thermo Scientific, ND-1000 UV-VIS spectrophotometer). Then the 

diluted oligonucleotides were hybridized at 37 °C. All experimental solutions were prepared to 

contain a final concentration of 100 nM oligonucleotides.  
 

3.4 Results and discussion 

3.4.1 Design theory on biophysical properties and sensing mechanism of multi-hairpin motifs 

  Building upon our published multi-hairpin motif (Type 1 Motif, T1M55), we designed two 

new types referred as Type 2 and Type 3 Motif (T2M and T3M). T1Ms and T2Ms have two 

subtypes: T1M-1 and T1M-255 for T1Ms, and T2M-1 and T2M-2 for T2Ms. T3M has no subtypes.  

 As seen in Figure 3.1, all motif types conform to the general structures having two hairpin 

(HP) regions (red and green boxes), an internal loop (black curved line not boxed), and one double-

stranded (DS) region (blue box). DS region includes the 3-prime and 5-prime tails. The arrows on 

the motifs indicate the 3-prime ends. A HP region contains a loop and an internal double-stranded 

stem. 

 
Figure 3.1 The theoretical multi-hairpin structure of three motif types and different locations for the inputs’ 
complementary sequence in each motif type. The parts of the motif colored in red, green, and blue represent the 
complementary sequences for inputs R182, R96, or miR27a, respectively. Based on the predicted structure, motifs’ 
size and shape are drawn on a relative scale to each other. The arrows indicate the 3-prime ends of the motifs. Black 
short bars represent base pairs.  
 

The red boxed hairpin region is HP-182 containing the complementary sequence for R182. 

Similarly, the green boxed hairpin region is HP-96 and the blue boxed double-stranded region is 

DS-27a. HP-96 and DS-27a contain the complementary sequences for R96 and miR27a, 

General structure of a motif Type 1 Motif (T1M) Type 2 Motif (T2M) Type 3 Motif (T3M)

HP-182

HP-96

DS-27a5’
3’
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respectively. In Figure 3.1, the colored parts in each motif type highlight the locations of each 

inputs’ complementary sequence. 

 The motif undergoes both self- and directed- assembly of nucleic-acid strands to report on 

inputs55. In theory, the motif only responds to three inputs and exhibits a two-step structural 

change.55 First, miR27a must be present to bind DS-27a, thereby partially destabilizing the motif. 

Then the toehold in each loop enables the interaction with R182 and R96 through the 

corresponding HP-182 and HP-96. Reporters’ binding continues to disrupt HP regions’ stems 

through strand displacement, thereby changing motif’s structure.  

The 3-prime end of R96 is labeled with FAM as a donor. R182 were labeled with ATTO633 

at the 5-prime end. From previous work under two-photon conditions, we observed the largest 

FRET signal from ATTO633 when FAM was excited at 935 nm55. The maximum emission signal 

from FAM and ATTO 633 were seen at ∼520 nm (green channel) and 660 nm (red channel), 

respectively. The extent of FRET enhancement was assessed by a red to green intensity ratio (R/G 

ratio).  

The motif as a multi-hairpin is defined as the OFF state when the R/G ratio is low. The 

motif with three inputs is defined as the ON state and is expected to have a higher R/G ratio than 

the OFF state. We assessed each motifs’ differentiating-input-number ability by testing if motif 

stays in the OFF state when two inputs are present, and turns ON when three inputs are present. 

We created a quantitative index with Equation 1: 

          	Differentiating − Input − number	Index	(DIN	index) = 	 . H IJKLMNO

. H PJKLMNO
             Equation 1     

where (R/G)2-input and (R/G)3-input are R/G ratios of the motif in the presence of two and three inputs, 

respectively. A high DIN index indicates the motifs are able to precisely differentiate a specific 

number of inputs. To improve the DIN index, we can either try to decrease (R/G)2-input, or improve 

(R/G)3-input, or both. New motifs were predicted to have higher DIN indexes than T1Ms through 

the evaluation of (1) the inputs’ complementary sequence location, (2) the number of Hydrogen-

bonds (H-bonds), and (3) the molarity percentage of complex formed after reaction with either two 

or three inputs (see detail in the discussion below). 

 We hypothesized that modifying the location of each input’s complementary sequence in 

the motif would affect the motif’s biophysical interactions with each input. As the motif interacts 

with a different number of inputs resulting in dissimilar structural changes and thus different R/G 
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ratios were expected. To test our hypothesis, we developed T2Ms and T3M. Figure 3.1 shows that 

all motif types had R96’s complementary sequence (green) in the loop and stem of HP-96. For 

T1Ms, around 84% (10 out of 12 nts) of R182’s complementary sequence (red) was in the loop of 

HP-182, as a toehold, and the rest in HP-182’s stem. In T2Ms, R182’s complementary sequence 

was only in the loop of HP-182. For T3M, half of R182’s complementary sequence was in the loop 

of HP-182, as a toehold, and half in HP-182’s stem. The complementary sequence for miR27a 

(blue) in T1Ms was located in the 5-prime tail of DS-27a and part of the internal loop. Both T2Ms 

and T3Ms had miR27a’s complementary sequence in part of HP-182 stem, part of the internal loop, 

and the 5-prime tail of DS-27a.  

 T2Ms were expected to experience less overall structural changes than T1Ms after 

interacting with two reporters, thereby a lower R/G ratio. There were two reasons for such 

expectations: first, when T2Ms react with two reporters only the stem of HP-96 was expected to 

be disrupted; second, in T2Ms the R182 complementary sequence was confined to HP-182 loop. 

Thus, R182’s interaction with T2Ms would only occur in the loop thereby keeping HP-182 stem 

intact. Compared to T1Ms, the T3Ms were expected to have a harder time interacting with R182 

due to a smaller exposed interacting area from (1) a shorter toehold and (2) a smaller HP-182 loop. 

As a result, we expected T3M to have a lower R/G ratio in the presence of two inputs than T1Ms.  

In the presence of three inputs, miR27a’s interaction was expected to destabilize T2Ms’ 

and T3M’s structures more than T1Ms. After miR27a’s interacting and disrupting DS-27a, miR-

27a could continue to disrupt HP-182 stem in new motifs. Thus, we expected new motifs having 

a higher response to three inputs and a larger DIN index. 

Next, we considered the number of Hydrogen-bonds (H-bonds) in the motif as another 

design metric. We found more total H-bonds formed in the new motifs (Table A2.2 and appendix 

section A2.1). Since H-bonds add the thermodynamic stability, we expected more stability from 

the new motifs and thus better resistance to structural changes when the motifs interact with two 

inputs.  

Our previous molarity percentage analysis (DINAMelt) successfully predicted T1Ms 

would have a higher R/G ratio for three inputs than for two inputs54 (Figure 3.2). Thus, molarity 

percentage analysis was considered as another valuable predictive tool for motif design. A high 

molarity percentage suggested favorable complex formation. Figure 3.2 shows the predicted 

molarity percentage of each motif type forming complexes with two (Rs) or three (Rs+miR27a) 
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inputs. The inputs had to be concatenated because DINAMelt only analyzes two strands 

interacting. More detail about concatenating the inputs can be found in the appendix section A2.2. 

 
Figure 3.2 The DINAMelt molarity percentage analysis of three motif types bound to either the in silico concatenated 
two reporters (Rs, blue dots) or two reporters and miR27a (Rs+miR27a, orange dots). (A) At 37 ºC, T1M-2 was 
predicted to form a complex with both Rs and Rs+miR27a. (B) T2M-1 and (C) T3M were predicted to form a 
negligible amount of complex with two reporters, but would form a complex with three inputs at 37 ºC. 
 

At 37 ºC, the molarity percentage analysis suggested that T2Ms and T3M would form less 

stable complexes with two inputs compared to T1Ms (Blue dots in Figure 3.2). Figure 3.2A shows 

that T1M-2 was predicted to form 22% complexes with Rs. However, T2Ms and T3M were 

predicted to form only 0.3% complex with Rs (Figures 3.2B and 3.2C). All motif types were 

estimated to complex 100% with Rs+miR27a (orange dots in Figure 3.2). These predictions 

indicated that the new motifs would form stable complexes with three inputs but not with two 

inputs. Therefore, the predicted molarity percentage results supported our hypothesis that changing 

the inputs’ complementary sequence locations in new motif types would improve motif’s 

differentiating-input-number ability.  

3.4.2 Experimental results of motif response and ability to differentiate input number 

 We compared the three motifs types’ ability to stay OFF in the presence of two inputs, and 

turn ON with the addition of three inputs based on the experimental R/G ratios. 10% Native 

polyacrylamide gel electrophoresis (PAGE) confirms motifs form complex with two and three 

inputs (see appendix Figure A2.1). A more sensitive fluorescence analysis was carried out and 

presents results in Figure 3.3. To establish a baseline R/G ratio and have a control for the OFF 

state, we measured a solution with an equivalent amount of uncomplexed R96 and R182 (black 

line in Figure 3.3). The baseline R/G ratio was 0.090 ± 0.001 AU (N=3) and used to inform if 

adding two inputs to the motifs would cause undesired responses.  

Figure 3.3A shows compared to the baseline R/G ratio, adding R96 and R182 to T1Ms, 

T2Ms, and T3M increased the average R/G ratios by factors of about 2.7, 1.8, and 1.8, respectively 
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(relative standard deviations ranging from 1.1 to 2.5%, p < 0.025).  The smaller change in R/G 

ratio for T2Ms and T3Mt than T1Ms was evidence that the new motifs mitigated undesired 

responses from two inputs. 

 

Figure 3.3 Signal change and differentiating-input-number index from three motif types. The motifs’ signal change 
in the presence of two inputs of R96 and R182 (N=3, A) and three inputs of R96, R182, and miR27s (N=3, B)). (C) 
The differentiating-input-number (DIN) index of three inputs against two inputs for each motif (N=3). In some graphs 
the error bars are too small to be seen. 
 
 To establish the ON state signal ratio, we measured the R/G ratio of each motif type after 

adding three inputs. Figure 3.3B shows that in the presence of three inputs, the average R/G ratios 

of T1Ms, T2Ms, and T3Ms increased respectively by factors of about 4.6, 2.3, and 3.0 compared 

to the baseline R/G ratio (relative standard deviations ranged from 1.1 to 2.3%, p < 0.025). The 

new motifs’ smaller R/G ratios upon adding three inputs suggested that new motifs were not as 

responsive as T1Ms to three inputs.  

To evaluate motifs’ response towards three versus two inputs, we calculated a 

differentiating-input-number index (DIN index) from the data in Figure 3.3A and 3.3B. We plotted 

the DIN index in Figure 3.3C and found no statistical difference in the DIN index among T1Ms, 

T2M-1, and T3M (p < 0.025). As seen in Figure 3.3, even though new motif types’ response toward 

two inputs was lower than T1Ms, their response to three inputs were not as high as T1Ms. As a 

result, all motifs showed similar DIN index, except T2M-2, in disagreement with the theoretical 

prediction.  

3.4.3 The relationship between the experimental results and theoretical prediction  

The lower R/G ratio from the new motif types in the presence of two reporters met the 

theoretical prediction. However, the new motifs reduced signal change towards three inputs and 

comparable DIN index disagreed with the theoretical prediction.  

The fact that the smaller R/G ratio from new motifs reacting with two reporters implies 

that a complex between the new motifs and two reporters was harder to form than predicted. 
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However, the same can be applied to three inputs, in disagreement with predictions. To further 

study the gap between the experimental results and theoretical prediction, we considered other 

predictive thermodynamic-related metrics including: (1) the number of H-bonds, (2) the 

thermodynamic values (Gibbs energy and melting point) of the motif as either a multi-hairpin or 

homodimer, and (3) the change in Gibbs energy from the reaction of the motif with two or three 

inputs. These predicted data from the thermodynamic-related metrics suggested the critical role 

the homodimer plays to diminish the new motifs’ response to inputs.  

The effect of H-bonds on the motif stability was discussed in the previous section and in 

appendix section A2.1. Due to the increased number of H-bonds formed in the motif stems, new 

motifs were predicted to be more structurally stable than T1Ms. As expected, there was a decrease 

in the motif’s response to two inputs. However, we did not expect the increased stability would 

affect motif’s interaction with three inputs. Instead, we expected the presence of three inputs to 

destabilize the motifs through the collective interactions between each input and its corresponding 

binding locations. In particular, the miR27a’s complementary sequence was strategically placed 

to destabilize the whole motif upon miR27a binding and overcome the increased stability. The 

decreased signal suggested that a small increase in H-bonds likely contributed a lot to the structural 

stability of the new motifs leading to lower accessibility to either two or three inputs. Other reasons 

for the low signal change might be explained by the stability difference between the multi-hairpins 

and homodimers of each motif. Such stability difference was evaluated from the predictive 

analysis of the molarity percentage and thermodynamic values.   

The molarity percentage analysis from DINAMelt suggested that the new motif types 

would be better at differentiating input numbers than T1Ms (Figure 3.2). However, the prediction 

from the molarity percentage analysis did not exactly match with the experimental results (see 

Figure 3.2 and 3.3). The experimental result shows T2Ms’ and T3M’s R/G ratio to three inputs 

was statistically lower (p < 0.025) than T1Ms (Figure 3.3B). However, the molarity percentage 

analysis predicted that all motif types would form complex with three inputs. The disagreement 

likely resulted from the limitations of DINAMelt. As discussed earlier, the sequence of multiple 

oligonucleotide-inputs had to be concatenated in silico (appendix section A2.2) to predict the 

molarity percentage of a motif form a complex with multiple inputs. Such treatment overestimated 

the cumulative number of H-bonds and pi-stacking resulting in falsely estimating the stability of 
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formed complex. Therefore, this limitation was considered as one of the causes leading to the 

inaccurate molarity percentage prediction.  

Another predicative online tool, NUPACK, its molarity percentage prediction of motif-

inputs complexes agreed better with the experiment (Table 3.1). NUPACK allows the analysis of 

more than two oligonucleotides. The predicted molarity percentages from NUPACK were much 

smaller than from DINAMelt. The data shown in the Table 3.1 suggests that the molarity 

percentage predicted from NUPACK mostly agrees with the motifs’ signal response to inputs 

(Figure 3.3). For example, the higher predicted molarity percentage of T1M with R96-R182-

miR27a (5.3 - 5.4%) than R96-R182 (0.15 - 0.65%) matched with the experimental results that 

T1Ms responded more to three inputs than to two inputs. The lower predicted molarity percentage 

of new motif-two inputs complex agreed with the experimental results that new motifs responded 

less to two reporters than T1Ms. However, the highest molarity percentage of (T2M-1)-R96-R182-

miR27a (5.9%) did not agree with T2M-1’s lower R/G ratio for three inputs demonstrating the gap 

between the theoretical and experimental results.   
 

Table 3.1 NUPACK molarity percentage analysis of three motif types forming complex with either two reporters or 
two reporters and miR27a.  

Complex  Motif-R96-R182 Motif-R96-R182-miR27a 
T1M-1 0.65% 5.4% 
T1M-2 0.15% 5.3% 
T2M-1 0.00% 5.9% 
T2M-2 0.00% 0.00% 
T3M 0.00% 0.36% 

* See A2.2 for details on the analysis. 
 

Although NUPACK’s prediction did not completely agree with the experimental results, 

we found that NUPACK was still better at predicting the molarity percentages between multiple 

oligonucleotides. The most likely reason was that both NUPACK and DINAMelt do not predict 

homodimers as part of molarity percentages analysis.  

The existence of the homodimers was another probable cause for the lower R/G ratio in 

the presence of either two or three inputs. If forming the homodimer was more favorable, then 

fewer multi-hairpin motifs would be available to perform molecular logic. The stabilities of a 

homodimer and a multi-hairpin were assessed through the Gibbs energy (ΔG) and melting 

temperature (Tm) prediction from DINAMelt. The predictive temperature was set at 37 ℃, the 

typical temperature for cellular analysis and for hybridizing the motif with the inputs (see SI 
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section 3). A structure was considered stable if (1) Tm was predicted to be higher than 37 ℃ and 

(2) ΔG was estimated to be negative.  

Table 3.2 shows that the Tm of T1Ms’s homodimers were below 37 °C and Tm of its multi-

hairpins were over 37 °C, thus we expected T1Ms would form multi-hairpins preferentially. 

Different from T1Ms, although new motifs’ multi-hairpins have Tm predicted higher than 37 °C, 

the Tm of their homodimers were also higher than 37 °C. These predicted Tm of new motifs 

suggests that new motifs formed an appreciable amount of both the homodimers and multi-hairpins 

thus existed as a mixture. 10% Native PAGE confirms more homodimers were formed in new 

motifs than in T1Ms (appendix Figure A2.1). Because of only considering the multi-hairpin 

formation, the predictive tools did not accurately predict the molarity percentage of the new motifs 

complexing with inputs.  
 

Table 3.2 The melting point of motifs as multi-hairpins or homodimers  
 Tm of motif  

as multi-hairpins (℃) 
Tm of motif  
as homodimers (℃) 

T1M-1 56.8 33.6 
T1M-2 58.7 36.6 
T2M-1 62.0 44.5 
T2M-2 63.9 50.3 
T3M 64.2 47.7 

 

Table 3.3 The Gibbs energy of motifs as multi-hairpins or homodimers 
 ΔG of motif as 

multi-hairpins  
ΔG of motif as 
homodimers  

T1M-1 -10.16 kcal/mol -8.70 kcal/mol 
T1M-2 -12.15 kcal/mol -9.80 kcal/mol 
T2M-1 -14.96 kcal/mol -16.40 kcal/mol 
T2M-2 -15.32 kcal/mol -21.70 kcal/mol 
T3M -16.37 kcal/mol -21.00 kcal/mol 

 

Table 3.3 shows that ΔG of T1Ms’ multi-hairpins were more negative than T1Ms’ 

homodimers by around 2 kcal/mol. In contrast, ΔG of new motifs’ homodimers were more 

negative than multi-hairpins by 0.6 to 6.38 kcal/mol. Table 3.3 shows that ΔG of new motifs’ 

homodimers were more negative than T1Ms’ homodimers by around 8 to 11 kcal/mol. Combining 

with the native PAGE results (appendix Figure A2.1), these predictions suggest that (1) T1Ms’ 

multi-hairpins were more favorably formed than T1Ms’ homodimers and (2) new motifs’ 

homodimers were more favorably formed than T1Ms’ homodimers. Therefore, T1Ms most likely 

existed with a majority of the motifs in multi-hairpin structure and were able to perform molecular 
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logic. The new motifs existed as a mixture of both homodimers and multi-hairpins and had more 

homodimers than T1Ms had. As seen experimentally (Figure 3.3, above), such a mixture would 

lower the ability of new motifs to respond to either two or three inputs. For example, T2M-2 with 

the highest Tm and most negative ΔG of homodimers showed the lowest R/G ratio to either two or 

three inputs. Such a conclusion is further supported by our previous work showing that 

homodimers between reporter hairpins lead to similar difficulties in having a functional sensor.52  

To further study how multi-hairpins and homodimers affect the motifs’ reaction 

favorability and R/G ratios, we predicted the (1) Gibbs energy (∆G) of the motif complexing with 

the concatenated two or three inputs, and (2) Gibbs energy change (ddG) of the motif reacting with 

the concatenated two or three inputs (Figure 3.4). Figure 3.4A shows that complexes formed by 

each motif bound to two reporters (motif-R96-R182) had similar negative ∆G around -23 kcal/mol. 

Each motif forming a complex with three inputs (motif-R96-R182-miR27a) were predicted to have 

a negative ∆G around -43 kcal/mol. The ∆G of each motif-R96-R182-miR27a was more negative 

than that of motif-R96-R182 by around -20 kcal/mol. The more negative ∆G of motif-R96-R182-

miR27a provide evidence to explain why all motifs had larger R/G ratios for three versus two 

inputs. 

 

Figure 3.4 Predicted Gibbs energy (∆G) and Gibbs energy change (ddG) of motifs complexing with inputs. (A) ∆G 
of motif complexing with concatenated two inputs (R96 and R182, gray triangle), and concatenated three inputs (R96, 
R182, and miR27a, red diamond). ddG from motif reacting with (B) R96 and R182, and (C) R96, R182, and miR27a. 
For (B) and (C), the blue points represent the motif starting in the homodimer. Similarly, the orange points represent 
the multi-hairpin. Since these are predicted values there are no error bars.   
 
 Figure 3.4B shows the ddG from the biophysical interaction of R96 and R182 with the 

motif as homodimers (Homodimer+two-inputs) and multi-hairpins (Hairpin+two-inputs). More 

negative ddG indicated a more favorable reaction. As seen in Figure 3.4B, two inputs reacting with 

T1Ms demonstrated more negative ddG than with the new motifs in either form (multi-hairpins or 

homodimers). The more positive ddG from new motifs’ homodimers reacting with two inputs 

indicated that Homodimer+two-inputs reaction was less favorable than the Hairpin+two-inputs 
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reaction. The existence of new motifs in the homodimers form (previous Tm and ΔG discussion) 

and the low favorability of new motifs’ homodimers reacting with two inputs are plausible reasons 

why the new motifs had a lower R/G ratio from two inputs compared to T1Ms. 

 Figure 3.4C shows the ddG from the reaction of R96, R182, and miR27a with a motif as 

homodimers (Homodimer+three-inputs) and multi-hairpins (Hairpin+three-inputs). T1Ms as 

either multi-hairpins or homodimers showed the most negative ddG (-31 kcal/mol) from reacting 

with three inputs thus suggesting the most reaction favorability. New motifs’ homodimers were 

predicted to have less favorability to react with three inputs than their multi-hairpins due to the 

more positive ddG. Among all new motifs, T2M-2 was estimated to be the least favorable to react 

with inputs since the most positive ddG of Homodimer+two-inputs and Homodimer+three-inputs 

reactions. Such prediction matched with T2M-2’s lowest R/G ratio from two or three inputs in 

Figure 3.3. Considering the discussed Tm, ∆G, and ddG, the reaction of the new motifs with either 

two or three inputs was predicted to be less favorable as seen experimentally the lower R/G 

ratio. These results show that the lower favorability of new motifs’ homodimers reacting with three 

inputs contributed to the observed lower R/G ratio. 

 From our analysis of the theory and experiment, we have learned it is critical to collectively 

consider the following design metrics in order to create functional molecular logic. Important 

design metrics for DNA-based sensors are: (1) the number of H-bonds formed in each hairpin and 

double-stranded regions, (2) NUPACK-based molarity percentage analysis, and (3) DINAMelt-

predicted thermodynamic-related parameters (Tm, ∆G, and ddG).  

 Since T1Ms’ had the largest R/G ratios and comparable DIN indexes to the new motifs, we 

established boundary values for the design metrics based on T1Ms’ predicted data. A boundary 

value for molarity percentage ratio (MPR) was 10 and calculated by dividing the NUPACK 

molarity percentage of T1M-R96-R182-miR27a by that of T1M-R96-R182 (Table 3.1). A motif 

with larger MPR (10) is expected to show a higher DIN index.  

For a motif preferentially forming multi-hairpins, homodimers’ Tm should be lower than 

37 °C and multi-hairpin’s Tm over 37 °C.  Based on the theory, T1Ms’ multi-hairpins were 

expected to form preferentially because the predicted Tm of homodimers were lower than multi-

hairpins; and the Gibbs energy of the multi-hairpins were averagely 2 kcal/mol more negative than 

homodimers (Table 3.3). Thus, a difference in ∆G of 2 kcal/mol was set as boundary value for 

predicting multi-hairpins and homodimers formation. ∆G of all motif-R96-R182-miR27a 



 
 

61 

complexes was found to be 20 kcal/mol more negative than motif-R96-R182 complexes, indicating 

the more stable motif-R96-R182-miR27a complexes (Figure 3.4A). Thus, in order to form a more 

stable motif-R96-R182-miR27a complex, the boundary value of ∆G difference was set at 20 

kcal/mol. ddG of T1Ms’ multi-hairpins reacting with three inputs was around 20 kcal/mol more 

negative than with two inputs (Figure 3.3B and 3.3C). Thus, the boundary value for the ddG 

difference was set to 20 kcal/mol. Although H-bonds were important for stability, the data was not 

conclusive to how many H-bonds lead to adequate stability, thus no boundary values were reported.  

 Here we summarize the predicted numerical values a molecular logic biosensor should 

satisfy to strictly function AND logic:  

(1) STUVWXYZ[\]^	_`a[bcde	f]bg]hd[i]		 _`dcjY1	chfkd\	g`_fa]l
STUVWXYZ[\]^	_`a[bcde	f]bg]hd[i]		 _`dcjYm	chfkd\	g`_fa]l

 > 10  

(2) Tm (Motif as homodimer) <37 °C < Tm (Motif as multi-hairpin)  

(3)  ∆G (Motif as multi-hairpin) − ∆G (Motif as homodimer) < -2 kcal/mol   

(4) ∆G (motif-3 inputs complex)	−	∆G (motif-2 inputs complex) < -20 kcal/mol  

(5) ddG (Multi-hairpin + three inputs reaction)	− ddG (Multi-hairpin + two inputs reaction) 

< -20 kcal/mol  

 
3.5 Conclusion 

 We expect our findings will contribute to filling the gap between theory and experiment. 

In doing so we expect to help guide and advance future single-/multi-hairpin-structure-based logic 

sensor design. Fully considering the structural and thermodynamic metrics helps to achieve more 

accurate interpretation of the estimated results and pushes forward the design process of nucleic-

acid-based logic sensors. However, trial and error is still required to fine-tune molecular logic’s 

nanostructural features and improve the DIN index. As the molecular logic field progresses, we 

envision an algorithm that can synthesize design metrics and boundary values established by this 

and other works. Such an algorithm will benefit future studies by identifying ideal predictive 

metrics to inform on design for DNA-based sensor.  

To understand the interplay between molecules in complex systems, molecular logic 

devices that operate strictly as designed for will be powerful tools. In this work, strict AND logic 

means only response to a certain number of inputs (here 3), but not to any other number of inputs 

(here 2). In the future, we plan to apply the multi-hairpin motif as a subunit to build larger nano-
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structures to accommodate even more biological inputs. More broadly, the design strategy and 

parameters will be vital to create other types of nanoscale logic systems (e.g. OR, NOR, and 

NAND). Future work will demonstrate the feasibility of our molecular logic sensor designs to 

work in cells to revolutionize the amount and accuracy of information gained to better understand 

biology in general. 
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4.1 Abstract 

 Two types of implicit measurement errors associated with intracellular multiplexing 

analysis of biomolecules are: (1) distinguishing between a complete and an incomplete 

combinations of biomolecules, and (2) difficulty in delivering equivalent amounts of each subunit 

from a sensing device into a biological system. To address these implicit measurement errors, we 

introduce an innovative DNA-based molecular logic nanosensor called an autowalk AND logic 

operator (AALO). Groups of small non-coding RNAs were selected as the model system to assess 

the sensing value of AALO. AALO is assembled to be a single-entity nanosensor in order to 

address the issue of unequal delivery of subunits. To better differentiate a complete from an 

incomplete combinations of biomolecules, AALO relies on a cascading toehold-initiated strand 

displacement reactions to inhibit recognition process until all analyte biomolecules are present. 

We will show how AALO’s design impacts the dynamic range, sensing ability, and differentiating-

input-number ability. The findings include: (1) nanomolar-range detection limit, (2) selectivity 

against off-analyte miRs with up to 95 % sequence similarity to analyte miRs, and (3) improved 

differentiating-input-number ability by 30 % compared to our previously published three-input 

logic design. 

 

4.2 Introduction 

	 Nucleic acids are regarded as natural building blocks that enable the construction of 

programmable logic devices1–10 for computing chemical and molecular patterns in a sample. An 

exciting area for intracellular molecular pattern analysis that biologists are becoming interested in 

are microRNAs11–15. MicroRNAs (miRs) are a class of small non-coding RNA with approximately 

22 nucleotides in length.16,17 Multiple miRs have been found to work in groups regulating gene 

expression transcriptionally and post-transcriptionally in both healthy and diseased cells.18–21 The 

fluctuations of miR expression levels and changes in miR patterns are observed numerous cellular 

processes, such as cell divisions and differentiation.20,22–25 The ability to track such change will 

help reveal the biological roles of miRs might play in these cellular processes. In this work, we are 

interested in a combination of miR27a, miR24, and miR210 as a model system. We chose these 

miR because their expression levels were found to be increased by two to four times in MCF-7 

cells after incubating in a hypoxic environment for 48 hours.26  

 In order to achieve multiplexed detection of unique miR combinations, a DNA-based logic 
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device capable of performing AND logic is desired. DNA-based logic devices recognize analtyes 

through predictable Watson-Crick base pairing interaction.27 AND logic sensors usually consists 

of a gate strand and an output strand. The gate strand is designed to be more complementary to 

inputs than to outputs.28 The recognition mechanism typically relies on toehold-mediated strand 

displacement reaction (TMSDR).29–33 Strand displacement is the process of a incoming strand 

displacing a pre-bound strand. A toehold is a short sequence (~ 3-6 nucleotides long) in the GS 

that initiates binding of the incoming strand.  

 In a majority of logic designs for imaging or measurement science, the gate strand is labeled 

with a quencher. The output strands typically are labeled with a fluorescent dye to indicate binding 

events.11 In the absence of inputs, output strands bind to the gate making the fluorophore close to 

quencher thus quenching the fluorescent signal. In the presence of inputs, a strand displacement 

reaction dislodges the output from the gate.34,35 As the output (with a fluorescent dye) moves away 

from the quencher  the fluorescent signal increases. However, logic devices relying on quencher-

fluorophore disruption as the transduction mechanism are susceptible to false signals in most 

biological study.36 False signals arise because endogenous nucleases in cells degrade the logic 

devices such that the fluorophore-quencher pair get separated causing the signal to increase37,38,36  

 Another limitation of current logic devices is the low input-to-output ratio. To the best of 

our knowledge, most logic devices have low input-to-output ratio ranging from one-to-one to two-

to-one.39,40 Logic devices with higher input-to-output ratio is desired in order to improve the 

sensing capability to detect more inputs.  

 Our previous work presented a nano-assembly logic gate (NALG) that responded to three 

miR inputs with signal transduced through the Forster Resonance Energy Transfer (FRET).41,42 

However, NALG showed a noticeable signal response towards two miR inputs, thus lowering 

NALG’s ability to accurately differentiate input numbers. Furthermore, the design of NALG 

comprised of three parts made it difficult to deliver the gate as a whole to cell or tissue samples.  

 Here, we demonstrate proof-of-principle for an innovative AND logic device called 

autowalk AND logic operator (AALO) that respond to three inputs: miR27a, miR24, and miR210. 

To sense this specific miR combination, AALO relies on a cascading toehold-mediated strand 

displacement reaction to generate an increased acceptor intensity. We will present on the 

sensitivity, selectivity, differentiating-input-number ability analysis of AALO, as well as the 

preliminary cellular imaging of AALO in HEK 293T cells. 
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4.3 Materials and Methods 

4.3.1 Instrumentation for spectroscopy setup  

 The fluorescence spectra were collected with a custom-built fluorimeter described 

previously.46 Two laser sources excited the samples: (1) a Titanium:Sapphire  and (2) an Argon-

ion laser. When applying the Titanium:Sapphire laser, samples were excited at 935 nm with an 

average power of 75 mW. We previously found this wavelength to give the highest FRET 

enhancement.42 When applying the Argon-ion laser, samples were excited at 488 nm with average 

power of 0.100 𝜇W. Emission spectra were collected with an Acton spectrometer (SP-2356, 

Princeton Instruments) paired with an electron-multiplied charge coupled device camera (512B-

eXcelon3-EMCCD, Princeton Instruments). LightField software was used to acquire the emission 

spectra. The parameters used in the LightField were shown in the appendix A3.1. 

4.3.2 Oligonucleotides and materials  

 All oligonucleotides were purchased from IDT (Integrated DNA Technologies, Inc., 

United States). The miR sequences were converted to DNA analogues because DNA is more stable 

against nuclease degradation. All oligonucleotides were diluted in a custom buffer (see appendix 

A3.2) and then hybridized at 37 °C. The design process of autowalk AND logic operator design 

process was shown in the appendix A3.3. the selection process of blocking strand was shown in 

A3.4 of the appendix. The experimental process of assembling autowalk AND logic operator was 

shown in the appendix A3.5.  

4.3.3 Sensitivity study in crude MCF-7 cell lysate  

 A freeze–thaw protocol to lyse MCF-7 cells was adapted from Doyle et al.43 and described 

in our previous publication.42 To test the sensitiviey of AALO, aliquots of pre-assembled AALOs 

were added to micro-centrifuge tubes containing increasing amounts of all three analyte miRs in 

the crude MCF-7 cell lysate (1.2 × 107 cells/mL). Each tube was prepared to contain a final AALO 

concentration of 100 nM and all three miR analyte concentrations ranged from 0–100 nM.  

4.3.4 Sequence similarities between analyte and off-analyte miRs  

 An online miR database (miRBase57-59) found off-analyte miRs (miR-27b-3p, miR-6804-

5p, and miR-4921-5p) that respectively correspond with analyte inputs miR27a, miR210, and 

miR24. The approach to search for off-analyte miRs in miRBase was described in the appendix 

A3.6. The sequence similarity of off-analytes against analytes ranged from 41% to 95% (Table 

4.1). As seen in the Table 4.1 the similar sequences are highlighted in red. We used those to count 
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the number of similar bases between analyte and off analyte. We then divided the number of 

similar bases by total number of bases in the strand to calculate the sequence similarity. 

 
Table 4.1 The off-analyte miR sequences and their sequence similarity to the given analyte miRs. The nucleotides in 
red are mismatched nucleotides compared to the given analyte miR sequence.  

Off-analyte name Off-analyte miR sequences Sequence similarity to analyte miRs 

miR-6804-5p 5’-TGAGGGTGTCAGCAGGTGACG-3’ 10/22= 45% similar to miR210 

miR-4921-5p  5’-TTCAGCAGGAACAGCT-3’ 14/22= 64% similar to miR24 

miR-27b-3p 5’-TTCACAGTGGCTAAGTTCTGC-3’ 20/21= 95% similar to miR7a 

  

4.3.5 Cellular imaging of autowalk AND logic operator 

 HEK 293T cells were a generous gift from Dr. Siva Kolluri’s lab at Oregon State University. 

A nucleofactor (Lonza) transfected the HEK 293T cells with the pre-hybridized forced “ON” 

AALOs (see A3.5 in the appendix for details on the nucleofaction process). The nucleofacted cells 

were fixed with 4% paraformaldehyde (Electron Microscopy Sciences) and imaged with an Axio 

Observer Z1 objective-type TIRF microscope (Zeiss). Details on the filter setting for the TIRF 

microscope are available in the appendix A3.5. 
 
4.4 Results and discussion 

4.4.1 Sensing mechanism of autowalk AND logic operator 

 Autowalk AND logic operator (AALO) is a single-entity nanosensor that consists of four 

single-stranded DNAs: one gate strand (GS), two reporters (R27a and R24) as output strands, and 

a blocking strand (BS). AALO can exist in either one of two states depending on where the two 

reporter strands bind along AALO’s gate strand: (1) “OFF” state and (2) “ON” state. In the absence 

of any miR inputs, two reporters can bind to either the 5’ end of GS leading to the donor-acceptor 

dye pair outside the FRET distance (low acceptor intensity), or the 3’ end of GS resulting in the 

dye pair within the FRET distance (high acceptor intensity).  

	 Since the two reporters can bind to either the 5’ or 3’ end of GS, we designed a blocking 

strand to keep AALO in the “OFF” state until all inputs are present. AALO’s signal change with 

and without a blocking strand was shown in the appendix A3.8. BSs with different sequences 

bound to GS can form loops in GS. The toeholds for R24 and R27a can be located in these loops 

thus their accessibilities were constrained.  

 Only the presence of all three miR inputs are able to change AALO from “OFF” state to 
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“ON” state through a five-step toehold-mediated strand displacement reaction (TMSDR). The 

cascading TMSDRs only expose one toehold per reaction and trigger the following strand 

displacement reaction, therefore preventing acceptor signal increase due to the presence of only 

one or two inputs. AALO is designed to have only one exposed toehold (miR27a’s toehold) that 

initiates the first TSMDR along the GS and subsequent displacement of R27a (Figure 4.1). First 

TSMDR not only frees R27a, but exposes miR24’s hidden toehold to mediate the second TSMDR 

with miR24. Analogously, the interaction of GS with miR24 displaces R24 and reveals miR210’s 

toehold to start the third TSMDR. After the third TSMDR from miR210’s binding, BS is partially 

displaced from the GS. Consequently, the constrained toehold for R24 is made accessible to R24 

to continue the fourth TSMDR. The fourth TSMDR allows R24 bind to the 3’ end of GS further 

displaces BS to make R27a’s toehold accessible for mediating R27a’s binding. R27a’s binding not 

only ultimately frees BS, but also brings the donor-acceptor dye pair within the FRET distance. 

Energy transfer from donor to the acceptor occurs when dyes are within the FRET distance leading 

to the increased acceptor intensity.  

 
Figure 4.1 Sensing mechanism of autowalk AND logic operator to recognize a miR combination (miR27a, miR24, 
and miR210). The mechanism relies on a five-step toehold-mediated strand displacement reaction (TMSDR). 
Toeholds are indicated in the black boxes. 
 
4.4.2 Signal metric determination to evaluate FRET event  

 To determine the signal metric to accurately evaluate FRET efficiency, we compared the 

donor and acceptor intensities from a two-reporter control, AALO’s “OFF” and “ON” state. We 

established a control (Rs) containing the equivalent amounts of R24 and R27a for the “OFF” state.  

Figure 4.2A shows the donor intensity from Rs was statistically lower than AALO’s “OFF” state 
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by a factor of around 0.8 (p < 0.001). There was no statistical difference between the acceptor 

intensity of Rs and AALO’s “OFF” (p < 0.025) in Figure 4.2B.  

 Comparing the donor intensities of Rs and “OFF”, we would conclude that FRET event 

occurred in Rs. However, the similar low acceptor intensity of Rs and “OFF” suggests that the 

FRET event did not occur in either Rs control or the “OFF” state. The conclusion based on acceptor 

intensity is considered reasonable and matches with our hypothesis that both donor and acceptor 

intensity of Rs and “OFF” were not statistically different. The hypothesis is made based on two 

facts: (1) R24 and R27a were mixed in Rs but there was no interaction between them to produce 

FRET, and (2) the donor and acceptor of the “OFF” were outside the FRET distance thus no FRET. 

In addition, the acceptor intensity was strictly controlled by the FRET distance, whereas the donor 

intensity can be influenced by many known and unknown factors, such as reporters’ self 

intercalation leading to donor fluorescence quenching. Thus, we focused on the acceptor intensity 

as signal metric for the more accurate assessment of the FRET event.   

 What’s more learned from Figure 4.2B is that the acceptor intensity of AALO’s “ON” state 

was approximately five times higher than the “OFF” (p < 0.001). The increased acceptor intensity 

of the “ON” indicated that AALO was capable of sensing the presence of three miR inputs and 

induce FRET enhancement. To quantitatively compare the recognizing capability of different 

AALOs, we defined a new metric ‘sensing window’ that is the acceptor intensity difference of 

each AALO in its “OFF” (without the presence of any miR) and “ON” (with the addition of all 

three miRs) state (Equation 1): 

																																								Sensing	window = 	 𝐼1	,-.st − 𝐼0	,-.st                                            Equation 1 

 Where 𝐼t  is the acceptor intensity in general, 			𝐼0	,-.s
t  and 𝐼1	,-.s

t  are the acceptor 

intensities for the addition of no miRs (0) and three miRs (3). In addition, we tested the effect of 

FRET distance and nucleotide types on FRET efficiency (details are in SI section A3.9). AALO 

with 7 adenine nucleotides as FRET distance showed the highest sensing window with ~70, 000 

counts (details are in Appendix Figure A3.3). Therefore, 7 adenine nts was used for AALO design. 
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Figure 4.2 Signal metric determination to evaluate FRET event. (A) The donor and (B) acceptor intensities of the 
control (Rs), AALO’s “OFF”, and “ON” states (N=3). The control consisted of R24 and R27a. 
 
4.4.3 Sensing ability and blocking strength study  

 As discribed in the previosu section, a blocking strand was able to keep AALO in the “OFF” 

state without any miRs and turn AALO “ON” in the presecne of all three miRs. However, we have 

found different AALOs showed the increased acceptor intensity not only in the presence of three 

miRs but also of two miRs (Figure 4.3). The only differences among these AALOs are the BSs 

with different sequences. Different BSs bound to GS resulted in the diverse toehold lengths and 

toehold locations for miR210 and two reporters (see details in Appendix Tables A3.7 and A3.8). 

In this whole section, the discussed toeholds for reporters are the ones located at binding sites for 

“ON” state, thus in the 3’ end of GS. We hypothesized that AALOs’ signal response to inputs were 

impacted greatly by the various toehold lengths and toehold locations.  

AALO’s sensing ability to three inputs was quantitatively evaluated by the dynamic range 

(DR). Dynamic range was gauaging the difference in AALO’s acceptor intensity before (“OFF”) 

and after (“ON”) adding three miR inputs. An AALO with a large DR indicated a high signal 

response toward three miR inputs. DR was calculated based on Equation 2:  

                                𝐷𝑦𝑛𝑎𝑚𝑖𝑐	𝑟𝑎𝑛𝑔𝑒	(𝐷𝑅) = 	
�I	�K��
� Y��	�K��

�

�I	�K��
�                                            Equation 2 

where 𝐼t, 𝐼0	,-.
t , and 𝐼1	,-.s

t  were defined in equation 1.  

 AALO’s ability to keep low acceptor intensity in the repsence of two miR inputs was 

defined as the blocking strength of AALO. The blocking strength was evaluated throuth the 

AALO’s acceptor intensity change (AIC) in the presence of two miRs: (1) miR27a and miR24, (2) 

miR27a and miR210, and (3) miR24 and miR210. Too strong blocking strength reduces AALO’s 

dynamic range. Too weak blocking strength increases the chance of responding to an incomplete 

miR combination, such as two miR inputs. AIC was calculated based on Equation 3. 
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																			𝐴𝑐𝑐𝑒𝑝𝑡𝑜𝑟	𝑖𝑛𝑡𝑒𝑛𝑠𝑖𝑡𝑦	𝑐ℎ𝑎𝑛𝑔𝑒	(𝐴𝐼𝐶%) = 	
�P	�K��J�
� Y��	�K��

�

�I	�K��
� Y��	�K�

� ×100%                Equation 3 

where 𝐼t, 𝐼0	,-.
t , and 𝐼1	,-.s

t  were defined in Equation 1,		𝐼m	,-.sY+
t  is the acceptor intensity from 

the addition of two miRs and X is the specific combination of two miRs.  

 Figure 4.3 illustrates the sensing ability and blocking strength of fourteen AALOs in terms 

of the dynamic range (DR) and acceptor intenstity change (AIC) in the presence of two miR inputs. 

Figure 4.3A shows that in the presence of three miR inputs, most ALLOs had DRs larger than 0.3 

except AALO-6 through AALO-10. The low and even negative DR values of AALO-6 through 

AALO-10 most likley reuslted from all three toeolds being less than 3 nts. Reducing R24’s toehold 

from 3 nts (AALO-3) to 0 nts (AALO-8) reduced by 0.5 arbitrary DR units. Such short toeholds 

make initiating binding difficult. AALO-6 through AALO-9 had only two toeholds (details are in 

Appendix Table A3.7). AALO-10 did not have toeholds for R24 and R27a. Low DR of AALO-6 

through AALO-10 demonstrated that the blocking strength of the BSs for these AALOs was too 

strong thus rendered the ALLOs non-functional. Therefore, we did not further pursue evaluating 

the blocking strength of AALOs with BS-6 through BS-10. 

 

 

 
Figure 4.3 Sensing ability and blocking strength comparison of fourteen autowalk AND logic operators. (A) The 
dynamic range of AALOs in the presence of all three miRs. The acceptor intensity change (AIC) in the presence of 
(B) miR27a and miR24, (C) miR27a and miR210, and (D) miR24 and miR210. Some standard deviations are too 
small to be seen (N = 3). Data was accuired by Titanium:Sapphire laser. 
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 Figure 4.3B shows that in the presence of miR27a and miR24, only AALO-3, -5, -11, -12 

had AICs lower than 50%. A value less than 50% represents lower reponse towards an incomplete 

combination of two miR inputs. The AIC of AALO-11 was about 80% lower than AALO-13. 

Similar observations were made for AALO-12 and AALO-14. The major difference between 

AALO-11 and AALO-13 (or AALO-12 and AALO-14) was R24’s toehold location. Taking the 

pair of AALO-13 and AALO-11 as an example, R24’s toehold was moved from 5’ (AALO-13) to 

3’ (AALO-11) end in R24’s “ON” binding site. Such results suggested R24’s toehold located in 

the 5’ end made it more accessible to R24 than in the 3’ end. AALO-3 and AALO-5 showed lower 

AIC than AALO-2 and AALO-4. Comparing the pair of AALO-2 and AALO-3, or AALO-4 and 

AALO-5, we have found both R27a’s and R24’s toeholds were located in the middle of the 

corresponding binding sits, but their lengths were 1 nt shorter. The signal and toehold lengths 

difference of AALO-2 through AALO-5 indicated longer toehold promoted reporters binding to 

ALLOs leading to higher AIC. There was no statistical association was found between the AIC 

and R27a’s toehold location.  

 Figure 4.3C showed five AALOs (-3, -4, -5, -11, and -12) had AICs lower than 50% with 

the addition of miR27a and miR210. AALO-2’s AIC was statically higher than AALO-4 by 60% 

(p < 0.001). Similar observation was seen in AALO-3 and AALO-5. Comparing AALO-2 and 

AALO-4, or AALO-3 and AALO-5, miR210’s toehold (i.e. AALO-2) was 2 nts longer (i.e. 

AALO-4). This fact indicated that longer miR210’s toehold would better assist miR210’s binding 

to partially release BS, thus allow the interaction of GS with freed R27a and R24. Here freed R27a 

was from miR27a’s binding. Freed R24 was probably unbound from incomplete assembled 

AALOs. AALO-13 and AALO-14 had the highest AIC of 75 to 100%. As we discussed earlier, 

R24’s toeholds in AALO-13 and AALO-14 located in the 5’ end made it more accessible to freed 

R24 thus increased AIC to incomplete combinations of two miRs: (1) miR27a and miR24, and (2) 

miR27a and miR210. Thus AIC of AALOs from the addition of miR27a and miR210 was believed 

to be associated with the miR210’s toehold length and R24’s toehold location. 

 The additon of miR24 and miR210 showed the least AIC in Figure 4.3D. Most AALOs 

demonstrated AICs lower than 40% except AALO-12 and AALO-14. R27a’s toehold at the 

overhang 3’ end of GS largely initiated the binding to the unbound R27a. Unbound reporters (R27a 

and R24) was from incomplete assembled AALOs. R27a’ binding weakened the hybridization 

between BS and GS to allow GS’s interaction with unbound R24 thus result in the increased AIC 
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in AALO-12 and AALO-14. No conclusive evidence was found to explain the association of 

toehold length and AIC from the addition of miR24 and miR210.   

 Balancing the toehold length and toehold location is critical to gain high DR to three inputs 

and low AIC to two inputs. Appropriate toehold length in AALO would keep a high sensing ability 

to analyte miRs and achieve a desired blocking strength to reduce AIC. Having R24’s toehold 

located in the middle or 3’ end of the R24’s “ON” binding site was a benefit because those 

locations were able to keep AIC low in the presence of two miR inputs: miR27a and miR24, or 

miR27a and miR210. R27a’s toehold located in the middle or 5’ end was found to decrease AIC 

from the addition of miR24 and miR210.  

 Among all the AALOs tested, AALO-11 showed the lowest average AIC around 27% in 

the presence of two miR inputs, as well as a high DR. To further reduce AIC, we fine-tuned the 

toeholds for R24’s and R27a’s in AALO-11 leading to six more AALOs, AALO-15 through 

AALO-20 (details are in Appendix Table A3.8). Their AIC results when in the presence of two 

miRs are listed in Table 4.2. The only difference between AALO-15 and AALO-16, or AALO-17 

and AALO-18, or AALO-19 and AALO-2 was the radom bases added in the BS. The added radom 

bases was to enlarge the loop in GS formed by BS bound to GS. Thus the contrained toeholds for 

reporters were expected to be more accessible. AALO-16 having higher AIC than AALO-15 

provides evidence that adding random bases weakens the binding between BS and GS thus 

increasing AIC towards two miRs. Compared to AALO-11, the toeholds for R24 and R27a in 

AALO-19 were decreased to 3nts and 4 nts, respectively. Besides, in AALO-19 a second toehold 

(2 nts) for R24 was added to the 5’ end of R24’s “ON” binding site. AALO-19 showed the highest 

dynamic range and the lowest average AIC in the presence of two miRs ranging from 16% to 20% 

(Table 4.2). These results indicate that having shorter toehold for R27a and two short toeholds for 

R24 in both ends of R24’s “ON” binding site in the GS decreased AALO-19’s response towards 

two miRs, but kept DR high to three miRs.  
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Table 4.2 AALOs’ dynamic range and acceptor intensity changes (AIC%) in the presence of two miRs (N=3). Data 
of AALO-11, AALO-15 through AALO-20 was accuired by Argon-ion laser. 

 Dynamic 
range 

AIC% from 
miR24+miR210 

AIC% from 
miR27a+miR210 

AIC% from 
miR27a+miR24 

AALO-11 0.45±0.03 26.3%±1.2% 28.5%±1.5% 26.5%±1.1% 
AALO-15 0.43±0.02 34.6%±1.8% 39.6%±2.0% 30.1%±1.6% 
AALO-16 0.37±0.01 46.6%±1.7% 28.0%±1.3% 19.5%±1.0% 
AALO-17 0.70±0.01 20.6%±0.5% 29.2%±0.6% 18.5%±0.4% 
AALO-18 0.46±0.02 43.0%±1.9% 36.9%±1.6% 20.4%±1.1% 
AALO-19 0.70±0.03 15.9%±0.9% 19.1%±0.9% 17.6%±0.8% 
AALO-20 0.52±0.02 23.9%±1.1% 14.9%±0.8% 7.8%±0.5% 

 

 
4.4.4 Sensitivity analysis of autowalk AND logic operators in cell lysate  

 The sensitivity of AALO-19 in crude MCF-7 cell lysate was determine from three 

calibration curves. Appendix Figure A3.4 shows the acceptor intensity increased linearly with the 

concentration of three miRs. Three calibration curves were constructed over the concentration 

dynamic range of 0 to 100 nM. The average limit of detection (LOD) was determined the LOD 

from each calibration curve. The average LOD was 3.3 ± 0.3 nM (N=3). The nanomolar LOD of 

AALO-19 is at the upper end of miRs’ biologically relevant concentration. In a biological sample 

there will likely be disproportionate relative concentrations of three miRs. Thus we mimicked this 

situation and found ALLO-19 showed response to the lowest concentration miR in the combination 

(appendix Figure A3.5). 

4.4.5 Selectivity analysis against off-analyte miRs with similar sequence  

 Selectivity of AALO-19 was tested against three off-analyte miRs. The off-analytes were 

miR-6804-5p (OA1) miR-4921-5p (OA2), and miR-27b-3p (OA3). The sequence similarity 

between the analytes and off-analytes ranged from 9/22 to 20/21 bases (or 41% to 95%). Figure 

4.4 shows AALO-19’s selectivity against single, double, all three (equal molar or sixty times 

excess) off-analytes. A blank control of AALO-19 without any miRs (OFF) was established the 

baseline normalized acceptor intensity of 1.00 ± 0.07 AU. There was no statistical difference (p < 

0.0001) between the acceptor intensity from no analytes and off-analyte miRs. The result shows 

that AALO-19 had excellent selectivity against mismatched sequences with 41% to 95% 

similarity.  
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Figure 4.4 Selectivity study of ALLO-19 against three off-analyte miRs (N = 3). The off-analytes included miR-6804-
5p (OA1), miR-4921-5p (OA2), and miR-27b-3p (OA3). The sequence similarity between analytes and off-analytes 
ranged from 9/22 to 20/21 bases (or 41% to 95%). Data was accuired by Argon-ion laser. 
 
4.4.6 Differentiating-input-number ability evaluation  

 To evaluate the differentiating-input-number ability, the acceptor intensity change of 

AALO-19 was studied when challenged with individual and multiple miRs (Figure 4.5). A blank 

control established the baseline acceptor intensity of AALO-19 when no miR was present. The 

blank control was an assembled AALO without any miR (OFF). The acceptor intensity was 

normalized based on the highest value from the addition of all three miRs to AALO-19.  

 

 
Figure 4.5 Acceptor intensity for ALLO-19 challenged with individual and multiple miRs (N=3). Compared to the 
no miRs control, the acceptor intensity increased the most from the addition of all three miR inputs, then with two 
miR inputs, and the least with single miR input. Data was accuired by Argon-ion laser. 
 
 The blank control had the average normalized acceptor intensity of 0.30 ± 0.01 AU. After 

adding all three miRs the average acceptor intensity was 1.00 ± 0.08 AU. Compared to the blank, 

the addition of all 3 miRs increased the acceptor intensity by about 3.3 times (p < 0.0001). Figure 

4.5 shows statistical increases in the acceptor intensity from the blank after adding single and 

combinations of two miRs.  
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 In order to evaluate the differentiating-input-number ability, we calculated the acceptor 

intensity difference between the addition of an incomplete (single or double miRs) and a complete 

(three miRs) miR combinations with Equation 4 and listed in Table 4.3:  

            																																										∆𝐼t =
���K��
� Y�I	�K��

�

�I	�K��
� Y��	�K�

� ×100%                                        Equation 4 

where  𝐼+,-.st  is the normalized acceptor intensity for the addition of single or double miRs, and 

the rest were defined in Equation 1. The ∆𝐼t	from the addition of single miR was around 88% to 

93%. With the addition of double miRs, ∆𝐼t	of AALO-19 was lower to around 80%. These results 

indicated that AALO-19 is better at differentiating the presence of single miR than double miRs 

from three miRs. However, compared to our published nano-assembly logic gate-3 (NALG-3, 

Chapter 2), AALO-19 showed the improved differentiating-input-number ability by around 30%, 

especially in the case of two miRs.  As in the presence of two miRs (miR96 and miR182), NALG-

344 showed the lowest  ∆𝐼t  of 47% indicating its low differentiating-input-number ability 

(appendix Table A3.9).  

 
Table 4.3 Differentiating acceptor intensity of autowalk AND logic operator (AALO-19) caused by single and double 
miR additions. Data was accuired by Argon-ion laser. 
 
 
 
 
 
 
 

 

4.4.7 Intracellular Imaging of autowalk AND logic operator  

 Prior to imaging of the targeted combination of miRs, the cellular uptake of the forced “ON” 

autowalk AND logic operator was explored. Figure 4.6 shows a forced “ON” AALO-19 was 

successfully transfected into HEK293T cells. Figure 4.6c shows the bright yellow dots indicating 

the colocalization of the donor dye-FAM in the green channel (Figure 4.6a) and the acceptor -

Texas red in the red channel (Figure 4.6b). Texas red displaced ATTO 633 and used as an acceptor 

due to the microscope constrains of not allowing to detect the signals from ATTO633. The spatial 

overlap of the FRET dye pairs indicated that forced “ON” AALO was against degradation after 24 

hours’ intracellular incubation. However, the signal of the FRET red channel was low. The 

complicated cellular matrixes could compromise the FRET red signal to further reduce it to be 

AALO-19 miR inputs ∆𝐼t 
Signal change from 
single-miR addition 

miR24 93.2±0.8% 
miR27a 88.5±0.8% 
miR210 88.5±0.8% 

Signal change from 
double-miR addition 

miR24+miR210 84.1±0.9% 
miR24+miR27a 82.4±0.8% 

miR27a+miR210 80.9±0.9% 
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lower than the microscope’s detection of limit.  

 
Figure 4.6 Engineered autowalk AND logic operator in HEK293T cells. HEK293T cells were transfected with the 
forced “ON” AALO. (a) Green channel: donor excitation/emission at 488/520 nm, related to FAM fluorescent dye. 
(b) Red channel: acceptor excitation/emission at 560/615 nm, related to Texas Red dye. (c) FRET channel (excitation 
at 488 nm and emission at 615 nm, FRET). (d) Merged images a, b, c. Scale bar indicates 20 𝜇𝑚. 
 
 

4.5 Conclusions 

 The blocking strand was critical to prevent false-positive acceptor signal resulted from two 

reporters bound to the secondary binding regions in the gate strand. Such implicit measurement 

error would falsely indicate the presence of analyte miRs resulting in autowalk AND logic operator 

failed to function as a strict logic sensor. Compared to our previously published nano-assembly 

logic gate (NALG), autowalk AND logic operator 19 (AALO-19 with BS-19) showed an excellent 

selectivity of differentiating the highly sequence-similar off-analytes (up to 95%) from the analyte 

miRs and an improved differentiating-input-number ability. Different from NALG’s low to 46.9% 

the acceptor intensity difference between the addition of an incomplete (double miRs) and a 

complete (three miRs) miR combinations, AALO-19 showed a statistically higher value to 80%. 

The improvement in selectivity and the differentiating-input-number ability was believed to be 

resulted from the blocking strand design. We believe AALO holds the potential to distinguish all 

a b

c d
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off-analytes with single nucleotide polymorphism and perform robust sensing only to a complete 

combination of inputs.  

 Future research direction of AALO includes 1) expanding its throughput ability to 

accommodate up to 10 miRs, 2) lowering the limit of detection to fulfill the needs of detecting 

miRs with pM concentration range, and 3) locating the analyte miRs through AALO’s binding 

imaged in the cell or tissue samples. For its application in biological study, the cross-talk issue of 

three channels should be addressed through single molecules control study. More work needs to 

be done to improve the FRET signal in cells.  
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Chapter 5. 

Summaries and Conclusions 
5.1. Summaries and Conclusions 

 AND logic gates described herein were designed to overcome some limitations of the 

current in situ logic sensors. This work has contributed new designs and key innovations that will 

benefit the field of in situ logic sensors for multiplexing analysis. The iteration of the nano-

assembly logic gate (NALG, Chapter 21) and autowalk AND logic operator (AALO, Chapter 4) 

was designed for simultaneous detection for three miR inputs and showed reduced false signals 

against nuclease degradation when compared to molecular beacons. The works that followed the 

first iteration enhanced AND logic gate by optimizing: (1) multiplex ability for various miR 

analytes (Chapter 21, 3, and 4), (2) structural and thermodynamic features that influence molecular-

based logic measurement systems in the nanotechnology field (Chapter 3), (3) design alterations 

to increase differentiating-input-number ability by enlarging the differentiating response to 

incomplete (one or two) and complete miR combinations (Chapter 4), and (4) selectivity against 

off-analyte miRs that have up to 95% similar sequence compared to analyte miRs (Chapter 4), (5) 

transfection methods to delivery autowalk AND logic opeartor into cells (Chapter 4).  

There are still many potential issues that we need to work on to improve the logic gate to 

achieve the intracellular multiplexing analysis. Some of the issues include hybridization kinetics 

between logic gate and analyt miRs, stability against enzyme degradation, sensitivity, selectivity, 

signal reposne to the disproportionate miR concentrations, differentiating-input-number ability, 

and multiplex capability.  

 Logic sensors with faster hybridization kinetics to bind the analyte miRs are more 

competitive with regard to reveal the spatial and temporal fluctuations of combinatorial miRs 

within a living cell. In comparison to DNA probes, 2′O-Methyl (2′OMe) RNA modification in 

DNA probes demonstrated faster hybridization kinetics and the ability to bind analyte miRs.2 

Faster hybridization between logic sensors and analyte miRs may decrease response time.  

Although both logic sensors (NALG and AALO) demonstrated no false-positive signal 

from enzyme digestion, the logic sensor itself is still susceptible to be degraded leading to the 

increased background noise and decreased output signal.3 Logic gates modification could 

potentially protect them from nuclease degradation4, such as the addition of locked nucleic acids 
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(LNAs)5,6, 2‘fluoro-modefied RNA (2’F RNA)7, or polyethylene glycol (PEG)8–10 as spacers in 

non-complementary regions, morpholino oligomer11–13, and peptide nucleic acids (PNAs).14–16  

 The concentration of miRs has been reported low in cells and ranges from the picomolar 

to nanomolar. NALG and AALO have demonstrated the limit of detection (LOD) of 1 nanomolar 

to a particular combination of three miR inputs in concentration. In order to detect the lower end 

(picomolar) of miRs concentration range, we need to improvise the logic gate to lower the 

established nanomolar LOD. To improve the detection limit, lower concentrations of the logic gate 

or longer integration times can be used. We can also amplify the FRET signal to increase the 

sensitivity of the FRET-based logic gates. Further FRET enhancement can be achieved by finding 

a better FRET donor-acceptor pair and a more reasonable FRET distance. Additionally, increasing 

the ratio of donor-acceptor molecules labeled in the logic gates has been reported to show a high 

FRET enhancement factor of 40.17  

 As for the disproportionate relative concentrations among the multiple miRs, the lowest 

concentration miR in the combination is regarded as the limiting agent. Preliminary results showed 

AALO-19 responded to the lowest concentration miR in the combination (Figure A3.5). To further 

evaluate the relationship of logic gate’s signal response and miR concentration, a calibration curve 

with disproportionate concentration miRs can be analyzed. Additionally, we envision combining 

multiple logic gates to create logic circuits that most likely reveal the disproportionate 

concentrations in more detail.  

 The differentiating-input-number ability of logic gates is an issue during multiplex miR 

analysis. We have decreased logic gates’ undesirable response to an incomplete combination of 

miR inputs through different structural design, such as from NALG to AALO. AALO’s ability to 

differentiate input numbers can be further improved by continuing the blocking strand sequence 

design and modify the DNA nucleotides in the blocking strand. Inserting LNAs to the blocking 

strand may increase binding affinity with the gate strand leading to the stronger blocking strength.  

Non-canonical bases can be incorporated to a certain region of the blocking strand; its 

corresponding non-canonical pair can also be inserted to the gate strand where target miR or 

reporter strands will not bind.  The binding of non-canonical bases pairs will increase the binding 

affinity of the gate and blocking strand.  

 The multiplex capability of the logic gates needs to be enhanced to fulfill the requirement 

of detecting the tens’ and more miRs simultaneously.18 Instead of using FRET-based logic gates, 
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multiplex miRs analysis can be achieved through the method of coupling several single-input 

sensors.19 Each sensor is labeled with one fluorescent dye and targets one specific miR. However, 

the usage of multiple fluorescent dyes involves two issues: one is cross-talk between dyes, and the 

other is low transfection efficiency of all these separate sensors or logic gates into the same cells. 

The cross-talk between dyes can be decreased by using the dye-specific offsets with the continually 

variable filters.20 Many data process methods combining experimental design such as Matlab code 

with single fluorescent dye control group can be used reduce the cross-talk issue. 

Besides, DNA-based logic sensor can be in cooperated with molecules having smaller emission 

profiles, such as quantum dots.21 FRET-based DNA logic gates can be combined as circuits 

allowing the multiplexing analysis.22  

 The relative change in multiple miRs as a whole is more indicative of the cell state than a 

individual miR.23 The logic gates have the potential to a specific miRs combination as biomarkers 

to learn about the underlying mechanisms of biological process,24–29 such as cellular regulatory 

pathways. The work that I have done designing the logic gates for multiple miRs will assist 

researchers to better consider the structural, predicted thermodynamics, and FRET-based 

transduction mechanism when they developing their own DNA-based analytical tools to detect 

miRs. The biological work involving the transfection and the cellular imaging of these logic gates 

will aid researchers to transfect the nano-sized fluorescent-labeled DNA devices into cells for 

cellular imaging. 
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Appendix I. 
Supplemental Information for Chapter 2 

 

 
Figure A1.1 The flow chart of the nano-assembly logic gate design process. Matching colors indicate complementary 
base pairs. Mismatched colors indicate non-complementary base pairs. 
 

A1.1 Reporter and Linker filtration process 

The Matlab program produced hundreds to thousands of potential reporters and linkers. 

These reporter candidates were filtered to rule out those having cross reactivity with off-analyte 

nucleic acids (other miRs, mRNA, etc.), non-corresponding probes, non-corresponding regions on 

the linker, and other reporter strands. The evaluation of cross reactivity was based on the 

thermodynamic estimates by using the “Two-state melting (Hybridization)” (TSM) function from 

the DINAMelt Web Server. 

A similar Matlab filtering process for the reporters was applied to the linkers. To fulfill the 

many requirements an ideal linker should be, the computer generated linkers had to go through a 

similar but more complicated filtration process than the reporters did. The linker filtering process 

includes: 1) estimating the secondary structure and thermodynamics of the multi-hairpin linker 

through “Quikfold” function (Table A1.5 A), 2) evaluating the off-analyte cross reactivity with the 

multi-hairpin linker through the TSM function (results in Table A1.6-A1.8), 3) evaluating the 

analyte (miR27a, R182, and R96) binding thermodynamic data through the TSM function (results 
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in Table A1.6-A1.8), 4) evaluating the molar fraction of the logic circuits ON state formed when 

single, double, and all three analytes were present through “Hybridization of two different strands” 

function (Figure A1.5, A1.6), 5) comparing the probability of forming intramolecular hairpin 

secondary structure and intermolecular homodimer structure through “Homodimer Stimulations” 

function (no data shown), and 6) analyzing the number of H-bonds formed in the linker’s 

intramolecular hairpin secondary structure and between linker and analyte/off-analytes (Table 

A1.5 C-F). All the functions mentioned above were from the DINAMelt Web Server and the 

following settings were used: hybridization temperature of 37 ℃, Na+ concentration of 10 mM, 

Mg2+ concentration of 2.5 mM, and strand concentration of 100 nM.  

 
Table A1.1 The linkers’ sequences. The sequences (from 5’ to 3’) in blue, purple, and orange were binding regions 
for miR27a (HS-27a), R182 (HR-182), and R96 (HR-96) respectively. 

 
 
Table A1.2 The sequences of analyte miRs, probes, and reporters 

L 
0 

GCGGAACTTAGCCACTGTGAACGAAAGCCCTGATCTCCAGCATTAGGGCTTTATGGCCTTGTTT
TGTGAATGCAAGGCCATAACGTTCACAGTGGC 

L
1 

GCGGAACTTAGCCACTGTGAAGATATCGCCATCTCCACCGATATCAAGTCCGTGTCAAGTGAC
GGACAAACAGTGGCTAA  

L
2 

GCGGAACTTAGCCACTGTGAAAAGAATCCATCTCCACCGGGATTCAAGTCCGTGTCAAGTGAC
GGACAACAAGTGGCTAA 

L
3 

GCGGAACTTAGCCACTGTGAAAAGAATCCATCTCCACCGGGATTCAAGTCCGTGTCAAGTGAC
GGACAACAAGTGGCTAAG  

L
4 

GCGGAACTTAGCCACTGTGAAGATATCGCCATCTCCACCGATATCAAGTCCGTGTCAAGTGAC
GGACAACACAGTGGCTAAG  

L
5 

GCGGAACTTAGCCACTGTGAAGATATCGCCATCTCCACCGATATCAAGTCCGTGTCAAGTGAC
GGACAAACAGTGGCTAAG  

miR27a 5’-TTCACAGTGGCTAAGTTCCGC-3’ 

miR96 5’-TTTGGCACTAGCACATTTTTGCT-3’ 

miR182 5’-TTTGGCAATGGTAGAACTCACACT-3’ 

R96 for L1 to L5 5’-GGCACTAGCACTTGACACGG/iSpC3//iSpC3//36-FAM/-3’ 

R182 for L1 to L5 5’-/5ATTO633N//iSpC3//iSpC3/CGGTGGAGATGGTAGAACTCA-3’ 

P96 5’-AGCAAAAATGTGCTAGTGCCTTT-3’         

P182 5’-AGTGTGAGTTCTACCATTGCCTTT-3’ 

R96 for L0 5’-/5BiotinTEG/TTTGGCACTAGCACAAAACAAGG/iSpC3//36-FAM/-3’ 

R182 for L0 5’-/5ATTO633N//iSpC3/AATGCTGGAGGGTAGAACTCACACT/3BioTEG-3’ 
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Table A1.3 The sequences of off-analytes used to make off-analyte cocktail 
 

 
 

 
 
 
 
 

 
Table A1.4 Estimated thermodynamic data of cross reactivity between three miRs (A), probes with miRs (B), reporters 
for L1-5 with miRs (C), and reporters for L1-5 with probes (D), reporters for L0 with miRs (E), reporters for L0 with 
probes (F). The “Two-State Melting (Hybridization)” (TSM) function from the free online software DINAMelt Server 
was used to estimate all thermodynamic data. The units for the free energy and enthalpy are kcal/mol, for entropy are 
cal/(mol*K), for melting temperature is °C 

 

mmu-miR29b-1-5p  5’-GCTGGTTTCATATGGTGGTTTA-3’ 

mmu-miR26a-2-3p  5’-CCTGTTCTTGATTACTTGTTTC-3’ 

hsa-miR146a-3p  5’-CCTCTGAAATTCAGTTCTTCAG-3’ 

hsa-miR146a-5p 5’-TGAGAACTGAATTCCATGGGTT-3’ 

hsa-miR146b-5p  5’-TGAGAACTGAATTCCATAGGCT-3’ 
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Table A1.5 Linker’s estimated thermodynamic data for multi-hairpin structure (A) and intermolecular homodimer 
structure (B), number of base pairs (total and GC) between reporters for L0 and probes (C), number of base pairs (total 
and GC) between reporters for L1-5 and probes (D), number of base pairs (total and GC) between reporters/miR27a 
and linkers (E), and number of base pairs (total and GC) for the stem parts of HR-182, HR-96, and HS-27a of the 
linkers (F). The “Quikfold” and TSM functions from the free online software DINAMelt Server were used to estimate 
all thermodynamic data. 
 

 
 

 
  

 

R96 R182

L0 Total
bases 

GC
pairs

Total
bases 

GC
pairs

P96 12 7 / /
P182 / / 15 7

R96 R182 miR27a

L Total
bases 

GC
pairs

Total
bases 

GC
pairs

Total
bases 

GC
pairs

0 12 5 10 5 21 11
1-5 12 7 12 8 21 11

Multi-hairpin
L ΔG ΔH ΔS Tm

0 -24.35 -240.1 -695.66 72.0
1 -14.14 -194.7 -582.17 61.3
2 -10.16 -169.2 -512.78 56.8
3 -12.15 -185.5 -558.92 58.7
4 -18.5 -228.7 -677.43 64.3
5 -16.13 -211.0 -628.31 62.7

Intermolecular dimer
L ΔG ΔH ΔS Tm

0 -36.5 -379.4 -1105.7 60.3
1 -11.6 -284.4 -879.6 38.8
2 -8.7 -109.2 -324.0 33.6
3 -9.8 -78.5 -221.4 36.6
4 -20.5 -317.4 -957.2 47.7
5 -15.6 -317.4 -971.8 42.6

A B

C D

E

R96 R182

L1-5 Total
bases 

GC
pairs

Total
bases 

GC
pairs

P96 11 7 / /
P182 / / 15 7

HR-182 HR-96 HS-27a

L Total
bases 

GC
pairs

Total
bases 

GC
pairs

Total
bases 

GC
pairs

0 7 4 9 5 13 8
1 7 3 6 4 11 5
2 6 3 6 4 9 4
3 6 3 6 4 10 5
4 7 3 6 4 13 7
5 7 3 6 4 12 6

F
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Table A1.6 Estimated thermodynamic data of hybridization between L0 and other single-strand DNAs at 37 °C. Two-
state melting (Hybridization) (TSM) from the DINAMelt Web Server was used to estimate double-strand 
hybridization thermodynamic values of the linkers binding with any of the three miRs and two probe strands, finding 
no favorable binding with the linker. The fact there was no favorable binding meant less cross reactivity between miRs, 
probes, and linkers. 

 
 

Table A1.7 Estimated thermodynamic data of hybridization between L1 and other single-strand DNAs at 37 °C. Two-
state melting (Hybridization) (TSM) from the DINAMelt Web Server was used to estimate double-strand 
hybridization thermodynamic values of the linkers binding with any of the three miRs and two probe strands, finding 
no favorable binding with the linker. The fact there was no favorable binding meant less cross reactivity between miRs, 
probes, and linkers. 
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Table A1.8. Estimated thermodynamic data of hybridization between L3 and other single-strand DNAs at 37 °C. Two-
state melting (Hybridization) (TSM) from the DINAMelt Web Server was used to estimate double-strand 
hybridization thermodynamic values of the linkers binding with any of the three miRs and two probe strands, finding 
no favorable binding with the linker. The fact there was no favorable binding meant less cross reactivity between miRs, 
probes, and linkers. 

 

 

 
Figure A1.2 The excitation wavelength determination. When excited at 935 nm, L3 showed the highest signal to 
background (S/B) ratio (N = 2). The acquisition settings were the same as described in experimental section except 
the exposure time was 250 ms. 

 

A1.2 FRET Efficiency and FRET Distance Calculations  

The distance between the dyes, FAM and ATTO 633, on two different linkers, L1 and L3 

were estimated using the following two equations:  

    𝐸 = 1 − ���
��

 and 𝑟 = 𝑅�
�Y�
�

�
.  

With the first equation, IDA was the emission intensity of FAM when all miRs were added to a 

solution with RP182, RP96, and the linkers. ID was the emission intensity of the FAM-RP96 when 

it was in the presence of ATTO 633-RP182, but in the absence of the linker and all miRs. There 
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were equal concentrations of FAM-DNA to ATTO 633-DNA in both ID and IDA samples. All 

samples were excited at 935 nm. 

 To ensure the ATTO 633 did not influence the FAM signal we measured FAM signal with 

and without ATTO 633 present. The emission intensity of FAM alone was similar to that when 

FAM was mixed with ATTO 633 (no data shown). Thus, the presence of ATTO 633 did not 

significantly influence the signal from FAM. 

 The average E value was then used in the second equation to calculate the distance between 

FAM and ATTO 633. A literature value of the Förster distance, R0, for the FAM and ATTO 633 

pair was not available in the literature. However, an R0 value of 51 Å for the ATTO 488 and ATTO 

633 pair was available. This R0 value was used because FAM and ATTO 488 have similar emission 

wavelengths near 520 nm. For L3, E was found to be 0.2647 ± 0.0022. With the estimated R0 value 

and the calculated E value for L3, r was calculated to be 60.49 Å. For L1, E was found to be 0.2722 

± 0.0024 and the distance between the FRET pair, r, was found to be 60.08 Å. 

 

 
Figure A1.3 The emission spectrum from adding miR96 to NA-L1 (A) and NA-L3 (B) (N = 3).  

 

A1.3 Comparison of Six Linkers: L0 to L5 

Figure S4 shows that for each linker, the presence of both reporters caused the R/G ratio to 

increase by about 3 times (Rs+L, gray bar) compared to the control group of two reporters (Rs, 

blue bar). When both reporters with miR27a were added to each linker, all the linkers showed the 

R/G ratio increased by about 5 times (Rs+L+miR27a, red bar) compared to the control group of 

two reporters (Rs, blue bar). 
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There were no statistically significant differences between the five linkers as to their 

responses towards either two reporters, or two reporters with miR27a. L1 and L3 were chosen as 

representative linkers for further tests.  

Amongst L1-L5 there were some nuanced differences between the stem’s sequence and 

thermodynamics for HR-182. However, the stem’s sequence and thermodynamics for HR-96 were 

the same. These nuanced differences in the sequence might be the reason for the similar response 

toward to the addition of R96 and R182 (Rs) with and without miR27a (Figure S4).  

The sequences for L1, L4, and L5 were almost the same except for the last 12-13 

nucleotides in the 3’ end. L5 has one more guanine base at the 3’end than L1. L4 has one more 

cytosine base than L5. L2 and L3 had similar sequences, but L3 had one more guanine base at the 

end of 3’, making it more thermodynamically stable than L2. The HR-182 of the five linkers was 

mostly similar in the stem sequence and energy. L1, L4, and L5 all had the same HR-182 sequences 

with Gibbs energy of -2.2 kcal/mol. L2 and L3 had the same HR-182 sequences with Gibbs energy 

of about -1.9 kcal/mole. The hairpin region HR-96 had the same stem sequence for L1 to L5. Thus 

the stabilities of HR-182 and HR-96 were quite similar for L1 to L5. These similarities in the HRs 

resulted in the similar response towards to the addition of R96 and R182 (Rs) (Figure S4). 

Compared to L1-L5, L0 failed to respond to two Rs with or without miR27a. This result can be 

explained by the estimated thermodynamic data. For L0, the Gibbs energies for HR-182 and HR-

96 were ~4 and ~7 kcal/mole, respectively. The hairpin region’s stems in L0 were very different 

and more thermodynamically stable than those of L1-L5. The linker-reporter complexes’ Gibbs 

energies for linker L0 were ~12 and ~10 for R96 and R182, respectively. Looking at the number 

of GC base pairs, there were 8 when R182 bound to L1-L5, but only 5 when R182 bound to L0. 

Also there were two more GC bases paired when R96 bound to L1-L5 than to L0 (Table S5. E). 

The linker reporter binding interactions were weaker for L0 than those for L1-L5. Even though 

L0’s HS-27a had a similar stability to L4, and both were more stable than any other linker, L0 

failed to respond to two Rs with the addition of miR27a. 
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Figure A1.4 All five linkers showed similar response towards the addition of R96 and R182 (Rs) with and without 
miR27a (N = 2). The acquisition settings were the same as described in experimental section except the exposure time 
was 250 ms.  
 

 
Figure A1.5 Estimated concentrations when two DNA analytes were hybridized at different temperatures. In the 
figures A was L3 (for I and II), B was either R96-R182-miR27a (for I) or R96-R182 (for II), and the dashed line was 
the heterodimer concentration between A and B. The subscript f = folded, u = unfolded, AA and BB were homodimers, 
and AB was the heterodimer. (I) Showed almost 100 % binding of A and B strands when the hybridizing temperature 
was 37 °C, meaning R96, R182, and miR27a strongly bound to L3 at 37 °C. (II) Showed about 20% binding of A and 
B strands when the hybridized temperature was around 37 °C, showing R96 and R182 were able to bind to L3 at 37°C 
and was reflected in the experimental FRET data. The free online software DINAMelt was used to estimate all 
thermodynamic data; the function used here was “Hybridization of two different DNA strands” (model: Energy 
minimization).  
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Figure A1.6 Estimated concentrations when two DNA analytes were hybridized at different temperatures. In the 
figures A was L0 (for I and II), B was either R96-R182-miR27a (for I) or R96-R182 (for II), and the dashed line was 
the heterodimer concentration between A and B. The subscript f = folded, u = unfolded, AA and BB were homodimers, 
and AB was the heterodimer. (I) Showed 2.82 % binding of A and B strands when the hybridizing temperature was 
37 °C, meaning R96, R182, and miR27a barely bound to L0 at 37 °C. (II) Showed 0 % binding of A and B strands 
when the hybridized temperature was around 37 °C, showing R96 and R182 were not able to bind to L0 at 37°C. The 
fact L0 failed to bind both reporters and miR27a was reflected in the FRET data. The free online software DINAMelt 
was used to estimate all thermodynamic data; the function used here called “Hybridization of two different DNA 
strands” (model: Energy minimization).  
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Appendix II. 
Supplemental Information for Chapter 3 

 
Table A2.1 The sequences of motifs, reporter96 (R96), reporter182 (R182), and miR27a. The colored bases represent 
complementary sequence for miR27a (blue), R182 (red), and R96 (green). 5p and 3p indicated the 5-prime and 3-
prime ends of the oligonucleotides. 
 

 
Table A2.2 The number of Hydrogen bonds formed in the HP-182 stem, HP-96 stem, and double-stranded part of 
DS-27a in each motif. 
 
 
 
 

 

A2.1 The impact of Hydrogen-bonds number on motif stability   

The HP-182 stems in T2Ms and T3M were considered to be more stable than those in 

T1Ms due to an additional 3 to 5 H-bonds (see Table S-2). HP-96 stem was regarded as more 

stable in T3M than in T1Ms due to an extra 3 H-bonds. DS-27a in T2Ms had 2 more H-bonds 

compared to T1M-2 and thus, was deemed to be more stable. T3M’s DS-27a was considered to be 

more stable than T1M-1’s because of an extra 3 H-bonds. Due to more total H-bonds formed in 

the new motifs, we expected that the new motif types would be more stable than T1Ms and show 

a lower response (R/G ratio) towards two reporters, thus an improved DIN index.  

 

T1M-1 5pGCGGAACTTAGCCACTGTGAAAAGAATCCATCTCCACCGGGATTCAAGTCCGTGTCAA
GTGACGGACAACAAGTGGCTAA3p 

T1M-2 5pGCGGAACTTAGCCACTGTGAAAAGAATCCATCTCCACCGGGATTCAAGTCCGTGTCAA
GTGACGGACAACAAGTGGCTAAG3p 

T2M-1 5pGCGGAACTTAGCCACTGTGAACCTCCATCTCCACCGGGTTCACTGTCCGTGTCAAGTGA
CGGACTTGTGGCTAAGTT3p 

T2M-2 5pGCGGAACTTAGCCACTGTGAACCTCCATCTCCACCGGGTTCACAGTCCGTGTCAAGTGA
CGGACTGTGGCTAAGTT3p 

T3M 5pGCGGAACTTAGCCACTGTGAACCATCTCCACCGATGGTTCCGTCCGTGTCAAGTGACGG
ACGTTCAAGTGGCTAAG3p 

R96 5pGGCACTAGCACTTGACACGG3p-FAM 

R182 ATTO633-5pCGGTGGAGATGGTAGAACTCA3p 

miR27a 5pTTCACAGTGGCTAAGTTCCGC3p 

 T1M-1 T1M-2 T2M-1 T2M-2 T3M 

HP-182 stem 15 15 18 20 20 

HP-96 stem 16 16 16 16 19 

DS-27a double-stranded part 22 25 27 27 25 
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Figure A2.1 10% Native polyacrylamide gel electrophoresis confirming the motif forming complex with two inputs 
(two reporters, Rs) and three inputs (two reporters and miR27a). Lane 1: 10 bp DNA ladder. Lane 11 (the most right 
lane): 100 bp DNA ladder. The intense bands in the middle positions of lane 1 and 11 are 100 bps. Lane 2, 5, 8: Type 
1 motif-2 (T1M-2), Type 2 motif-2 (T2M-2), Type 3 motif (T3M), respectively. Lanes 3, 6, 9: motif with two inputs, 
T1M-2+2 inputs, T2M-2+2 inputs, and T3M+2 inputs, respectively. Lanes 4, 7, 10: motif with three inputs, T1M-2+3 
inputs, T2M-2+3 inputs, and T3M+3 inputs, respectively. The dim thin bands in the higher position (lane 2, 5 ,8) 
support the formation of homodimers by two motifs bound together. In the presence of two reporters, only T1M-2 
(lane 3) formed complex with reporters but other motifs did not (T2M-2 in lane 6, T3M lane 9). However, fluorescence 
study showed the slight signal increase from T2M-2 and T3M hybridizing with two reporters, indicating fluorescence 
is more sensitive analytical technique. In addition, native PAGE results matched with experimental results that 
different motifs did form complex with two reporters and miR27a and T1M-2 formed more complex than the other 
two motif types (T1M-2 in lane 4, T2M-2 in lane 7, and T3M in lane 10). This process of motif reacting with three 
inputs may result in species with retarded mobility as shown in Lanes 4, 7, and 10. The smear around that bands 
supports the existence of incomplete complexes such as motifs only bind to single input, or two inputs instead of all 
three miRs.  
 

A2.2 Molarity percentage analysis  

 The molarity percentage of a motif interacting with inputs was predicted with two online 

resources: DINAMelt1,2 and NUPACK3. The molarity percentage analysis from both online 

resources relied on the DNA energy parameters from a study by SantaLucia in 19984. To predict 

complex formation, the DINAMelt software only allowed assessment of interactions between two 

nucleic acid strands. To overcome this limitation, we concatenated the inputs’ sequence in silico 

to make two single-stranded DNA: one ssDNA was from R96 and R182 (referred as Rs), and the 

other was from R96, R182, and miR27a (known as Rs+miR27a). We then predicted molarity 

percentage for complexes formed between each motif type with either Rs or Rs+miR27a. The 

following hybridization parameters were defined in the algorithm: model: energy minimization, 

37 ºC, 10 mM Na+, 2.5 mM Mg2+, 100 nM motif, 100 nM Rs, and 100 nM Rs+miR27a. These 

values reflected the experimental conditions. The molarity percentage of the subtype motifs from 

the same type (e.g. T1M-1 and T1M-2) were the same (Data not shown). Thus T1M-2, T2M-1, 
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and T3M were chosen as representatives to show the molarity percentage of each corresponding 

motif type (Figure 1). 

 The advantage of NUPACK is the ability to analyze more than two single strands 

complexing. The molarity percentage predictions in NUPACK were evaluated at 37 ºC, 50 mM 

Na+, 2.5 mM Mg2+, dangle treatment of “none”, and 100 nM of motif, R96, R182, and miR27a (all 

DNA were equimolar). The lowest concentration of Na+ can be defined was 50 mM. Thus, we 

increased the concentration of Na+ from 10 (used in DINAMelt) to 50 mM. The other parameters 

for the molarity percentage analysis include the ‘number of strand species’ and ‘the maximum 

complex size’. The number of strand species is the number of oligonucleotides analyzed by the 

NUPACK. The ‘maximum complex size’ is the number of oligonucleotides will bind to form a 

complex. The ‘number of strand species’ and the ‘maximum complex size’ were set at 3 and 4 to 

analyze the molarity percentage of the motif with two and three inputs, respectively.  

 

A2.3 The prediction of the thermodynamic-related metrics  

The molecular logic design process for the T1Ms and two reporters (R96 and R182) was 

detailed in the supplementary information of our published work5. The DINAMelt software 

predicted several thermodynamic-related values as metrics to assess the motifs’ biophysical 

interactions with two or three inputs. These thermodynamic-related metrics included the Gibbs 

energy (∆G) and melting point (Tm) of the motif as either multi-hairpins or homodimers, and the 

Gibbs energy change (ddG) from the reaction of the motif with two or three inputs.  

 The application of ‘two-state melting (hybridization)’ in DINAMelt predicted ∆G and Tm 

of motif as multi-hairpins and homodimers, the complex formed by motif bound to the 

concatenated R96 and R182 (motif-R96-R182), and complex formed by motif bound to the 

concatenated R96, R182, and miR27a (motif-R96-R182-miR27a). The following hybridization 

parameters were defined in DINAMelt: 37 ºC, 10 mM Na+, 2.5 mM Mg2+, 100 nM motif, 100 nM 

concatenated R96 and R182, and 100 nM concatenated R96, R182, and miR27a. 

 The ddG of the reaction between the motif as homodimers and two inputs was calculated 

by subtracting the ∆G of homodimer-R96-R182 from the ∆G of homodimers. The same 

mathematical method applied to the ddG for the reaction between (1) the motifs’ multi-hairpins 

and two inputs, (2) the motifs’ multi-hairpins and three inputs, and (3) the motifs’ homodimers 

and three inputs. 
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Appendix III. 
Supplemental Information for Chapter 4 

 
A3.1 Instrumentation detail  

 An ultrafast tunable Titanium-Sapphire laser (MaiTai, Spectra Physics, Newport) was the 

main light source. An alternative light source was Argon-ion laser (LASOS, Germany). The Acton 

spectrometer had a grating blazed at 500 nm with 300 grooves per mm.  

 LightField software was used to acquire the emission spectra. When Titanium:Sapphire 

laser was used the light source, the LightFiled software used the following parameters to acquire 

the data: 2 000 ms exposure time, 1 exposure averaged per frame, 60 frames, full frame read-out 

mode, high Analog-to-Digital Conversion Gain (ADC), 100 MHz ADC speed, low noise ADC 

quality, 1 000 µm slit width. The CCD camera was thermoelectrically cooled to −70 °C to 

minimize dark noise. For solutions containing reporters The grating was centered at either 520 nm 

for R24 where 5-prime (5’) end was labeled with Fluorescein FAM (spectral range: 477.3–562.7 

nm), or 660 nm for R27a where 3-prime (3’) end o was labeled with ATTO 633 (spectral range: 

617.6–702.3 nm).  

 When Argon-ion laser was used the light source, the data was acquired with different 

settings in the LightFiled software: 0.1 ms exposure time, 1 exposure averaged per frame, and 20 

frames. The other parameters were same as used with the Titanium-Sapphire laser.  

 

A3.2 Oligonucleotides and materials  

 A custom buffer was prepared to dilute the stock oligonucleotides solutions (at about 25 

°C). The buffer solution had a final pH around 8 and contained the following components (all from 

Fisher Scientific): 0.005% Tween-20 in Phosphate Buffered Saline (PBS), 2.5 mM MgCl2, and 10 

mM Tris buffer (pH 10). All oligonucleotides were diluted to a concentration of 2 µM. The diluted 

concentrations were verified with a Nanodrop spectrometer (Thermo Scientific, ND-1000 UV-VIS 

spectrophotometer). Measuring below 2 µM was not possible because below that concentration 

the Nanodrop loses accuracy. 

 

A3.3 Autowalk AND logic operator design process  

The autowalk AND logic operator (AALO) consists of four single-stranded DNA sub-

units: one gate strand (GS), two reporters (R27a and R24) as output strands, and a blocking strand 
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(BS). The design of AALO is shown in Figure A3.1. The predicted thermodynamic data of GS 

interacting with two reporters, BS-19, and three miR inputs are shown in Table A3.1. A custom 

Matlab program generated a pool of BS candidates. From the pool, BS candidates that did not 

cross hybridize with other non-target oligonucleotides were selected based on the predicted 

thermodynamic values. The predicted thermodynamic data evaluating cross-hybridizing of BS 

with other oligonucleotides are available in Table A3.2 through Table A3.5. A more detailed 

selection process of candidate blocking strands are described below. All selected oligonucleotide 

sequences are listed in Table A3.6. Open-source software (DINAMelt Web Server) predicted all 

thermodynamic data.1,2 

 

A3.4 Blocking strand selection process.  

 The Matlab program produced hundreds to thousands of potential blocking strands that are 

complementary to the gate strand. These blocking strand candidates were filtered to rule out those 

having cross reactivity with off-analyte nucleic acids including three miR inputs, two reporters, 

and themselves as homodimers. The evaluation of cross reactivity was based on the 

thermodynamic estimates by using the “Two-state melting (Hybridization)” (TSM) function from 

the DINAMelt Web Server. 

 The blocking strand filtering process includes: 1) estimating the secondary structure (no 

data shown) and thermodynamics through “Quikfold” function (Table A3.2), 2) evaluating the 

cross reactivity with two reporters and three miR inputs (Table A3.3), 3) predicting the stability of 

themselves as homodimers (Table A3.4) through the TSM function, 4) evaluating secondary 

structure (Figure S3.2) and thermodynamics of binding to the gate strand through the TSM 

function (Table A3.5). All the functions mentioned above were from the DINAMelt Web Server 

and the following settings were used: hybridization temperature of 37 ℃, Na+ concentration of 10 

mM, Mg2+ concentration of 2.5 mM, and strand concentration of 100 nM. 
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A3.5 Assembly of autowalk AND logic operator  

 To assemble the autowalk AND logic operator, the gate strands were hybridized with an 

equimolar amount of blocking strands at 80 °C for 2 mins then at 37°C for 90 mins. Treating GS-

BS mixture at 80 °C was to melt all possible homodimers (i.e. complexes between two identical 

ssDNAs). Homodimers run the risk of lowering the amount of GS-BS duplex thus reducing the 

chance of forming functional AALOs. Next, equimolar amounts of each reporter (R24 and R27a) 

were added to the GS-BS duplex and hybridized at 37°C for 120 mins.  

 

 
 

 
Figure A3.1 The flow chart of autowalk AND logic operator design.  

 
 
 
 
 
 

1. Make DNA analytes from
miRNA analyte sequences.

2. Make binding site sequences in
the gate strand fully complementary
to miRNA analyte.

3. Generate reporters that are fully
complementary to the given binding
site for miRNA (Italic part). They
are also known as 5 prime binding
site for reporters in the gate strand.

6. Connect five binding sites into a
whole gate strand that fully
complementary to miR27a, miR24,
miR210, R24, and R27a.

miR27a
TTCACAGTGGCTAAGTTCCGC

miR24
TGGCTCAGTTCAGCAGGAACAG

miR210
CTGTGCGTGTGACAGCGGCTGA

miR27a
UUCACAGUGGCUAAGUUCCGC

miR24
UGGCUCAGUUCAGCAGGAACAG

miR210
CUGUGCGUGUGACAGCGGCUGA

Binding site sequence for miR27a
GCGGAACTTAGCCACTGTGAA

5 prime binding site for R27a

Binding site sequence for miR24
CTGTTCCTGCTGAACTGAGCCA

5 prime binding site for R24

Binding site sequence for miR210
TCAGCCGCTGTCACACGCACAG

R27a
CAGTTCACAGTGGCTAAGT

R24
TTGATGGCTCAGTTCAGCAG

3 prime binding site for R27a
ACTTAGCCACTGTGAACTG

3 prime binding site for R24
GCTGAACTGAGCCATCAA

Gate strand 
GCGGAACTTAGCCACTGTGAACTGTTCCTGCTGAACTGAGCCATCAGCCGCTGTCACAC
GCACAGATTTGCTGAACTGAGCCATCAATTTTTTAACTTAGCCACTGTGAACTG

4. Generate 3 prime binding site
sequences in the gate strand that are
fully complementary to reporter
strands.

5. Generate blocking strand that is
partially complementary to these
three binding sites (underlined part).Blocking stand-11

CAGTTCACAGTGGCGCTCAGTTCAGCCTGTGCGTGTGACAGC
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Table A3.1 Estimated thermodynamic data of hybridization between gate strand and other single-strand DNAs at 
37 °C. Two-state melting (Hybridization) (TSM) from the DINAMelt Web Server was used to estimate double-strand 
hybridization thermodynamic values of the gate strand binding with any of three miRs and two reporters, finding 
favorable binding with the gate. Gate-5’ means the hybridization happens in the 5 prime binding site in the gate strand. 
Similarly, Gate-3’ means the hybridization happens in the 3 prime binding site in the gate strand.  
 
 
 
 
 
 
 
 
 
 
 
Table A3.2 Estimated thermodynamic data of twenty blocking strands forming the secondary structures. The 
“Quikfold” function from the DINAMelt Web Server was used. The units for Gibbs energy (ΔG) and enthalpy change 
(ΔH) are kcal/mol. The unit for entropy change (ΔS) is cal/K/mol. 

 

 

 

 

 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 

 ΔG 
(kcal/mol) 

ΔH  
(kcal/mol) 

ΔS  
(cal/mol/K) 

Tm  
(°C) 

Gate-5’ + R27a -19.7 -149.6 -418.8 56.7 
Gate-5’ + R24  -20.8   -155.9  -435.7 58.2 
Gate + BS-19 -43.1 -377.7 -1079.0 66.0 
Gate + miR27a -23.0 -165.2 -458.4  61.8 
Gate + miR24 -25.3  -182.7  -507.5 63.7 
Gate + miR210 -28.8  -185.6  -505.5  70.4 
Gate-3’ + R27a -19.5   -145.2  -405.4  56.7 
Gate-3’ + R24 -20.0  -149.4  -417.2 57.4 

BS-1 ΔG = -0.12 ΔH = -21.6 ΔS = -69.26 Tm = 38.7°C 
BS-2 ΔG = -3.53 ΔH = -52.90 ΔS = -159.18 Tm = 59.2°C 
BS-3 ΔG = -2.31 ΔH = -33.00 ΔS = -98.95 Tm = 60.4°C 
BS-4 ΔG = -3.53 ΔH = -52.90 ΔS = -159.18 Tm = 59.2°C 
BS-5 ΔG = -2.31 ΔH = -33.00 ΔS = -98.95 Tm = 60.4°C 
BS-6 ΔG = -2.31 ΔH = -33.00 ΔS = -98.95 Tm = 60.4°C 
BS-7 ΔG = -2.31 ΔH = -33.00 ΔS = -98.95 Tm = 60.4°C 
BS-8 ΔG = -1.90 ΔH = -36.20 ΔS = -110.59 Tm = 54.2°C 
BS-9 ΔG = -1.90 ΔH = -36.20 ΔS = -110.59 Tm = 54.2°C 
BS-10 ΔG = -1.90 ΔH = -36.20 ΔS = -110.59 Tm = 54.2°C 
BS-11 ΔG = -3.52 ΔH = -75.7 ΔS = -232.73 Tm = 52.1°C 
BS-12 ΔG = -1.50 ΔH = -38.30 ΔS = -118.65 Tm = 49.6°C 
BS-13 ΔG = -2.20 ΔH = -39.70 ΔS = -120.91 Tm = 55.2°C 
BS-14 ΔG = -2.20 ΔH = -39.70 ΔS = -120.91 Tm = 55.2°C 
BS-15 ΔG = -1.90 ΔH = -36.20 ΔS = -110.59 Tm  = 54.2°C 
BS-16 ΔG = -1.08 ΔH = -90.30 ΔS = -287.67 Tm  = 40.8°C 
BS-17 ΔG = -3.43 ΔH = -58.00 ΔS = -175.95 Tm  = 56.5°C 
BS-18 ΔG = -0.41 ΔH = -39.70 ΔS = -126.68 Tm  = 40.2°C 
BS-19 ΔG = -3.63 ΔH = -58.00 ΔS = -175.30 Tm  = 57.7°C 
BS-20 ΔG = -0.58 ΔH = -44.40 ΔS = -141.29 Tm  = 41.1°C 



 
 

119 

Table A3.3 Estimated thermodynamic data of hybridization of the blocking strand (BS-19 was used as an example) 
with two reporters, and three miR inputs at 37 °C. Two-state melting (Hybridization) (TSM) from the DINAMelt Web 
Server was used to estimate the cross reactivity with off-analyte single-stranded DNAs. The data shows unfavorable 
reaction. The units for Gibbs energy (ΔG) and enthalpy change (ΔH) are kcal/mol. The unit for entropy change (ΔS) 
is cal/K/mol. 
 
 
 
 
 
 
 
 
 
 
Table A3.4 Estimated thermodynamic data of twenty blocking strands forming the homodimers at 37 °C. Two-state 
melting (Hybridization) (TSM) from the DINAMelt Web Server was used to estimate the thermodynamic data. The 
units for Gibbs energy (ΔG) and enthalpy change (ΔH) are kcal/mol. The unit for entropy change (ΔS) is cal/K/mol. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 
 

BS-19 + R24 ΔG = -3.8  ΔH = -39.7  ΔS = -115.6  Tm = -9.1°C 

BS-19 + R27a ΔG = -6.8  ΔH = -62.0  ΔS = -178.0  Tm = 18.2°C 

BS-19 + miR210 ΔG = -5.0  ΔH = -44.4  ΔS = -126.9  Tm = 1.4°C 

BS-19 + miR24 ΔG = -3.8  ΔH = -39.7  ΔS = -115.6  Tm = -9.1°C 

BS-19 + miR27a ΔG = -6.8  ΔH = -62.0  ΔS = -178.0  Tm = 18.2°C 

BS-1 ΔG = -3.1 ΔH = -21.0 ΔS = -57.7 Tm = -39.0°C 
BS-2 ΔG = -7.0 ΔH = -105.6 ΔS = -318.0 Tm = 28.5°C 
BS-3 ΔG = -3.9 ΔH = -55.0 ΔS = -164.8 Tm = 6.3°C 
BS-4 ΔG = -7.0 ΔH = -105.6 ΔS = -318.0 Tm = 28.5°C 
BS-5 ΔG = -3.9 ΔH = -55.0 ΔS = -164.8 Tm = 6.3°C 
BS-6 ΔG = -4.1 ΔH = -50.7 ΔS = -150.1 Tm = 5.2°C 
BS-7 ΔG = -4.1 ΔH = -50.7 ΔS = -150.1 Tm = 5.2°C 
BS-8 ΔG = -3.9 ΔH = -55.0 ΔS = -164.8 Tm = 6.3°C 
BS-9 ΔG = -3.9 ΔH = -55.0 ΔS = -164.8 Tm = 6.3°C 
BS-10 ΔG = -4.1 ΔH = -50.7 ΔS = -150.1 Tm = 5.2°C 
BS-11 ΔG = -6.4 ΔH = -151.2 ΔS = -466.7 Tm = 30.0°C 
BS-12 ΔG = -4.0 ΔH = -33.4 ΔS = -94.9 Tm = -10.1°C 
BS-13 ΔG = -7.9 ΔH = -84.0 ΔS = -245.5 Tm = 29.6°C 
BS-14 ΔG = -7.9 ΔH = -84.0 ΔS = -245.5 Tm = 29.6°C 
BS-15 ΔG = -4.1 ΔH = -50.7 ΔS = -150.1 Tm = 5.2°C 
BS-16 ΔG = -6.2 ΔH = -77.2 ΔS = -228.8 Tm = 22.8°C 
BS-17 ΔG = -6.4 ΔH = -62.0 ΔS = -179.4 Tm = 20.1°C 
BS-18 ΔG = -3.7 ΔH = -46.0 ΔS = -136.3 Tm = 0.1°C 
BS-19 ΔG = -6.4 ΔH = -62.0 ΔS = -179.4 Tm = 20.1°C 
BS-20 ΔG = -3.7 ΔH = -46.0 ΔS = -136.3 Tm = 0.1°C 
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Table A3.5 Estimated thermodynamic data of hybridization between gate strand and twenty different blocking strands 
at 37 °C. Two-state melting (Hybridization) (TSM) from the DINAMelt Web Server was used to estimate the 
hybridization thermodynamic values. The units for Gibbs energy (ΔG) and enthalpy change (ΔH) are kcal/mol. The 
unit for entropy change (ΔS) is cal/K/mol. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 
 
 
 
 
 
 
 

BS-1 ΔG = -30.5 ΔH = -324.4 ΔS = -947.7 Tm = 57.0°C 

BS-2 ΔG = -32.3 ΔH = -332.2 ΔS = -967.2 Tm = 58.5° 

BS-3 ΔG = -36.0 ΔH = -352.8 ΔS = -1021.3 Tm = 60.9°C 

BS-4 ΔG = -36.3 ΔH = -352.1 ΔS = -1018.2 Tm = 61.2° 

BS-5 ΔG = -40.0 ΔH = -372.5 ΔS = -1071.9 Tm = 63.4°C 

BS-6 ΔG = -44.4 ΔH = -386.0 ΔS = -1101.5 Tm = 66.6°C 

BS-7 ΔG = -48.4 ΔH = -405.7 ΔS = -1152.2 Tm = 68.7°C 

BS-8 ΔG = -44.1 ΔH = -385.1 ΔS = -1099.6 Tm = 66.3°C 

BS-9 ΔG = -48.0 ΔH = -404.8 ΔS = -1150.2 Tm = 68.4°C 

BS-10 ΔG = -56.4 ΔH = -438.0 ΔS = -1230.5 Tm = 73.0°C 

BS-11 ΔG = -40.0 ΔH = -335.3 ΔS = -952.2 Tm  = 66.6°C 
BS-12 ΔG = -39.2 ΔH = -330.2 ΔS = -938.2 Tm = 66.2°C 

BS-13 ΔG = -38.3 ΔH = -328.5 ΔS = -935.8 Tm = 65.3°C 

BS-14 ΔG = -38.2 ΔH = -325.7 ΔS = -927.0 Tm = 65.5°C 

BS-15 ΔG = -45.3 ΔH = -370.3 ΔS = -1047.8 Tm  = 68.9°C 

BS-16 ΔG = -44.1 ΔH = -389.2 ΔS = -1112.6 Tm  = 66.1°C 

BS-17 ΔG = -44.2 ΔH = -392.1 ΔS = -1121.7 Tm  = 65.9°C 

BS-18 ΔG = -42.1 ΔH = -418.6 ΔS = -1214.0 Tm  = 62.1°C 

BS-19 ΔG = -43.1 ΔH = -377.7 ΔS = -1079.0 Tm  = 66.0°C 

BS-20 ΔG = -40.7 ΔH = -406.0 ΔS = -1177.8 Tm  = 61.7°C 
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Table A3.6 The sequences of gate strand, reporters (R27a and R24), miR inputs (miR27a, miR24, and miR210), and 
blocking strands (BS) oligonucleotides. Underlined nucleotides in BS-16, BS-18, and BS-20 are random bases added 
between the complementary sequence for miR210’s, R24’s “ON”, and R27a’s “ON” binding sites in the GS.  

 

 

Name Sequence (5’-3’) 

Gate 
strand 

GCGGAACTTAGCCACTGTGAACTGTTCCTGCTGAACTGAGCCATCAGCCGCTGTCAC
ACGCACAGATTTGCTGAACTGAGCCATCAATTTTTTAACTTAGCCACTGTGAACTG 

R27a CAGTTCACAGTGGCTAAGT-3ATTO633N 

R24 /56-FAM/-TTGATGGCTCAGTTCAGCAG 

miR27a TTCACAGTGGCTAAGTTCCGC 

miR24 TGGCTCAGTTCAGCAGGAACAG 

miR210 CTGTGCGTGTGACAGCGGCTGA 

BS-1 CAGTTCAGCTAAGTTTGATGGGTTCAGCCTGTGCGTGTGACAG 

BS-2 CAGTTCAGGCTAAGTTTGATGGGTTCAGCCTGTGCGTGTGACAGC 

BS-3 CAGTTCACGGCTAAGTTTGATGGCGTTCAGCCTGTGCGTGTGACAGC 

BS-4 CAGTTCAGGCTAAGTTTGATGGGTTCAGCCTGTGCGTGTGACAGCGG 

BS-5 CAGTTCACGGCTAAGTTTGATGGCGTTCAGCCTGTGCGTGTGACAGCGG 

BS-6 CAGTTCACAGTGGCTAAGTTTGATGGCGTTCAGCCTGTGCGTGTGACAGC 

BS-7 CAGTTCACAGTGGCTAAGTTTGATGGCGTTCAGCCTGTGCGTGTGACAGCGG 

BS-8 CAGTTCACGGCTAAGTTTGATGGCTCAGTTCAGCCTGTGCGTGTGACAGC 

BS-9 CAGTTCACGGCTAAGTTTGATGGCTCAGTTCAGCCTGTGCGTGTGACAGCGG 

BS-10 CAGTTCACAGTGGCTAAGTTTGATGGCTCAGTTCAGCCTGTGCGTGTGACAGCGG 

BS-11 CAGTTCACAGTGGCGCTCAGTTCAGCCTGTGCGTGTGACAGC 

BS-12 ACAGTGGCTAAGTTGCTCAGTTCAGCCTGTGCGTGTGACAGC 

BS-13 CAGTTCACAGTGGCTTGATGGCTCAGCTGTGCGTGTGACAGC 

BS-14 ACAGTGGCTAAGTTTTGATGGCTCAGCTGTGCGTGTGACAGC 

BS-15 CAGTTCACAGTGGCTAATGGCTCAGTTCAGCCTGTGCGTGTGACAGC 

BS-16 CAGTTCACAGTGGCTAATGTGCAAAACGGTTGGCTCAGTTCAGCTTTCCTGTGCGTG
TGACAGC 

BS-17 CAGTTCACAGTGGCTATAAAAAAATGGCTCAGTTCACTGTGCGTGTGACAGC 

BS-18 CAGTTCACAGTGGCTATTCTAAAAAAGTTATGGCTCAGTTCATGTTTCCTGTGCGTG
TGACAGC 

BS-19 CAGTTCACAGTGGCTAAAAAAATGGCTCAGTTCACTGTGCGTGTGACAGC 

BS-20 CAGTTCACAGTGGCTCCTGGAAAAAAGTTATGGCTCAGTTCATGTTTCCTGTGCGTG
TGACAGC 
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A3.6 Discover off-analyte miRs  

 To start the off-analyte miR search, we entered the sequence of a given analyte miR (e.g. 

hsa-miR27a-3p: 5’- UUCACAGUGGCUAAGUUCCGC-3’) to an online miR database 

(miRBase).3 The miRBase database is operated by the University of Manchester. We selected the 

‘search by sequence’ option and then chose the search method of ‘BLASTN’ for ‘mature miRNA’ 

sequence. The other parameters included the ‘E-value cutoff’ set as ‘2000’, and the ‘maximum 

number of hits’ set at ‘100’.  
 

A3.7 Cell nucleofection and filter settings in TIRF microscope  

 HEK 293T cells were seeded at ∼500 000 cells into 25 cm2 culture flask (VWR) and 

subcultured for 48 hrs in DMEM growth media (37 °C, 5% CO2, 10% FBS, GibcoTM). About 1 

000 000 cells were harvested and resuspended in 100 µL of SF 4D-NucleofectorTM X Solution 

(Lonza) at room temperature for Nucleofection. Then cell-X solution mixture was transferred to a 

100 µl Nucleocuvette where the pre-hybridized forced “ON” AALOs were added therefore diluting 

the concentration of AALOs to 1 µM. The forced “ON” was assembled by hybridizing GS with 

three miR inputs first, then with two reporters. CM-130 program in the Nucleofactor (Lonza) was 

used to perform the transfection. After that, the nucleofactored solution were transferred to a 3.5 

mm petri dish (10 mm microwell, MatTek) and cultured with 2 mL fresh DMEM growth media 

(10% FBS, 37 °C, 5% CO2) for 24 hrs.  

 Then the cells were fixed with 4% paraformaldehyde (Electron Microscopy Sciences) and 

imaged with an Axio Observer Z1 objective-type TIRF microscope (Zeiss) equipped with a ×100 

oil-immersion objective with 1.46 NA. To detect the green and red fluorescence, we used a filter 

set including a triple-band-pass excitation filter (483 nm, 564 nm, 642 nm), a triple-color beam-

splitter (506 nm, 582 nm, 659 nm), and a triple-band-pass emission filter (526 nm, 601 nm, 688 

nm). For FRET imaging, a custom filter set contained a band-pass filter 488/10 for excitation, 

beam splitter 500, and a 620/60 band-pass emission filter. Fixed cells were excited with 488 nm, 

560 nm, and 488 nm to obtain images from the green, red, and FRET detector channels, 

respectively. 
 

A3.8 Importance of a blocking strand 

  Figure A3.2 shows the critical role that blocking strand (BS) plays in directing two 
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reporters to the “OFF” sites in the gate strand (GS) and achieving a large sensing window. Two 

control groups established the baseline and the maximum acceptor intensity. The baseline control 

(Rs) included two free reporters (R24 and R27a). A forced “ON” state of AALO (GS+3miRs+Rs) 

was used to determine the maximum acceptor intensity. As mentioned earlier, a forced “ON” was 

assembled by hybridizing GS with three miR inputs first, then with two reporters. Different from 

the previously defined AALO’s “ON” state, the forced “ON” state did not need a blocking strand. 

We expected an increased acceptor intensity of forced “ON” AALO because three miRs would 

bind to GS on the 5’ end thus forcing the following added reporters bind to the “ON” sites.  

 

 
Figure A3.2 Acceptor intensity of the baseline control (Rs), gate strands bound to two reporters without a blocking 
strand (GS+Rs), “OFF” state of AALO (GS+BS-3+Rs), and forced “ON” state of AALO (GS+3miRs+Rs, N=3).  
 
 Figure A3.2 shows that the maximum acceptor signal intensity from the forced “ON” 

AALO (GS+3miRs+Rs) was five times higher than the baseline from Rs (p < 0.001). The acceptor 

intensity of gate strands bound to two reporters (GS+Rs) was around 3.5 folds higher than the 

baseline (p < 0.001) but lower than the forced “ON” AALO. The acceptor intensity of [gate 

strands]-reporters (GS+Rs) suggests three possible binding: (1) both reporters bound to “OFF” 

sites (low acceptor intensity), (2) both reporters bound to “ON” sites (high acceptor intensity), and 

(3) one reporter bound to “OFF” and the other to “ON” sites (low acceptor intensity).  

 Different from GS+Rs, “OFF” state of AALO (GS+BS-3+Rs) having GS react with BS 

first (BS-3 in Figure A3.2) then with two reporters. Compared to GS+Rs, the acceptor intensity of 

the “OFF” state decreased by 2 times (p < 0.001). The lower acceptor intensity for the “OFF” 

indicated that BS helps direct two reporters to the “OFF” sites to keep the acceptor intensity low 

and close to the baseline thus enlarging the sensing window. A large sensing window allows 

ALLOs compensate the high background noises from the complicated matrix (e.g. cell lysate), 
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thus widens AALO’s application for good molecular logic.  
 

A3.9 Effect of FRET distance and nucleotide types on FRET efficiency  

 Forster resonance energy transfer (FRET) efficiency between the donor and acceptor dyes 

was impacted by the FRET distance and the nucleotide types. FRET distance suggests the donor-

acceptor distance and is defined by the number of nucleotides (nts) between R24’s (donor) and 

R27a’s (acceptor) “ON” sites in GS. Bao et al reported that increasing the FRET distance between 

a dye pair (e.g. Cy3 and FAM) from three to six nts would slightly increase FRET efficiency.58 To 

determine the best FRET distance for dye pair FAM-ATTO 633, we tested the FRET distances of 

5, 7, and 10 nts. As for nucleotide types, we focused on thymine (T) and adenine (A) nucleotides 

since T and A quench fluorescence the least.3  

 Figure A3.3 demonstrates that different FRET distance and nucleotide types did not cause 

statistically differences in the acceptor intensity of AALO in either the “OFF” or “ON” state (p < 

0.025). Additionally, AALO with 7-adenine nts showed the highest sensing window with ~70, 000 

counts.  

 
Figure A3.3 The effect of FRET distance and nucleotide types on the acceptor intensity of AALO in “OFF” and “ON” 
state (N=3).  FRET distance from 5-, 7-, and 10 nts with (A) Adenine and (B) thymine nucleotides were tested. 
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Table A3.7 Exposed toehold lengths and toehold locations in miR210’s binding site, R24’s and R27a’s “ON” binding 
sites from fourteen autowalk AND logic operators (AALO-1 through AALO-14). Bold number indicates the toehold 
length. 5’, 3’, and M indicate the toehold locations: 5-prime end, 3-prime end, and middle of the binding site, 
respectively.  

 
 
Table A3.8 Exposed toehold length and toehold location of miR210’s binding site, R24’s and R27a’s “ON” binding 
sites from six autowalk AND logic operators (ALLO-15 through AALO-20). Bold number indicates the toehold length. 
5’, 3’, and M indicate the toehold locations: 5-prime end, 3-prime end, and middle of the binding site, respectively.  
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure 3.4 Sensitivity, concentration dynamic range, and limit of detection of ALLO-19 in the crude MCF-7 cell 
lysate (N=3). A calibration curve was constructed over miR concentration ranged from 0 to 100 nM. Data was accuired 
by Argon-ion laser. 
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R27a’s toehold 2, 5’ 2, 5’ 3, 5’ 3, 5’ 4, 5’ 4, 5’ 
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AALO-19 100 nM 100 nM 100 nM 100 nM 100 nM 

miR24 0 nM 100 nM 50 nM 25 nM 100 nM 

miR210 0 nM 50 nM 25 nM 100 nM 100 nM 

miR27a 0 nM 25 nM 100 nM 50 nM 100 nM 
Figure A3.5 AALO-19’s signal response to the disproportionate relative concentrations of three miRs (N=2). 
Compared to the group of no miR added, AALO-19 showed statistical higher response to the miR combination where 
miR24 had the lowest concentration miR (p < 0.0025).  

 

 

Table A3.9 Percent change in acceptor intensity of nano-assembly logic gate-3 (NALG-3) caused by single and double 
miR additions (N=3). 
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NALG-3 miR inputs ∆𝐼t 
Signal change from 
single-miR addition 

miR27a 100.0 ± 0.2% 
miR182 89.1±0.1% 
miR96 83.2±0.1% 

Signal change from 
double-miR addition 

miR27a+miR182 75.6±0.1% 
miR27a+miR96 70.8±0.1% 
miR96+miR182 46.9±0.1% 
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Figure A3.6 AALO-19’s signal response to the mixture of the equivalent amounts of two analyte miRs and one off-
analyte miR (N=2). Compared to the group of no miR added, AALO-19 showed statistical higher response to the miR 
mixture where off-analyte OA3 was mixed with analyte miRs of miR24 and miR210 (p < 0.0025). 

 

 
Figure A3.7 The fluorescence quenching effects of high concentration of nucleic acids. The acceptor intensity of 100 
nM two reporters (R24 and R27a, Rs) with 600 nM three off-analytes was significantly lower than that of 100 nM two 
reporters (p<0.025). 
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Figure A3.8 False-positive signal test of AALO-19 challenged with deoxyribonuclease (N=2). There was no false-
positive signal observed after AALO-19 was treated with enzyme DNase I.  

 

Section A3.10  The differentiating-input-number ability test of AALO-11 

 To evaluate the differentiating-input-number ability, the acceptor intensity change of 

AALO-11 was studied when challenged with individual and multiple miRs (Figure A3.9). A blank 

control established the baseline acceptor intensity of AALO-11 when no miR was present. The 

blank control consisted of the probe, blocking strand, two reporters (R24 and R27a). The acceptor 

intensity was normalized with the highest value from the addition of all three miRs to the AALO-

11.  

 For the blank control group, the average normalized acceptor intensity was 0.38 ± 0.04 AU. 

For the addition of all three miRs the average acceptor intensity was 1.00 ± 0.03 AU. AALO-11 

showed the largest changes in acceptor signal when all three miRs were added. Compared to the 

blank the addition of all 3 miRs increased the acceptor signal by a factor of about 2.5 (p < 0.0001). 

Figure A3.9 shows the addition of single and combinations of two miRs showed statistical 

increases in the acceptor intensity from the blank control group.  
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Figure A3.9 The acceptor intensity for AALO-11 challenged with individual and multiple miRs (N=3). Compared to 
the no miRs control group (green bar) where no miRs were added to the AALO-11, the acceptor intensity increased 
the most with the addition of all three miR inputs (red bar), then with two miR inputs (blue bar), and the least with 
single miR input (yellow bar). The black dash line indicates the LOD of AALO-11. 
  

 Tables A3.10 quantitated the percent change in acceptor intensity caused by single and 

double miR additions. The following equation was used:  

%∆𝐴 = 100×
𝐴+,-. − 𝐿𝑂𝐷
𝐴1,-. − 𝐿𝑂𝐷

 

where A is the normalized acceptor intensity in general, AXmiR is the normalized acceptor intensity 

for single or double miR addition, and A3miR is the normalized acceptor intensity for all three miRs 

added. False signals from AALO were considered relevant if they were larger than the limit of 

detection (LOD). AALO-11’s LOD was defined as it’s average normalized A0miR value plus three 

times its standard deviation, and with a value of 0.50.  

 The change in normalized acceptor intensity listed in Table A3.10 for addition of single 

miR to AALO-11 was less than the LOD. This meant single miR did not cause any false signals. 

With the addition of double miRs to AALO-11, the change in normalized acceptor intensity was 

higher than the LOD by 6 to 10% (Table A3.8). This meant double miRs did cause the false signals.  
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Table A3.10 The percent change in acceptor intensity of four-entities AND connector-11 (AALO-11) caused by single 
and double miR additions. 
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AALO-11 %∆𝐴 
LOD 0.50 
miR24 -5.0 
miR27a -16.3 
miR210 -21.2 
miR24+miR210 6.3 
miR24+miR27a 6.6 
miR27a+miR210 9.0 


