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While robotic systems may have once been relegated to structured environments

and automation style tasks, in recent years these boundaries have begun to erode. As

robots begin to operate in largely unstructured environments, it becomes more difficult

for them to effectively interpret their surroundings. As sensor technology improves, the

amount of data these robots must utilize can quickly become intractable. Additional

challenges include environmental noise, dynamic obstacles, and inherent sensor non-

linearities. Deep learning techniques have emerged as a way to efficiently deal with

these challenges. While end-to-end deep learning can be convenient, challenges such as

validation and training requirements can be prohibitive to its use.

In order to address these issues, we propose augmenting the power of deep learning

techniques with tools such as optimization methods, physics based models, and human

expertise. In this work, we present a principled framework for approaching a prob-



lem that allows a user to identify the types of augmentation methods and deep learning

techniques best suited to their problem. To validate our framework, we consider three

different domains: LIDAR based odometry estimation, hybrid soft robotic control, and

sonar based underwater mapping.

First, we investigate LIDAR based odometry estimation which can be characterized

with both high data precision and availability; ideal for augmenting with optimization

methods. We propose using denoising autoencoders (DAEs) to address the challenges

presented by modern LIDARs. Our proposed approach is comprised of two stages: a

novel pre-processing stage for robust feature identification and a scan matching stage

for motion estimation. Using real-world data from the University of Michigan North

Campus long-term vision and LIDAR dataset (NCLT dataset) as well as the KITTI

dataset, we show that our approach generalizes across domains; is capable of reducing

the per-estimate error of standard ICP methods on average by 25.5% for the transla-

tional component and 57.53% for the rotational component; and is capable of reducing

the computation time of state-of-the-art ICP methods by a factor of 7.94 on average

while achieving competitive performance.

Next, we consider hybrid soft robotic control which has lower data precision due

to real-world noise (e.g., friction and manufacturing imperfections). Here, augment-

ing with model based methods is more appropriate. We present a novel approach for

modeling, and classifying between, the system load states introduced when constructing

staged soft arm configurations. Our proposed approach is comprised of two stages: an

LSTM calibration routine used to identify the current load state and a control input gen-

eration step that combines a generalized quasistatic model with the learned load model.



We show our method is capable of classifying between different arm configurations at a

rate greater than 95%. Additionally, our method is capable of reducing the end-effector

error of quasistatic model only control to within 1 cm of our controller baseline.

Finally, we examine sonar based underwater mapping. Here, data is so noisy that

augmenting with human experts and incorporating some global context is required. We

develop a novel framework that enables the real-time 3D reconstruction of underwa-

ter environments using features from 2D sonar images. In our approach, a convolu-

tional neural network (CNN) analyzes sonar imagery in real-time and only proposes

a small subset of high-quality frames to the human expert for feature annotation. We

demonstrate that our approach provides real-time reconstruction capability without loss

in classification performance on datasets captured onboard our underwater vehicle while

operating in a variety of environments.
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Chapter 1: Introduction

In today’s society, robotic systems are becoming more and more prevalent. While these

systems may have once been relegated to structured environments and automation style

tasks, in recent years these boundaries have begun to erode. Now, the promise of these

systems is beginning to reach into all aspects of life whether it is on a personal or global

scale. Applications ranging from autonomous vehicles and delivery to disaster relief

all promise to have a large impact on humanity. As these applications move into more

unstructured environments, with increasing human contact, the ability of a robot to ef-

ficiently perceive and act on information from its environment becomes increasingly

important.

As these robots begin to operate in largely unstructured environments, it becomes

more difficult for the robot to effectively interpret its surroundings. While this may

seem unintuitive at first, especially with modern sensors becoming both more capable

and cheaper, there are many reasons for this. As sensor technology improves, the amount

of data that these robots must utilize can quickly become intractable; especially when

many sensor modalities are present on a single robot. Additional challenges include

environmental noise, dynamic obstacles, and inherent sensor non-linearities (e.g., sonar,

soft sensors).

Deep learning techniques have emerged as a way to efficiently deal with these chal-

lenges. Beginning with perception tasks such as object recognition and classification,
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deep learning has shown to be highly successful [51, 52, 95]. In these domains, deep

learning has allowed training datasets to grow from an order of thousands (e.g., LabelMe

[80]), to tens of thousands (e.g., CIFAR-10/100 [50], NORB [54]), and even millions of

training examples (e.g., ImageNet [19]).

As deep learning techniques have started to enter the robotics space, many problems

have been approached in an end-to-end fashion. In the perception domain, end-to-end

deep learning has been proposed to predict odometry from sequences of stereo images

[49] as well as to detect and track liquids in visual scenes using single and multiple

frame inputs [81]. Other approaches have used LIDAR data for vehicle detection [57],

to estimate the positions and classes of objects in the environment [72, 73], as well as

to perform landing zone detection for autonomous helicopters [64]. In the grasping do-

main, raw RGB-D input has been used to evaluate candidate grasps and propose the

top-ranked candidate for Baxter and PR2 robots [56]. Additionally, end-to-end deep

learning has been used to model the complex dynamics of a helicopter as a high dimen-

sional regression problem [75].

While end-to-end deep learning can be convenient in terms of system architecture

(i.e., mapping raw data to a desired output), there are drawbacks. Such systems are

difficult to validate and when a problem arises, it can be difficult to diagnose where in

the pipeline the issue occurred. Additionally, training these end-to-end systems requires

extremely large amounts of data and computation time. In order to address these is-

sues, we propose augmenting the power of deep learning techniques with tools such as

optimization methods, physics based models, and human expertise.

In this work, we propose a principled framework for approaching a novel problem
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that allows the user to identify the types of augmentation methods and deep learning

techniques best suited to their problem. Our framework is composed of two steps that

examine the structure of the problem. In the first step, the data precision and availability

is analyzed to determine the most appropriate type of augmentation method. The second

step analyzes both the spatial and temporal locality of the feature space to suggest the

appropriate deep learning techniques. A visualization of these spaces can be seen in Fig.

1.1 and Fig. 1.2, respectively.

Figure 1.1: A visualization of the data space and various augmentation methods. The
colored dots represent the three domains investigated in this work. Blue represents
LIDAR based odometry estimation, green represents hybrid soft robotic control, and
red represents sonar based underwater mapping.

As seen in Fig. 1.1, the entire space is not characterized by augmentation methods.
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When the problem is characterized by extremely precise data, deep learning techniques

are not generally required. While these problems are less frequent, classical methods

tend to work well in them (e.g., noiseless sensors in simulation). When the problem

is characterized by extreme data availability, end-to-end deep learning is an option. In

these types of problems, the vast amount of data available allows for the learning space

to be fully explored (e.g., hundreds of instances of hardware collecting data for weeks

or months on end). However, due to cost and time constraints, this is not feasible for

many problems.

If the problem has precise data (e.g., LIDAR), optimization methods can be used.

The more precise the data, the better these methods will work since they will be able

to more easily converge. However, these precise modalities are often accompanied by

large quantities of data (i.e., individual LIDAR scans can contain tens of thousands of

individual returns). Here, deep learning can be leveraged to reduce the input data to only

the most important. As the data precision degrades, physics based model approaches

may be more suitable. In many robotic systems, data precision can be compromised by

physical limitations (e.g., manufacturing defects) as well as complex system dynamics

(e.g., hysteresis). When this occurs, straightforward models can be combined with deep

learning to more accurately model the full complexity of the system. In some cases,

data precision degrades to a point where it is nearly indistinguishable from noise. As

this limit is approached, human experts can be utilized for their domain knowledge to

identify key elements from the data. While human experts can be an invaluable resource,

their time and energy is finite. In these scenarios, deep learning can be used to reduce

the amount of data the human has to process to only the most useful and bare minimum
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for the task at hand.

It is important to note that the data precision and availability are not the only fac-

tors to consider when augmenting deep learning techniques. When using the proposed

augmentation methods, various other factors should be considered. In order to use op-

timization methods, the problem must be formulated in such a way that there is a clear

objective function. In addition, it is important to consider the properties of the objective

function (e.g., convexity). Similarly, in order to use a model based approach, a model (of

some quality) must exist for the system of interest. Another consideration is whether or

not data representing the additional system complexities can be obtained. For example,

if attempting to model human behavior for human-robot interaction tasks, it may not be

feasible or ethical to collect specific training data for certain complex behaviors. Finally,

in order to utilize a human expert, one must exist for the domain of interest; this may

not be the case for many data modalities (e.g., raw binary data). Additionally, the do-

main must be one in which an expert could intervene. For many long-term autonomous

aerial and underwater deployments, direct communication with the vehicle may not be

possible.

Fig. 1.2 visualizes the types of deep learning techniques we consider. On the vertical

axis, spatial locality ranges from no correlation (bottom) to purely global correlation

(top). On the horizontal axis, temporal locality ranges from no correlation (left) to

highly correlated (right). When the spatial features are globally correlated, with no local

correlation, classical approaches such as discrete cosine transforms may be appropriate.

If the features have a mix of global and local correlation, atrous convolution can be

leveraged. This allows the network to take advantage of semi-global context, similar to
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Figure 1.2: A visualization of the feature space and various deep learning techniques.
The colored dots represent the three domains investigated in this work. Blue represents
LIDAR based odometry estimation, green represents hybrid soft robotic control, and red
represents sonar based underwater mapping. For hybrid soft robotic control, multiple
network structures are used to take advantage of the different input spaces across the
approach. This is further discussed in Section 4.2.

convolution and pooling layer pairs, without the loss of feature information introduced

by the pooling operator. When the features are only locally correlated, standard local

convolution is appropriate. Finally, if there is no spatial correlation, more simple fully

connected networks can be used. If there is a temporal aspect to the features, LSTMs can

be used on their own or in conjunction with convolution layers. While we do not use

the combination of LSTMs and convolution layers in this work, this technique would

be useful for data such as video sequences where features exhibit both a spatial and
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temporal component.

In order to validate our framework, we consider three different domains, each with a

different task. For each domain, we follow our framework to determine the augmenta-

tion method and deep learning techniques best suited to the challenges presented. These

domains are represented by the colored dots in Fig. 1.1 and Fig. 1.2. More specifically,

the three primary contributions are as follows:

1. A novel pre-processing step for LIDAR based odometry estimation that both re-

moves outlier returns and reduces the size of the points clouds to align. This

domain is an example of high data precision and availability, with local features.

2. A scalable hybrid controller for reconfigurable staged soft arms that can switch

between different arm configurations on the fly, requiring no addition learning or

parameter fitting. In this domain, data is less precise due to real-world noise (e.g.,

friction and manufacturing imperfections). The different stages of this approach

include both temporal and non-temporal features.

3. A method to identify informative sonar frames enabling real-time human-in-the-

loop capabilities for underwater mapping tasks. The data precision in this domain

is low enough that features are nearly indistinguishable from local noise. Due to

this, some global context is required.
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Chapter 2: Background

In this work, we leverage existing literature from many fields. In Section 2.1, we in-

troduce deep learning and discuss common structures, training methods, and practical

considerations. Next, we detail background, challenges, and approaches in the three

domains considered in this work. LIDAR based odometry estimation is discussed in

Section 2.2, hybrid soft robotic control in Section 2.3, and finally sonar based underwa-

ter mapping is in Section 2.4.

2.1 Deep Learning

In recent years, a new trend known as deep learning has emerged in the field of machine

learning. Often, deep learning refers to “deep” multi-layer neural networks. However,

the term can also be applied to other types of multi-layered, trainable architectures.

Until recently, it seemed that training these deep networks was not feasible. With prior

methods, the early layers in a deep network were unable to learn useful information.

In fact, deep networks had been shown to generally perform the same, or worse, than

shallow neural networks (i.e., one or two layers) [87].

It was not until 2006 that the difficulties in training these deep networks were ad-

dressed. At this time, the research groups of Hinton, LeCun, and Bengio proposed meth-

ods that allowed the early layers in deep networks to learn useful features [29, 28, 2, 76].
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When comparing these deep networks to standard neural networks, there are both

similarities and differences. Both types of networks are built up from layers of intercon-

nected neurons. These neurons can use various types of non-linear activation functions

and regularization parameters (Section 2.1.1). A key difference between the two net-

work types are the layer structures employed. While standard neural networks typically

use dense layers (i.e., all neurons fully connected pairwise between layers), deep net-

works leverage multiple layer structures including convolutional and recurrent layers

(Section 2.1.2).

2.1.1 Layer Parameters

Common non-linear activation functions used in deep networks include the sigmoid,

hyperbolic tangent, and Rectified Linear Unit (ReLU) [37]:

σ(x) =
1

1 + e−x
(2.1)

tanh(x) = 2 · σ(2x)− 1, σ(x) =
1

1 + e−x
(2.2)

ReLU(x) = max(0, x). (2.3)

The sigmoid function is a standard activation function and bounds the output be-

tween 0 and 1. Alternatively, the hyperbolic tangent function bounds the output between

-1 and 1 allowing for negative output values. In recent years, the ReLU has become pop-
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ular due to its characteristics of sparsity (x ≤ 0) and lower probability of a vanishing

gradient (x > 0).

In order to combat the issue of overfitting, deep learning can employ a variety of

regularization methods. Regularizations can be applied to a layer’s weight terms, bias

term, or both. Some of the standard regularizations that are commonly used include L1

and L2 regularization:

λ ||w||1 = λ
n∑

i=1

|wi| (2.4)

λ ||w||22 = λ
n∑

i=1

w2
i (2.5)

where w represents the weight vector and λ represents a penalty term.

Additionally, max-norm constraints can be used to enforce an upper bound on the

magnitude of the weight vectors for each neuron [85]:

||w||2 < c (2.6)

where w represents the weight vector and a typical constraint value used is c = 4.

Finally, dropout is a unique form of regularization that was presented by Srivastava et

al. and has been shown to be extremely simple yet effective [86]:

wi = wi · Bernoulli(p) (2.7)

where wi represents an individual weight and the Bernoulli random variable has proba-
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bility p of being 1. This amounts to sampling a subset of each layer’s output and using

this subset as the input to the next layer. Note that at test time, dropout is turned off.

Outputs of a deep network can take the form of continuous variables (e.g., regres-

sion) or as probabilities (e.g., classification). Some examples of optimizers that can

be used include standard gradient descent, RMSProp, Adadelta [101], and Adam [48].

RMSProp, Adadelta, and Adam are all per-parameter, adaptive optimization methods.

2.1.2 Layer Architectures

2.1.2.1 Fully Connected

Fully connected layers are connected the same way in deep networks as they are in

standard neural networks. In these layers, neurons between two adjacent layers are fully

pairwise connected. Neurons within a layer share no connections. These are rarely used

in early layers of a deep learner due to the typically large input space; that is, intractable

numbers of connections would be made.

2.1.2.2 Convolutional Neural Networks

Convolutional Neural Networks (CNNs) are biologically inspired. Early work by Hubel

and Wiesel proposed an explanation for the way in which the visual cortex functions

[35, 34]. They proposed that the visual cortex is comprised of cells which are sensitive

to sub-regions of the visual field. These sub-regions are known as the receptive field.

Aiming to emulate this behavior, several models were created including the NeoCogni-
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tron [21] and LeNet-5 [53].

In an attempt to replicate the concept of receptive fields, layers in a CNN are not fully

connected. Instead, a sub-region (typically small; e.g., 3x3, 5x5) is defined and only the

encompassed neurons are connected. Each sub-region, or filter, is then replicated across

the entire input space. Each of the replicated units share the same weight vector and bias

term. This allows for the same features to be detected at any region of the input space,

as well as drastically reducing the number of free parameters being learned.

Structurally, in a CNN, convolutional layers are typically followed by pooling layers.

Pooling layers are simple, and can be thought of as a way to intelligently down sample.

Pooling layers partition the input into a set of non-overlapping sub-regions, each of

which produces a single output. Pooling can take several forms including max and

mean pooling. In max pooling, the output is simply the max value of the input sub-

region, while mean pooling outputs the mean.

2.1.2.3 Recurrent Neural Networks

The idea behind recurrent networks (RNNs) is simple. In standard feed-forward net-

works, all inputs are treated as independent of one another. In reality, this is not always

the case; RNNs attempt to address this. Recurrent layers do so by having a memory that

retains information about calculations that have occurred. In practice, this memory is

typically limited to a small number of time steps.

Long short-term memory (LSTM) networks are a type of RNN [30]. While RNNs

are typically limited in their memory length, and may not learn terms that occur over the
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long-term, LSTMs are designed to avoid this issue. LSTMs store information outside of

the normal flow of the network, in units called gates.

These gate units are able to make decisions about what information to store and

when to allow reads and writes. Similar to a neural network, these gates act on the

signals received. LSTMs maintain their own, internal, set of weights that are adjusted

iteratively using gradient descent. That means that each cell learns when to allow data

to enter, to leave, or to be deleted over time.

2.1.3 Training Methods

As previously mentioned, deep learning did not become tractable until 2006 when Hin-

ton originally proposed an unsupervised, greedy layer-by-layer training approach for

deep belief networks (DBNs) [28]. DBNs are multilayer generative models in which

each layer encodes statistical dependencies of the layer below. Once each layer has

been learned, the entire network can be trained as a whole to fine tune the weights.

Later, autoencoders were proposed as a method to initialize deep network layers [2, 76].

An autoencoder is a mirrored neural network that has the same sized output as input.

Each increasingly narrow hidden layer can be regarded as compressing the input into

a reduced state space. Once the state space has been reduced to a desired size, the

layers are reversed to reconstruct the input. Autoencoders are trained by attempting to

minimize the error in this reconstruction.

One option for training autoencoders is to train a single layer at a time. These are

known as Stacked Autoencoders (SAEs) [63, 94]. Once a layer has been learned, the
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next layer is added and the previous layer weights are locked (i.e., not updated anymore).

SAEs have been shown to aid in learning more robust features.

Denoising autoencoders are another way to increase the robustness of learned fea-

tures [94]. In these, the original training set is augmented by adding new training exam-

ples that are simply previous example with added noise. For the newly added examples,

the loss is computed by comparing the output to the original, non-noisy training exam-

ple. Additionally, pre-training the weights of convolutional layers of a larger network

with an autoencoder has been shown to produce more robust filters [49].

2.1.4 Real-World Considerations

The typically large number of weights in a deep network leads to requiring large amounts

of training data. These large amounts of data result in extremely long training times;

times that would typically be intractable. However, with the recent advances in mas-

sively parallel GPU computing, these times are reduced to a tractable level [66].

In implementing deep networks, a variety of software frameworks are available.

These frameworks allow the user to more quickly develop and train deep architectures

by providing implementations of a variety of layers and training methods. One such

framework is Caffe, developed at the University of California, Berkeley [39]. Another,

much lower level framework, is Theano [88]. Theano gives the user very direct control

over each layer, but can be tedious if this control is not needed. Both Lasagne and Keras

offer wrappers to Theano, and provide many of the standard layers and training types

that a user would desire [20, 15].
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2.2 LIDAR Based Odometry Estimation

2.2.1 Classical Approaches

One simple method for performing odometry estimation is wheel based odometry. Wheel

based odometry utilizes encoders on a robot’s wheels, factoring wheel rotation into a

forward kinematic model to estimate the motion of the robotic base. This process is

referred to as dead reckoning and is known to result in a diverging estimate of a robot’s

position over time. In addition to wheel encoders, classical odometry measures often

use a combination of accelerometers and gyroscopes, both of which are known to give

noisy estimates.

A more robust estimation process is known as scan matching (e.g., [59, 97]), which

often uses a technique known as Iterative Closest Point (ICP) [13] to iteratively minimize

the difference between point clouds; in this case two laser scans. ICP based techniques

are employed in many localization and mapping methods that rely on LIDAR data. In

[5], Bosse and Zlot use ICP based techniques to estimate trajectories from data collected

on a moving vehicle. They further employ their method to map a mine in New South

Wales, Australia [105]. More recently, Zhang and Singh achieve low-drift odometry

and mapping without loop closure by decomposing the problem into two simultaneously

running algorithms [102, 103]. First they estimate odometry by extracting feature points

from the data and performing scan matching in real-time (10 Hz). Mapping is then

performed by fine-grained registration of entire point clouds in non real-time (1 Hz).

In [3], Bergstrom and Edlund use robust M-estimation techniques to reduce the ef-

fect of outlier points as well as comparing the ability of different criterion functions to
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do point set fits. Additionally, Luong et al. investigate methods to improve ICP tech-

niques in sparse point clouds (particularly along one dimension), showing their method

to be robust in the presence of noise [60]. Despite popular use and developments in

efficiency, ICP can still be expensive to compute. Additionally, manually extracting

features is undesirable.

2.2.2 Deep Learning Approaches

Currently, deep networks are successfully being applied to visual odometry (e.g., [10,

70]), a process that uses image features to estimate the ego-motion of a camera. One

such method by Konda and Memisevic uses a CNN to estimate odometry from a se-

quence of stereo images [49]. In their work, odometry estimates are provided as a clas-

sification of discretized direction and velocity changes. Other examples include PoseNet

[45] and PlaNet [98]. In PoseNet, Kendall et al. use CNNs to regress a 6 degree of free-

dom (DOF) camera pose from a single RGB image, showing success in both indoor and

outdoor environments. In PlaNet, Weyand et al. localize photos to their geolocation

by dividing the Earth’s surface into geographic cells and treating the problem as a clas-

sification task. Most recently, new spatial transform modules have been proposed that

allow for direct spatial manipulation of data within a network [36]. Handa et al. have

extended these layers to 3D transformations, performing early experiments on visual

odometry as a sanity check [27].

Despite these successes, deep networks have yet to see many applications to LIDAR

data. One recent example uses deep networks to perform vehicle detection from pro-
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jected LIDAR scans [57]. This demonstrates that meaningful features can be extracted

from LIDAR data, despite the challenges presented by range and sparsity.

2.3 Hybrid Soft Robotic Control

2.3.1 Modeling Approaches

In soft robotics, kinematic modeling approaches commonly utilize the constant curva-

ture approximation. An overview of these techniques are presented by Webster and

Jones in [96]. In cases where actuator characteristics can be more easily measured

(e.g., cable driven arms) more precise geometric models can instead be used [78, 79].

Controllers that incorporate sensory feedback have also been proposed. Such methods

include both single camera [16] and multiple camera [9] controllers.

2.3.2 Learning Based Approaches

In recent years, many data-driven learning based approaches have been proposed for

controlling soft robots. An early model-free implementation of a static controller was

proposed by Giorelli et al. in which the inverse statics of a cable driven soft robot were

directly learned with a neural network [26]. This approach was validated on physical

hardware for a 2 DOF [25] and 3 DoF [24] soft manipulator and was shown to outper-

form the more complex model used for comparison. An approach learning the inverse

kinematics of a soft robot was presented by Thurunthel et al. in [89, 90]. In this ap-

proach, the problem was formulated as a differential inverse kinematics problem using
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local mapping which allows for multiple solutions globally. More recently, Thurunthel

et al. have proposed an approach that additionally incorporates end-effector feedback

for learning the inverse kinematics [91]. They show that their algorithm can deal with

stochasticity and exhibits adaptive behavior in an unstructured environment. Finally,

Bruder et al. have proposed using Koopman operator theory to learn linear dynamical

models for a non-linear soft robot arm [7]. The benefit to this method is that in the lifted

linear state, the optimization problem is convex allowing for use with model predictive

control techniques. While these data-driven methods perform well, they do not extend

to generalizable arm configurations which is desirable for reconfigurable staged arm

architectures.

In addition to solely data-driven methods, hybrid controllers that combine both

model based and model free approaches have been proposed. Jiang et al. have pro-

posed a hybrid approach that first uses a cost function to transform between task and

configuration space [40]. Once a pose has been identified, a neural network is used to

map curvature and arc length to control pressures. Another approach proposed by Rein-

hart et al. observes that errors in the constant curvature model reduce the accuracy of

the inverse kinematic controller [77]. To reduce this error, they model the error with a

neural network and show that their hybrid method is capable of reducing tracking error

for their arm. In our work we use a similar hybrid technique, but rather than learning to

compensate for real-world model error, we learn a load model that allows us to further

generalize the quasistatic model presented in [71] to various staged soft arm configura-

tions.
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2.4 Sonar Based Underwater Mapping

2.4.1 Sonar Imaging

As seen in Fig. 2.1, multi-beam sonar creates images by sending out a series of acoustic

beams and measuring the energy returned from a reflecting object. Typically the sonar

return of a point in Euclidean space (X, Y, Z) is mapped to polar space (r, θ, φ). The

range r to the object is obtained by measuring the time to return for the reflecting energy,

the bearing angle θ to the reflector is characterized by the beam number k, and the pixel

value (0-255) is mapped from the amount of energy received back. The elevation angle

φ is lost in the imaging process.

(a) Computation of range
and elevation angle

(b) The acquisition of bearing by
emitting multiple beams

Figure 2.1: Mapping from Euclidean to polar coordinates.
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2.4.2 Analyzing Sonar Imagery

Previous work in the area of sonar image analysis have used object shadows or strong

image gradients to automatically identify features [38, 41]. While they report impressive

results, we note that these features are not robust in our application. In the data we

collected, oftentimes an object shadow was not present in the image. Additionally, in

imaging moored objects, an object’s shadow would not be present (due to the lack of

reflection back from the seafloor around the object). During our deployments we also

found that strong image gradients can lead to the appearance of features where there are

none.

Recently, CNNs have been used to analyze sonar imagery. Kim et al. use CNNs

to analyze sonar imagery and track the trajectory of another underwater vehicle [47].

While they are able to track this vehicle accurately, we compare to this method and show

that the atrous architecture achieves a higher precision when classifying objects not in

the training set. Williams and Dugelay address the problem of noise in sonar imagery

by fusing together multiple views of the object of interest and using a deep network to

classify images as either containing a man-made object or a naturally occurring rock

[99]. We are able to complete our classification without the need for multiple views

because our atrous network is able to account for noise in a single image.

There has also been work analyzing camera imagery captured onboard underwater

vehicles. For example, Kaeli et al. identify a set of images that could be used to sum-

marize the mission [43]. To identify images in this set they use Quantized Accumulated

Histogram of Oriented Gradient (QuHOG) features, which rely on the gradients in the
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image. However, in sonar imagery the image gradients in noisy images can be deceptive

features.

To address the noise and low-resolution of sonar imagery, we use the dilated filters

in the atrous convolution architecture. In previous work we showed that the atrous

architecture provides superior transfer learning capabilities when tested on images of

objects not in the training set [17]. Details on this approach are discussed in Section

5.2.1.

2.4.3 Underwater Acoustic Structure From Motion

There has been much previous work in the area of using an imaging sonar for under-

water 3D environment reconstruction. One popular approach in solving the underwater

SLAM problem involves feature correspondence between pairs of sonar images. Hover

et al. extract features from sonar images by clustering points in the image with large gra-

dients [31]. A Normal Distribution Transform (NDT) is used for image registration, and

the vehicle trajectory is optimized using a pose-graph. However, due to the unknown

elevation angle of sonar image features, a planar assumption is used and the points are

projected into the same plane as the vehicle. While this may work well for environments

with large objects (e.g., sea floor, ship hull), this assumption is broken in more complex

and unstructured environments.

The Acoustic Structure From Motion (ASFM) method proposed by Huang and Kaess

provides two main advantages over other approaches [32]. First, ASFM relaxes the pla-

nar assumption for projecting sonar features into 3D. Second, their approach is capable
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of utilizing more than single pairs of sonar images to reconstruct 3D points. They for-

mulate the reconstruction as a factor graph optimization problem. With the assumption

of Gaussian noise, this can be formulated as a nonlinear least-squares problem. The

factor graph is initialized by setting the sonar feature’s unknown elevation angle to 0◦

and performing optimization via iterative linearization.

Huang and Kaess further extend their work to automatically perform feature associ-

ation between sonar images [33]. Their proposed algorithm searches over a tree of po-

tential feature correspondences, similar to Joint Compatibility Branch and Bound [65].

We leverage this work here to perform automatic feature correspondence and 3D recon-

structions from hand annotated images. We contribute a complementary framework for

analyzing incoming imagery to allow for the human to select the features in real-time.
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Chapter 3: LIDAR Based Odometry Estimation

One challenging problem in robotics is accurate position estimation. Modern sensors are

capable of providing high fidelity data; however, current CPU based processing methods

are unable to take advantage of this data in real-time. For instance, the Velodyne HDL-

32E can output nearly 700,000 laser points per second. An example scan generated with

the HDL-32E can be seen in Fig. 3.1, illustrating the sensor’s precision and high data

output. Denoising autoencoders (DAEs) are a type of deep network originally used to

learn feature representations robust to partial input corruption in image classification

tasks [94]. We propose leveraging DAEs to capitalize on GPU processing speeds and

extract salient features from projected sensor data to improve SE(3) motion estimation

of a mobile robot using LIDARs such as these.

Referring back to Fig. 1.1, we can see that the data precision available in this domain

suggests augmenting with optimization based methods. As such, we can take advantage

of the many state-of-the-art algorithms for estimating odometry that use scan matching

methods. While these methods can achieve accurate results, their iterative nature does

not scale well with large amounts of data. Additionally, if data points are stored for

use in a batch processing method, the memory footprint can quickly become intractable.

These challenges pose an issue in applications requiring real-time operation or with

strict hardware limits.

It is only recently that deep learning has begun to gain traction in robotics applica-
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Figure 3.1: A single Velodyne HDL-32E scan from the NCLT dataset [11]. This particu-
lar scan contains 31,011 data points. Environmental features such as trees and buildings
can be observed. The sparse nature of LIDAR at long range can be seen as well.

tions, notably in visual odometry [10, 70]. While these applications take advantage of

the rich features present in RGB image data, LIDAR data presents unique challenges.

One challenge is that real-world environments are complex and dynamic. That is, even

if the sensor has not moved, a single beam may not measure the same point in physical

space (e.g., pedestrians, moving vehicles). Additionally, the radial nature of the indi-

vidual laser orientations can result in sparse data points, especially at long range. This

is illustrated in Fig. 3.1, most notably visible in the vertical direction. Finally, the data

throughput and range capabilities of modern LIDARs make it difficult to efficiently and

accurately represent the data.

In this research, we show that through using top-down projections to efficiently rep-

resent LIDAR data, we are able to extract salient features from the data and more accu-
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rately estimate SE(3) motion for a mobile robot. In this projected image space, salient

features of the LIDAR data are locally correlated. From Fig. 1.2, we can see that CNNs

are ideal for this application. We show that our proposed approach is capable of im-

proving the performance of standard scan matching techniques to be competitive with

the state-of-the-art technique presented in [3]. Additionally, our proposed approach is

capable of reducing the computation time required by state-of-the-art techniques with

minimal loss in accuracy.

We train and validate our approach using real-world experimental data from the

University of Michigan North Campus long-term vision and LIDAR dataset (NCLT

Dataset) [11]. Benefits of this dataset include long-term, dynamic data in both indoor

and outdoor environments as well as a robust post-processed SLAM solution for ground

truth. We further test generalization (with no additional training) using LIDAR data

from the KITTI dataset [23].

In summary, we present a novel pre-processing step for scan matching that:

• Removes outlier returns from raw point clouds, enabling faster, and depending on

the technique used, more accurate scan registration.

• Takes advantage of convolutional layers to learn robust features from which out-

lier returns can be distinguished from small environmental features.

• Can be trained in an unsupervised manner, without requiring extensive hand la-

beling by a human expert.

The remainder of this chapter is organized as follows. We present a formulation

of the problem in Section 3.1. Next, we describe our proposed approach in Section
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3.2. Finally, we present our experiments and their results in Section 3.3. Versions of

the proposed algorithm and results in this chapter have appeared in our prior workshop

paper [69] and journal article [67].

3.1 Problem Formulation

In scan matching, the goal is to compute a transformation between two point clouds.

In the standard point-to-point ICP algorithm presented by Besl and McKay [4], this

is done by iteratively computing the correspondences between the point clouds. The

transformation is estimated by minimizing the distance between corresponding points

in the point clouds. For two point clouds, p and q, the transform from p to q, T̂pq, is

given by:

T̂pq = argmin
Tpq

Np∑
i=1

‖Tpqpi − q′i‖
2 (3.1)

where q′ represents the set of corresponding points from q to p, pi and q′i represent the

ith point in the respective point clouds, and Np represents the number of points in cloud

p.

The formulation presented by Besl and McKay was extended by Chen and Medioni

[14] to match individual points to approximate surface planes. This is known as point-to-

plane ICP. In point-to-plane ICP, rather than minimizing Euclidean distance, the distance

is minimized along the surface normal. The optimization problem in Eq. 3.1 becomes:
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T̂pq = argmin
Tpq

Np∑
i=1

∥∥(Tpqpi − q′i) · nq′i

∥∥2 (3.2)

where nq′i
represents the estimated surface normal for individual point q′i. The rest of the

notation follows from Eq. 3.1.

There have been many other variants of ICP proposed. One such method is a gener-

alized plane-to-plane ICP that models the surface planes for both p and q. This further

increases the estimate quality by making the problem more robust to noise and/or out-

liers [82]. Other such methods employ bundle adjustment in which pairwise registra-

tions are solved jointly [92]. However, this method is limited due to high computation

and memory requirements.

In this work, we improve the accuracy and speed of ICP estimates by improving the

quality, and reducing the size, of the input point clouds. That is, given an input point

cloud p, our pre-processing step, f(p), produces a new point cloud p̂. In designing f(p),

the goal is to produce the smallest p̂ possible such that p̂ retains only the salient features

in p.

3.2 Methodology

Our proposed approach updates the standard scan matching pipeline of directly aligning

raw point clouds to include a DAE based pre-processing step. During this step, data is

projected top-down using Eqs. 3.3-3.5 and fed into the DAE in image format. The DAE

extracts robust features from the point cloud, with the output being used as a binary

mask on the raw data projection. The masked data is then re-projected into 3D space by
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inverting Eqs. 3.3-3.5 and scan matching is performed in full 3D space. We note that

throughout pre-processing, data is maintained in the sensor’s local coordinate frame,

allowing direct input to an ICP variant once re-projected. An overview of our approach

can be seen in Fig. 3.2.

3.2.1 Data Representation

Ideally, feature extraction would occur directly in 3D space. For a 3D CNN, this can

take the form of a voxel grid. This has been previously proposed for extracting features

to perform terrain classification [64]. Others have used voxel grids to extract generic

features from point clouds [22].

However, when discretizing large continuous spaces, dimensionality becomes an

issue. Modern high fidelity LIDARs are capable of providing returns at ranges on the

order of 100 m. At this range, discretizing the sensor’s entire field-of-view (FOV) at

centimeter resolution would require more than 1 billion voxels. Even if discretized

to only meter resolution (far too coarse for accurate scan registration), over 1 million

Figure 3.2: A block diagram representation of our DAE based pre-processing stage. A
raw point cloud is projected top-down into image format and fed through the DAE. The
DAE output is then used as a binary mask on the raw data projection. The masked data
is then re-projected into 3D space.
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voxels would still be required.

A more tractable approach is to utilize standard image classification techniques. To

do this, we can modify our point cloud into a 2D projection of the environment; that is,

a projected depth image. We do this by binning the raw LIDAR returns into a 2D pixel

representation. Using this depth image and standard 2D convolutional layers, we can

extract spatial features from the environment. This process is explained in more detail

in the following sections.

3.2.2 Data Pre-Processing

We prepare our data for input into the deep network by projecting the raw LIDAR re-

turns top-down. This projection technique is similar to the cylindrical projection that is

used in [57]. With knowledge of the LIDAR’s characteristics, we can use the following

projection functions,

row =

⌊
yrange − (

y

∆y
)

⌋
(3.3)

col =
⌊
(
x

∆x
) + xrange

⌋
(3.4)

h =
z

zrange
, (3.5)

where (x, y, z) represent a LIDAR return’s 3D spatial coordinates and (col, row) rep-

resent the 2D pixel location of the projection. ∆x and ∆y represent the discretization



30

along the x-axis and y-axis respectively. xrange, yrange, and zrange represent the range

boundary to consider. Once the projected pixel location has been calculated, we fill its

value with the point’s normalized height, h. In this work, we set xrange and yrange to

75 m and ∆x and ∆y to 25 cm. We found this range captures the important environ-

mental features while allowing for a more fine discretization at the pixel level.

In the case that two LIDAR returns are projected into the same pixel, we store the

average of their heights. Pixels in which no returns are projected are filled with h = 0,

so as to maintain sparsity in the image space. An example top-down projection can be

seen in Fig. 3.3.

Figure 3.3: An example of the top-down projection used in this work. The environ-
mental features of trees and buildings can still be seen. The zoomed area highlights
outlier returns appearing as noise that can be attributed to both long range sparsity and
the dynamic nature of the environment.
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3.2.3 Network Architecture

DAEs attempt to learn robust representations of data by training the network to recon-

struct the input data, x, from a corrupted version, x̃. This process is comprised of an

encoder and a decoder. In the encoder stage, corrupted input data, x̃, is mapped to the

hidden representation, y, as given by:

y = f(Wx̃+ b) (3.6)

where the weight matrix, W , and offset vector, b, are learned parameters and f(·) rep-

resents a non-linear activation function. In the decoder stage, the hidden representation,

y, is mapped back to a reconstructed version of the input data as x̂:

x̂ = f(W ′y + b′) (3.7)

where W ′ and b′ again represent the learned weight matrix and offset vector, with f(·)

representing a non-linear activation function. During training, the error between the

uncorrupted input data, x, and the output reconstruction, x̂, is used as the training signal:

L(x, x̂). (3.8)

In this work, we model our architecture on those used in RGB image classification

(e.g., [83, 86]). As such, our network consists of stacked sets of convolution and pooling

layers. With this structure, x represents the raw top-down scan projections while x̃

represents noise augmented scan projections. The weight and bias parameters, W and b,
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respectively, represent the learned convolutional filters. Note that for each convolutional

layer, multiple filters are learned. Dropout and regularization parameters are further used

to tune the network.

During training, input scans are augmented with noise while target scans remain

unmodified. For each input scan, noise is added in the form of additional returns in the

point cloud before projection. That is, additional points are added to the point cloud

at uniformly random (x, y, z) locations such that the (x, y, z) location falls within the

LIDAR FOV. We found that augmenting input scans with an additional 10%-20% noise

provides a reasonable trade-off between noise removal and performance. In this work,

we augment input scans with 15% additional noise (e.g., for a point cloud of size 10,000

we add 1,500 additional points).

The DAE takes as input a single 2D LIDAR scan projection. These inputs are then

down-sampled by sets of convolution/pooling layer pairs. The last set of convolutional

layers have no pooling layer pair. The loss function used on the network was the binary

cross-entropy of the individual pixel values. The final network architecture used can be

seen in Fig. 3.4, and the final layer parameters can be seen in Table 3.1. In the decoder

section of the DAE, these parameters are simply reversed as the scan is reconstructed.

The size of the input 2D LIDAR scan projections are 600x600 pixels. In the first

convolution/pooling layer pair, a convolution kernel of size 3x3, filter bank of size 32,

and pooling size of 2 is used. The second convolution/pooling layer pair similarly uses

a convolution kernel of size 3x3 and pooling size of 2, but instead uses a filter bank of

size 64. The last pair of convolution layers again use a kernel of size 3x3 with a filter

bank of size 64. The final output of the network is the reconstructed 2D scan projec-
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Figure 3.4: The autoencoder structure used in this work. An input image goes through
a series of convolution and pooling layers before being reconstructed. The final recon-
structed image is then used to re-project the LIDAR scan into full 3D space. Layer sizes
and parameters can be seen in Table 3.1.

Table 3.1: DAE Encoder Parameters

Layer Dropout Regularization Regularization
Method Value

conv3-32 10% L2 0.01
conv3-32 10% L2 0.01
maxpool-2 ∼ ∼ ∼
conv3-64 10% L2 0.01
conv3-64 10% L2 0.01
maxpool-2 ∼ ∼ ∼
conv3-64 10% L2 0.01
conv3-64 10% L2 0.01
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tion. The network uses dropout and L2 regularization on the convolutional layers with

ReLU activations. During training, weights were randomly initialized and the Adam

[48] optimizer was used. The network was trained for 250 epochs, or until converged

(as determined via Keras early stopping criteria).

3.3 Experiments and Results

To demonstrate the capability of our approach, we perform two experiments on publicly

available datasets. Experiment 1 demonstrates that our approach is capable of improving

the registration provided by traditional scan matching techniques while reducing the

computation time for all techniques. In Experiment 2, we show that the features learned

by the DAE in Experiment 1 are robust and generalizable.

We compare the mean and max translational and rotational error components of the

SE(3) registration as well as computation time. We decompose the rotation matrix into

Euler angles. Statistical analysis is performed using one-way ANOVA tests. We note

that all ICP implementations are CPU based. For methods including pre-processing,

we include the pre-processing time in the timing metrics. Standard ICP methods are

performed on raw point clouds. Variants including pre-processing are performed on

processed point clouds.

We compare point-to-point ICP (point-ICP), point-to-plane ICP (plane-ICP), and a

more state-of-the-art ICP implementation (IRLS-ICP) [3] with and without pre-processing.

We test two pre-processing methods: ours and pre-processing from the Point Cloud Li-

brary (PCL) statistical outlier removal (neighbors=500, threshold=0.25).
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3.3.1 Datasets

We leverage both the NCLT dataset [11] and KITTI dataset [23]. The NCLT dataset is

aimed at facilitating research for long-term autonomous operation in changing environ-

ments. The KITTI dataset is comprised of data collected from a vehicle in a variety of

environments (e.g., residential, highway). In this work, we use the Residential category.

In the NCLT dataset, LIDAR data is provided by a Velodyne HDL-32E (32 lasers,

360◦ horizontal FOV, 41.3◦ vertical FOV, maximum return range of 100 m) while the

ground-truth data is provided from a post-processed SLAM solution. In the KITTI

dataset, LIDAR data is provided by a Velodyne HDL-64E (64 lasers, 360◦ horizontal

FOV, 26.8◦ vertical FOV, maximum return range of 120 m) while the ground-truth data

is provided GPS/IMU measurements.

3.3.2 Experiment 1: In-Domain Validation

This experiment demonstrates the capability of the DAE in extracting robust features

from LIDAR point clouds. In order to train the DAE, a total of 3,000 scan projections

were used. 750 scan projections from each of the 2012-01-08, 2012-03-25, 2012-06-

15, and 2012-10-28 NCLT data collection sessions were used. Each scan projection

was randomly sampled from the first 80% of the data collection session. A total of

1,000 scan pairs were used to test the different methods. 250 scan pairs were randomly

sampled from the remaining 20% of each of the data collection sessions.

Fig. 3.5 shows a visualization of the DAE pre-processing step. Here, we can see

that the DAE qualitatively removes noise from the input cloud. While most of the noise
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has been removed, we can see that small features, such as those in the upper right of the

image, have been retained. In this case, these features appear to correspond to tall, thin

objects (e.g., skinny tree trunks, light poles, etc).

Full results from the experiment can be seen in Table 3.2 with a visual comparison

between the different methods presented in Fig. 3.6. From Table 3.2, we can see that the

standard techniques perform the worst, most notably struggling with rotational accuracy.

This rotational error can additionally be seen in Fig. 3.6b. In bootstrapping standard

techniques with our DAE pre-processing step, point-ICP sees a moderate improvement

(p < 0.05) in both translational and rotational errors while plane-ICP benefits the most

(a) (b)

Figure 3.5: A visualization of the DAE performance. For visualization purposes, we
add additional noise to the input scan. (a) The noise augmented scan projection. This
projection is fed into the DAE for outlier removal. (b) The resulting masked scan pro-
jection. This projection is created by using the DAE output as a mask for the initial
input scan, retaining only the salient features.
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(a) Point clouds to align (b) Point-ICP

(c) DAE + plane-ICP (d) IRLS-ICP [3]

Figure 3.6: A comparison of the quality of the different techniques tested in this work.
For each of the classes of techniques (standard, standard with pre-processing, and state-
of-the-art), we present one visualization. For visualization purposes, the scans used here
were separated by 2 sec. In (b), (c), and (d), the error between the estimated transform
(green) and ground truth (purple) point cloud is shown. (a) The two raw point clouds
to be aligned. Here, we wish to align the green cloud to the purple cloud. (b) The
error using the standard point-ICP technique. (c) The error using the DAE + plane-ICP
technique. (d) The error using the state-of-the-art IRLS-ICP [3] technique.
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Table 3.2: Validation testing

Mean Translational
Error (m)

Mean Rotational
Error (deg)

Max Translational
Error (m)

Max Rotational
Error (deg)

Computation
Time (sec)

point-ICP 0.2391 ± 0.2061 2.1134 ± 1.5031 2.5370 7.2123 0.5956 ± 0.6514
plane-ICP 0.2452 ± 0.1692 2.1648 ± 1.5357 1.3395 7.4539 0.6150 ± 0.6686
PCL + point-ICP 0.2023 ± 0.1352 1.9275 ± 0.7089 2.2425 3.2102 0.5509 ± 0.5447
PCL + plane-ICP 0.1984 ± 0.1251 1.5501 ± 0.7998 1.2287 3.5406 0.6041 ± 0.6069
DAE + point-ICP (ours) 0.2112 ± 0.1960 1.2898 ± 0.7950 3.1644 4.0304 0.2499 ± 0.0402
DAE + plane-ICP (ours) 0.1764 ± 0.1474 1.3034 ± 0.8147 1.4299 4.8939 0.2874 ± 0.0368
IRLS-ICP [3] 0.1603 ± 0.0952 1.3402 ± 0.6303 0.6295 2.7987 51.2113 ± 36.9561
PCL + IRLS-ICP [3] 0.1495 ± 0.0726 1.2854 ± 0.5675 0.4850 2.6144 47.0437 ± 13.1895
DAE + IRLS-ICP [3] (ours) 0.1705 ± 0.1241 1.2768 ± 0.7936 0.8071 3.1315 8.1938 ± 1.8667

(p < 0.01). We believe this is due to the improved quality of surface normal estimation.

Also of note is that our pre-processing step produces more consistent results in the form

of lower maximum errors.

However, we can also see that the IRLS-ICP algorithm performs the best with re-

gards to accuracy. It is also the most robust in terms of maximum errors. This accuracy

comes at a substantial cost, though, in computation time. Bootstrapping this technique

with PCL pre-processing yields a statistically significant improvement in translational

error (p < 0.05), but not rotational error. Bootstrapping IRLS-ICP with our DAE pre-

processing yields no statistical difference in accuracy, but much lower computation time

(p < 0.01).

We believe the speed increase can be attributed to two factors: First, the removal

of outliers helps the registration process converge more quickly. Second, the reduction

of total points in the clouds (due to both outlier removal and discretization) reduces the

complexity of the optimization. Table 3.3 reports the mean point cloud size after the

various methods of pre-processing. The processing time (per point cloud) of the PCL

method and DAE are reported as well.
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Table 3.3: Mean point cloud size reduction for the pre-processing methods used in this
work. Associated processing times are reported in parentheses.

Validation (pts) In-Domain (pts) Cross-Domain (pts)
None 50977 47084 127640
PCL 43594 (5.07 sec) 42578 (5.38 sec) 121560 (16.91 sec)
DAE 8805 (24.30 ms) 7847 (24.36 ms) 13183 (24.25 ms)

3.3.3 Experiment 2: In-Domain and Cross-Domain Generalization

This experiment demonstrates the generalization capabilities of the DAE. We test gen-

eralization in two cases: in-domain and cross-domain. For the in-domain test, we use

the 2012-05-26 session from the NCLT dataset that was not seen by the DAE during

training. 500 scan pairs were randomly sampled from the validation portion (final 20%)

of the session for testing. For the cross-domain test, we use the Residential category of

the KITTI dataset. 500 scan pairs were randomly sampled from the 2011-09-30 session.

In Table 3.4, we see that trends from Experiment 1 hold. This shows that the features

learned by the DAE are not specific to the data collection sessions seen during training.

Again, we see statistically significant improvement in translational error (p < 0.05),

but not rotational error, for IRLS-ICP when PCL pre-processing is used. Our DAE pre-

processing method sees no statistically significant change in accuracy, but requires much

less computation time (p < 0.01).

Table 3.5 shows the results from the cross-domain test. We note that the difference

in accuracy from previous tests can be attributed to the (generally) larger translational

and lower rotational motion of the dataset (i.e., a car driving on roads). Additionally,

the overall increase in computation time is due to the larger point clouds generated by
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Table 3.4: In-domain generalization testing

Mean Translational
Error (m)

Mean Rotational
Error (deg)

Max Translational
Error (m)

Max Rotational
Error (deg)

Computation
Time (sec)

point-ICP 0.2189 ± 0.1213 1.6259 ± 1.2098 1.4823 6.1211 0.4397 ± 0.4933
plane-ICP 0.2448 ± 0.1096 1.6975 ± 1.2297 1.0713 6.2813 0.4413 ± 0.4771
PCL + point-ICP 0.1917 ± 0.1642 1.0866 ± 0.4907 1.2667 3.8108 0.4126 ± 0.3973
PCL + plane-ICP 0.1835 ± 0.1219 1.1529 ± 0.4724 1.3236 3.7216 0.4090 ± 0.4229
DAE + point-ICP (ours) 0.2084 ± 0.1293 1.0249 ± 0.6624 1.8599 3.7786 0.1813 ± 0.0408
DAE + plane-ICP (ours) 0.1711 ± 0.1478 1.0931 ± 0.7063 2.0108 4.9007 0.1932 ± 0.0327
IRLS-ICP [3] 0.1569 ± 0.0852 0.8502 ± 0.3289 0.4136 2.1345 41.5802 ± 28.8400
PCL + IRLS-ICP [3] 0.1451 ± 0.0579 0.7525 ± 0.3521 0.3871 2.3043 50.7275 ± 18.7314
DAE + IRLS-ICP [3] (ours) 0.1631 ± 0.0781 0.9310 ± 0.6683 0.4340 2.7533 4.4842 ± 0.8941

Table 3.5: Cross-domain generalization testing

Mean Translational
Error (m)

Mean Rotational
Error (deg)

Max Translational
Error (m)

Max Rotational
Error (deg)

Computation
Time (sec)

point-ICP 0.8963 ± 0.2051 2.3438 ± 0.4124 1.6020 2.3438 2.6760 ± 2.9494
plane-ICP 0.9787 ± 0.2493 1.6808 ± 0.5478 1.6808 5.0337 2.4964 ± 2.6810
PCL + point-ICP 0.7614 ± 0.2395 0.7176 ± 0.4733 1.4167 2.1647 2.5374 ± 2.5593
PCL + plane-ICP 0.7083 ± 0.1948 0.5241 ± 0.4092 1.3816 4.7302 2.3811 ± 2.4072
DAE + point-ICP (ours) 0.7859 ± 0.2243 0.8062 ± 0.3027 2.2034 2.4173 0.3387 ± 0.1146
DAE + plane-ICP (ours) 0.7364 ± 0.1566 0.5949 ± 0.5039 4.3084 6.0146 0.3166 ± 0.0695
IRLS-ICP [3] 0.3994 ± 0.0309 0.2380 ± 0.1111 0.8562 0.4692 132.1986 ± 12.1313
PCL + IRLS-ICP [3] 0.3732 ± 0.0426 0.2517 ± 0.1463 0.7838 0.4251 126.5397 ± 9.3756
DAE + IRLS-ICP [3] (ours) 0.4359 ± 0.1368 0.2862 ± 0.3692 0.6774 0.5948 15.9798 ± 4.1362

the Velodyne HDL-64E. The difference in point cloud sizes can be seen in Table 3.3.

We note that as point cloud size increases, the DAE is able to maintain processing speed

due to fixed input size.

In this experiment, the increased sensor movement between scans results in greater

differences in accuracy between methods. Here, our DAE pre-processing method achieves

a lower (but still competitive) accuracy than IRLS-ICP with statistical significance in

both translational (p < 0.01) and rotational error (p < 0.01), as well as computation

time (p < 0.01). Similar to previous experiments, PCL pre-processing outperforms

IRLS-ICP in translational error (p < 0.01) but not rotational error or computation time.
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Chapter 4: Hybrid Soft Robotic Control

Compared to traditional rigid robots, soft robots provide a unique set of challenges and

benefits and are often used in low load, high flexibility tasks. Soft robots are seeing

increased use across a variety of domains, including grasping [104, 62], prosthetic de-

vices [84, 74], and biologically inspired locomotion [93, 6, 58, 8]. Currently, much

of the research in the field tends to focus on improving the methods for building these

types of robots (e.g., design or materials). Despite this, when compared to the previous

chapter, the data obtained from these types of robots is less precise due to real-world

disturbances (e.g., friction, manufacturing imperfections). As suggested by our frame-

work in Fig. 1.1, augmenting with modeling based approaches may be more appropriate

here. With this in mind, we can take advantage of recent improvements in generalized

soft robotic modeling (e.g., [71]).

Soft bending arms are most commonly constructed with three or more longitudinal

actuators in parallel, where bending is controlled by lengthening or shortening actuators.

Biological systems, such as octopuses, use a similar arm architecture, with the arm

tapering towards the tip [46]. Current state-of-the-art dynamic models for soft bending

arms require experimental fits to determine their physical parameters. While these are

suitable for controlling individual arms, varying the arm configuration requires a new

set of physical parameters to be determined. A more generalized model is desirable to

take advantage of the fact that arm configurations comprised of multiple link segments
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Figure 4.1: An example arm pose achieved by the 80-50-35mm staged arm configuration
used in this work.

can be reconfigured to suit different scenarios. The model proposed in [71] combines

conservation of energy with static equilibrium to provide a generalizable formulation;

however, this formulation assumes an unloaded arm.

In order to work with the types of staged arm architectures previously mentioned,

we need to be able to account for the system load introduced when connecting mul-

tiple longitudinal actuators in sequence. In this work, we propose an approach that

augments the generalizable model in [71] with a data-driven, learned load model. With

this approach, no additional learning or parameter fitting is required when switching

between arm configurations. Another benefit is that the generalizable model provides a

lower bound for our input control pressures that would otherwise not be available when

learning the entire control model. In our approach, we first determine the staged arm
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configuration in use via a single-shot calibration routine that sweeps through the arm’s

entire range of motion in an OptiTrack system. From Fig. 1.2, we can see that an LSTM

is ideal here due to the temporal nature of the motion data. After calibration, only sim-

ple pressure based on-off control is required to control the arm. Since this only requires

a simple mapping function, Fig. 1.2 suggests a fully connected network. We validate

the proposed approach on multiple staged soft arms showing that it is able to accurately

identify the arm configuration in use. Additionally, we show that the learned load model

is able to compensate for the system load across various staged arm configurations.

In summary, we present a novel control architecture for reconfigurable staged soft

arms that:

• Is capable of compensating for the system load introduced when connecting mul-

tiple longitudinal soft actuators in sequence.

• Takes advantage of the temporal nature of the arm motion to accurately identify

the arm configuration currently in use.

• Can switch between different arm configurations on the fly, requiring no additional

learning or parameter fitting when doing so.

The remainder of this chapter is organized as follows. We describe the problem for-

mulation in Section 4.1. Next, we discuss our proposed approach in Section 4.2. Finally,

we present our experiments and their results in Section 4.3. The proposed approach and

results presented in this chapter are under review in our journal paper [68].
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4.1 Problem Formulation

The quasistatic model proposed in [71] is capable of providing a mapping between con-

trol input and soft arm states for individual unloaded link segments as given by

u = Pqs(κ, t), (4.1)

where Pqs represents the quasistatic model and u, κ, and t represent the input control

pressure, soft arm state, and soft arm width, respectively. In our proposed approach,

we learn a model for the system load introduced when combining these individual link

segments into a staged arm configuration. Following the previous notation, this extends

our mapping function to

ut = Pqs(κ, t) + Ploadt(s, κ), (4.2)

where t represents the width of a given link segment in the staged arm and ut, Ploadt ,

and s represent the input control pressure, learned load model, and load state for the link

segment of width t, respectively. Our approach uses a fully connected deep network to

learn the load model and an LSTM to identify the current load state. Because we have

well defined, distinct arm configurations, we choose to input the load state classification

(rather than a latent representation) into the fully connected network. This allows a more

direct comparison between our fully connected network and curve fitting approaches

(see Section 4.3) which also use load state as an input. A block diagram overview of our

system can be seen in Fig. 4.2.
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Figure 4.2: A block diagram of the architecture proposed in this work. The staged
arm configuration is only determined once during the single-shot calibration routine.
The predicted load state is then used for pressure control during operation. Only the
calibration routine requires use of the OptiTrack system.

4.2 Methodology

In this section, we discuss the two main components of our approach. In Section 4.2.1,

we discuss the single-shot calibration routine used to classify the load state of the arm.

In Section 4.2.2, we detail how we use the quasistatic model and learned load model to

control the staged arm.

4.2.1 Load State Estimation

Since we are using tapered staged arm configurations, every arm configuration produces

a unique load state for each link segment in the arm. This allows us to identify every
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individual segment load state by simply determining which staged arm configuration

is currently being used. Additionally, this enables us to identify the entire staged arm

configuration by only looking at the base link of the arm.

We classify which configuration the arm is in by looking at how the base link control

input, ubase, and state, κbase, change with respect to time. In the absence of external

disturbances, κbase changes smoothly as ubase is increased. The result of this is that the

pair (ubase, κbase)i is highly predictive of the pair (ubase, κbase)i+1. As such, we use an

LSTM based network for classification. To do this, we perform a single-shot calibration

routine using an OptiTrack system. This calibration routine is comprised of a single

sweep of the arm through its entire valid pressure range. During this sweep, (ubase, κbase)

pairs are obtained from the OptiTrack and actuators, respectively. These pairs of data are

passed into the LSTM after which a configuration prediction is produced by selecting

the class with highest probability.

Because an entire arm sweep is used as classification input, it is difficult to acquire

a sufficient amount of training data by hand. To this end, we use a data augmentation

technique to lower the amount of data that must be collected. We generate training data

sequences by stitching together segments of recorded sweeps to form training sweeps.

The process by which we do this can be seen in Algorithm 1. Because we directly stitch

these segments together without smoothing, this additionally allows us to provide the

network with training sequences that approximate real-world disturbances (e.g., friction,

manufacturing imperfections) allowing our classifier to be more robust.



47

Algorithm 1: Training Data Generation
// recorded: recorded data sequences
// N: training sequences to generate
// training: generated data sequences

Input: recorded, N
Output: training
// set of all possible segment lengths
seg len = {20% 30% 40%}
for i = 1 to N do

start idx = 0% // begin at start of sequence
while start idx < 100% do

len
R← seg len // randomly select

seq
R← recorded // randomly select

end idx = start idx + len
if end idx ≥ 100% then

end idx = 100% // cut segment short
end
// get the segment, append to generated sequence,
and update the index
segment = seq[start idx:end idx]
trainingi.append(segment)
start idx = end idx

end
end

4.2.2 Control Input Mapping

As previously mentioned, we decompose the problem of mapping soft arm states to

control inputs into a quasistatic model mapping and load mapping: ut = Pqs(κ, t) +

Ploadt(s, κ). This approach has several benefits. Adding a load to the system will always

increase the control pressure required to achieve a given link curvature state. Because

of this, the quasistatic model provides us with a lower bound for the control input. In
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only learning a portion of the overall state to control input mapping, we minimize the

potential impact of incorrect predictions by the network. If we were to learn the entire

mapping, we have no expectations as to the worst case arm behavior from an incorrect

network prediction. Instead, with our method, we guarantee that at worst we follow the

quasistatic model, but more likely than not move in some direction towards the desired

behavior. Because we know the upper bound pressure ratings on our actuators, we can

always guarantee a control input in the safe operating range.

Figure 4.3: An illustration of the constant curvature assumption used to model the arm
segments.
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4.2.2.1 Quasistatic Model

The quasistatic model developed previously [71] was used in this work. The model

assumes constant curvature (Fig. 4.3), an always planar cross section and no loads

applied to each arm segment. The arms studied have three segments, each of which

has two actuators. Only one actuator in each segment is pressurized at a time. We

calculate curvature by combining moment equilibrium and conservation of energy with

a kinematic constraint. The pressurized actuator generates a force FP that is dependent

on the known pressure P and unknown strain εP , while the passive actuator force FE

depends only on that actuator’s strain εE . The moment balance for an arm of width t,

summed about the unknown location of the neutral axis, hP is

ΣM = −FP (εP , P )(−hP ) + (−FE(εE))(t− hP ) = 0. (4.3)

Each actuator has a stored strain energy UP and UE , and the pressurized actuator pro-

duces work WP . The energy balance for each segment is

ΣE = WP (P, εP )− UP (εP )− UE(εE) = 0. (4.4)

The system of equations is closed through a kinematic relationship, which relates the

pressurized and passive actuators strains geometrically:

εP = −hPκ (4.5)
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εE = (t− hP )κ. (4.6)

The actuator force, work and strain energy are calculated from experimental force char-

acterizations [71].

4.2.2.2 Load Model

In order to learn the mapping for the load model we utilize a fully connected deep

network. That is,

Ploadt(x) = f(Wx+ b), (4.7)

where the weight matrix, W , and offset vector, b, are learned parameters; f(·) repre-

sents a non-linear activation function; and the input x is given by (s, κ). We train this

network on real-world data collected from the arm configurations used in this work.

An individual deep network is trained for each of the link segment widths used in our

arm configurations. We note that this scales linearly with the number of link segment

widths available. Increasing the length of the overall arm (as measured in number of

link segments) does not require additional networks to be trained, but rather increases

the number of load states to model.

Training data is generated by controlling the individual link segments to various cur-

vatures and recording the corresponding actuator pressure state. The quasistatic model

value is then subtracted from the recorded pressure to obtain the load model value to

learn. In order to efficiently generate training data, we perform arm sweeps that cover

the entire valid pressure range of the actuators. This is beneficial for two reasons. First,
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as the arm sweeps through the pressure range, we generate many pairs of training data

without needing to wait on a controller settling time as it reaches a specified curvature.

Second, every sweep of the arm performs slightly differently due to an accumulator tube

and real-world noise (e.g., friction and manufacturing imperfections). This slight per-

formance variation naturally obtains data samples at different curvature values through-

out the valid pressure range. The entire training dataset is generated by combining all

recorded data points into a single distribution which can be modeled as

(u,κ, s) = Ploadt +N(µ, σ2), (4.8)

where (u, κ, s) is the set of all data samples, Ploadt is the true load model we wish to

learn, and N(µ, σ2) approximates the real-world noise observed.

4.3 Experiments and Results

We demonstrate the capability of our approach through three experiments. In Experi-

ment 1 we evaluate the classification capabilities of various network types and show that

using an LSTM is an intuitive approach capable of high classification accuracy. Exper-

iment 2 demonstrates that a deep network is capable of accurately modeling the system

load while providing the scalability necessary for larger staged arms. Finally, Experi-

ment 3 illustrates the overall increase in end-effector accuracy achieved by our approach

as compared to quasistatic model only control.

In all three experiments, we use four different link segment widths: 80 mm, 65 mm,
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50 mm, and 35 mm. Staging these four widths in tapered configurations provides us with

three unique arm configurations: 80-65-50mm, 80-65-35mm, and 80-50-35mm. Each

arm segment is made of two actuators joined by six evenly spaced radial support plates.

Actuators were made using EcoFlex 00-30, had a wall thickness of 1.5 mm, internal

diameter of 6 mm, length of 240 mm, and were reinforced with polyester expandable

sheathing (McMaster #9284K2). For full manufacturing details, we refer the reader to

[71].

In Experiment 1, we compare two classification methods: a fully connected deep

network and an LSTM. We use precision and recall as our metrics for success. In gen-

eral, precision and recall are calculated as

Precision =
Tp

Tp + Fp

(4.9)

Recall =
Tp

Tp + Fn

, (4.10)

respectively, where Tp represents true positives, Fp represents false positives, and Fn

represents false negatives. For multi-class problems, the precision of the ith class is

calculated as

Precisioni =
Cii∑
j Cji

, (4.11)

where C denotes the confusion matrix with i and j representing the row and column

dimensions, respectively. Using the same notation, recall is given by

Recalli =
Cii∑
j Cij

. (4.12)
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In Experiment 2, we measure accuracy in curvature space using the mean and maxi-

mum error. For each segment width, all load cases are averaged into the reported metric.

We compare several methods:

• Curvature Control (baseline) uses the OptiTrack system for state feedback, di-

rectly controlling the arm to the desired curvature. This represents the maximum

accuracy of our controller.

• Individual Curve Fit Control uses individually fit curves (6th order polynomial)

to model each load state of each segment width. This approach scales combina-

torically with both the number of link widths and arm configurations considered.

• Single Surface Fit Control uses a single surface fit (6th order polynomial) to

model all load states for every segment width. This approach scales linearly with

the number of link widths.

• Deep Network Control uses a single trained deep network to model all load states

for each segment width. This also scales linearly with the number of link widths.

In Experiment 3, mean and maximum errors of the end-effector are reported in eu-

clidean space to provide a more intuitive understanding of the quality of control. We

compare three methods:

• Curvature Control (baseline) represents the maximum accuracy of our con-

troller.

• Quasistatic Model Only Control uses only the model proposed in [71] to control

the arms and does not account for load.
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• Quasistatic Plus Load Model Control uses the proposed approach to control the

arm, accounting for load using a fully connected deep network.

4.3.1 Hardware Setup

For this work, full arm control was achieved by controlling individual link segments

with on-off feedback control. That is, for each individual segment, a desired goal state

is specified. The individual segment actuators are then inflated or deflated based on their

current state. Using a custom control board, our controller is capable of both pressure

and curvature control.

The control board is comprised of a diaphragm pump, solenoid valves, pressure sen-

sors, and an Arduino. The single diaphragm pump provides airflow to the entire system

while the solenoid valves control whether or not individual link segment actuators in-

flate, deflate, or maintain pressure. The Arduino is used to control the diaphragm pump

speed as well as the solenoid states. MATLAB is used as the interface to communicate

with both the control board and the OptiTrack system. System feedback is available in

two forms: pressure and curvature. Pressure feedback is obtained via onboard Honey-

well Basic ABP Series sensors. Curvature feedback is obtained from the positions of

sets of retroreflective markers as given by the OptiTrack system. The hardware setup

can be seen in Fig. 4.4.

Our proposed approach operates using only pressure control. This allows for a

greater range of applications by not requiring our arm to operate in the OptiTrack stag-

ing area. In Experiment 2 and 3, we compare our proposed approach against curvature
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(a)

(b)

Figure 4.4: The hardware setup used in this work. (a) The full OptiTrack staging area.
The left monitor displays the Motive software while the right monitor displays the MAT-
LAB control interface. (b) A close up of the control board, accumulator tube, and arm
mount.
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control as a means of comparing against the maximum accuracy of our controller. In this

method, rather than generating the control input pressure to achieve a desired curvature,

we bypass the prediction step and control to the desired curvature directly.

4.3.2 Experiment 1: Configuration Classification Accuracy

This experiment illustrates the classification capability of our method. We compare our

proposed LSTM architecture against a standard, fully connected deep architecture. The

deep architecture is chosen for comparison to represent a brute force approach to the

learning problem that does not take advantage of the temporal nature of our data. The

specific architecture parameters can be seen in Tables 4.1 and 4.2. The layer naming

convention denotes both the type of layer and number of units (i.e., lstm30 represents

an LSTM layer with 30 units). We train and validate on 600 and 150 sweeps per arm

configuration, respectively (total: 1800 and 450). The networks were trained for up to

500 epochs (with early stopping) using the Adam optimizer [48].

Full results from the experiment can be seen in Table 4.3. We can see that both

network architectures were able to achieve high classification accuracy, with the LSTM

Table 4.1: LSTM
Classifier Architecture

Layer Activation Dropout
lstm30 ReLU ∼
lstm30 ReLU ∼
dense3 Softmax ∼
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Table 4.2: Fully Connected
Classifier Architecture

Layer Activation Dropout
dense512 ReLU 20%
dense256 ReLU 20%
dense64 ReLU 20%
dense3 Softmax ∼

Table 4.3: Classification Accuracy Results. Both the mean and individual class metrics
are reported. The individual classes are specified by the arm configuration details (mm).

Precision Recall
Mean 80-65-50 80-65-35 80-50-35 Mean 80-65-50 80-65-35 80-50-35

Fully Connected 94.85% 100.0% 88.89% 95.65% 94.67% 100.0% 96.0% 88.0%
LSTM (proposed) 97.33% 100.0% 96.0% 96.0% 97.33% 100.0% 96.0% 96.0%

slightly outperforming the fully connected deep network. In both cases, the 80-65-

50mm configuration was easiest to classify. This is likely because the 35 mm segment

has the largest range of motion, and it is easy to detect the configuration without that

segment. Classifying between the 80-65-35mm and 80-50-35mm configurations proved

more difficult as the difference in motion between the 65 mm and 50 mm segments is

more slight (especially when loaded with the 35 mm segment). Additionally, the LSTM

network required fewer trainable parameters (11,373 vs. 250,883) and converged faster

(287 vs. 326 epochs) to achieve the reported results.

4.3.3 Experiment 2: Load Model Accuracy

In this experiment, we show the ability of our method to learn the model required to

account for the system load introduced in a staged arm. As previously noted, each staged
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arm configuration maps to a unique load state for the individual links that comprise it.

For this experiment, both the deep network and surface fit are given the ground truth

arm configuration state so as to directly measure the quality of the load model learned.

The deep network architecture and parameters can be seen in Table 4.4. We train and

validate on 1000 and 200 data points per load case (total: 3000 and 600 for the 80 mm

segment, 2000 and 400 for the 65 mm segment, 1000 and 200 for the 50 mm segment).

We train the network for up to 200 epochs using the Adam optimizer [48].

We control each loaded segment (i.e., all segments except for the 35 mm segment)

to 25 distinct curvatures spaced along the segment’s range of motion. We note that this

range of motion changes for each segment width and load condition, and thus different

curvatures are chosen for each condition.

The results of this experiment can be seen in Table 4.5 and Fig. 4.5. From the

table, we can see that direct curvature control provides a very accurate baseline. The

individual curve fits and our proposed method perform accurately (and similarly, except

for the 65 mm segment). While the performance is similar, as previously mentioned, the

individual curve fit method scales combinatorically with the number of link widths and

arm configurations used. Despite the single surface fit performing the worst in all cases,

Table 4.4: Fully Connected
Load Model Architecture

Layer Activation Dropout
dense128 ReLU 10%
dense32 ReLU 10%
dense1 Linear ∼
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Figure 4.5: A box and whisker plot comparison of the results for Experiment 2. Lower
is better. For full results, see Table 4.5.
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Table 4.5: Individual Link Control Accuracy Results. Details regarding each method
listed can be found in Section 4.3.

80 mm Segment 65 mm Segment 50 mm Segment
Mean

Error (κ)
Max

Error (κ)
Mean

Error (κ)
Max

Error (κ)
Mean

Error (κ)
Max

Error (κ)
Curvature Control
(baseline) 0.015 ± 0.011 0.047 0.022 ± 0.016 0.062 0.026 ± 0.017 0.079

Individual Curve
Fit Control 0.037 ± 0.021 0.086 0.189 ± 0.152 0.552 0.076 ± 0.047 0.160

Single Surface
Fit Control 0.071 ± 0.041 0.175 0.204 ± 0.177 0.551 0.082 ± 0.052 0.194

Deep Network
Control (proposed) 0.037 ± 0.028 0.123 0.103 ± 0.108 0.403 0.072 ± 0.041 0.154

the gap between it and other methods decreased as the number of load cases modeled

decreased (i.e., segment width decreased). This makes sense since for fewer load cases,

the modeling problem is more straightforward.

We note that the 65 mm arm segment was the hardest to control, experiencing incon-

sistent performance in the low pressure region. Notably, this affected the performance

of the individual curve fits more than our proposed method. The performance difference

can be seen in both the mean and maximum error rates. This is likely due to the fact that

the deep network can model an arbitrarily more complex function than the curve fitting

toolbox.

4.3.4 Experiment 3: End-Effector Accuracy

This experiment demonstrates the capability of the overall system proposed. In this ex-

periment, we first perform the single-shot calibration routine. This is done by placing

the staged arm in the OptiTrack staging area and performing a single sweep of the base
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link segment’s full pressure range (0-12 psi). The recorded control input and curvature

state data, (ubase, κbase), is passed through the LSTM classifier. The load state prediction

for each link in the staged arm, ŝ, is given by the maximum class probability. This load

state prediction is then used for the remainder of the experiment, even if misclassified, so

as to fully capture the accuracy of the proposed system. The load state and desired cur-

vature state are then used to generate control inputs, ut = Pqs(κgoal, t) + Ploadt(ŝ, κgoal)

for each link in the arm configuration. For this experiment, we control the end-effector

to 25 distinct, randomly generated arm states within the reachable workspace for all arm

configurations.

The results from this experiment can be seen in Table 4.6 and Fig. 4.6. The table

shows, as expected, that the curvature control baseline is the most accurate. Even though

the mean error appears to be somewhat high, we note that this error largely comes from

the shortening of the base curve of the link segments as they bend. While the control

is highly accurate in curvature space (as shown in Experiment 2), as the link bends and

shortens, error is introduced along the segment arc. This is further evidenced by the low

standard deviation in the results, demonstrating the consistency of both the baseline and

our approach. The link shortening can be seen in Fig. 4.7 and is further discussed in

[71].
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Figure 4.6: A box and whisker plot comparison of the results for Experiment 3. Lower
is better. For full results, see Table 4.6
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Table 4.6: Full Arm Control Accuracy Results. Details regarding each method listed
can be found in Section 4.3.

Arm 80-65-50 Arm 80-65-35 Arm 80-50-35
Mean

Error (cm)
Max

Error (cm)
Mean

Error (cm)
Max

Error (cm)
Mean

Error (cm)
Max

Error (cm)
Curvature Control
(baseline) 2.791 ± 0.380 3.386 3.342 ± 0.402 4.099 3.672 ± 0.626 5.103

Quasistatic Model
Only Control 9.215 ± 5.535 17.267 9.572 ± 5.484 18.171 8.110 ± 4.457 15.162

Quasistatic Plus Load
Model Control (proposed) 3.468 ± 0.512 4.490 3.9282 ± 0.602 5.339 4.125 ± 0.698 5.479

From the table, we can see that the quasistatic model only control performs poorly.

This illustrates that without accounting for the system load, the benefits of a staged

arm configuration (e.g., increased flexibility near the tip) cannot be taken advantage of.

This mode of control performs poorly enough that it would not be suitable for many

real-world tasks. As in Experiment 2, we can see that our proposed approach performs

closely to that of the curvature control baseline. For all arm configurations, our proposed

method achieves an accuracy within 1 cm of the curvature control baseline.
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(a) Curvature control (b) Quasistatic model only control

(c) Quasistatic plus load model control

Figure 4.7: A comparison of the end-effector error produced by the control methods
used in Experiment 3. In each image, the theoretical expected end-effector location
(unreachable due to link shortening) is represented by the orange square. The three dots
represent the final end-effector location for the different control methods. Curvature
control is represented by the green dot, quasistatic model only control is represented by
the magenta dot, and quasistatic plus load model control is represented by the red dot.
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Chapter 5: Sonar Based Underwater Mapping

The 3D reconstruction of underwater environments has proven useful in a variety of

applications, including ship hull inspection and underwater surveying tasks [31, 42].

Oftentimes in these and similar applications, 2D imaging sonars are the choice for exte-

roceptive sensing, as standard cameras have extremely limited visibility in turbid waters.

While sonar has superior range, its imagery is often corrupted by noise as well as the

non-diffuse reflection of the acoustic wave off of the object of interest [1]. Unlike Chap-

ters 3 and 4, this noise results in data precision so low that automatic feature extractors

fail. Given this extremely low precision, Fig. 1.1 suggests incorporating human experts.

We further discuss the challenges of sonar noise in the following paragraphs.

Multipath returns are a large producer of noise. Such returns occur when the pro-

jected beam completes a sequence of reflections other than simply to the object and

back to the sonar (e.g., from the sonar to the seafloor, to the object, and then back to the

sonar). Due to the increased length of time for the reflected wave to arrive back at the

sonar, these reflections are often imaged at a range beyond the object. This can result in

an image similar to Fig. 5.1b, where the horizontal component of the X appears thicker,

due to delayed reflections from multipath reflections. Non-diffuse or specular reflection

occurs when an object is smooth and fails to reflect the beam back in the direction it was

emitted from. An example of this can be seen in Fig. 5.7i, where only the corners of the

triangle are shown and the flat top surface does not return energy back to the sonar.
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(a) Frame with well-defined features (informative)

(b) Frame with object lacking well-defined
features (non-informative)

Figure 5.1: Examples of informative (a human can confidently identify features) and
non-informative frames while inspecting a target in the shape of an X. The sub-image
in both figures is a camera image of the X shaped target that is insonified. In (a) fea-
ture correspondences (red) can be made between the camera image and sonar features
(green). In our experiments we found on average only about 39% of the captured frames
to be informative.
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The substantial amount of noise present in sonar images is problematic for two rea-

sons. First, noise will often corrupt an image so much that analyzing it further would

waste time and computational resources. Our method provides a way to spend these

resources more efficiently by only providing quality imagery to perception algorithms.

Second, noise combined with the low-resolution of sonar imagery hampers the develop-

ment of an automatic feature extractor for sonar images. For example, feature extractors

that use image gradients would incorrectly attempt to extract features from the gradients

present in Fig. 5.1b.

The lack of an automatic feature extractor for sonar images necessitates human anno-

tation of the features for 3D reconstructions [32]. Due to the high data rate of imaging

sonars, humans cannot annotate the frames in real-time. We show that naively sub-

sampling the data (to allow for real-time annotation) does not result in high-quality

reconstructions because noise corrupts many of the images sampled.

The need for human annotation creates a long delay between data collection and en-

vironment reconstruction. To eliminate this delay and enable real-time reconstruction,

we develop a method to recognize and propose only informative frames to the human

for annotation. We define an informative image as one that contains a set of clear and

distinguishing features for environment reconstruction (as seen in Fig. 5.1a). This au-

tomatic identification, which is done in real-time, allows for a small set of frames to be

presented to the operator. This set is small enough to be annotated in real-time.

Unlike the projected LIDAR scans in Chapter 3, in the noisy sonar images the noise

is indistinguishable from features on a local scale. We can see that Fig. 1.2 recom-

mends incorporating global context in this case. To identify informative images in noisy
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(a) Dilation rate of 1 (b) Dilation rate of 4

Figure 5.2: Example of traditional 3x3 filter (left) and a 3x3 dilated filter (right). The
dilated filter uses a larger neighborhood, which compensates for the lack of strong local
features in sonar imagery.

and low-resolution sonar imagery we use dilated filters (e.g., Fig. 5.2b) in the atrous

convolution architecture, previously used in the computer vision community for image

segmentation tasks [100, 12]. Such filters use a large neighborhood of context in ana-

lyzing low-resolution and noise-filled sonar images.

In this work we also focus on an approach that is flexible. Given the difficulty in

obtaining and labeling sonar imagery, we pay special attention to not overfitting to the

objects we train with. This is done by using the context afforded by dilated filters. To

demonstrate this, we conduct experiments on imagery of objects not seen in the training

set. We thus show that our approach is useful in the mapping or inspecting of objects

not recorded in sonar previously. We validate this framework on real sonar imagery

containing a variety of objects in different environments.

In summary, we present a novel framework for underwater 3D reconstruction that:

• Automatically selects informative frames for an operator to annotate features, en-

abling the real-time reconstruction of underwater environments where the features
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must be manually selected.

• Utilizes the atrous convolution architecture to classify sonar images where fea-

tures are not well-defined or well-localized.

• Identifies objects not seen in the training set with a higher average precision than

previous approaches.

The remainder of this chapter is organized as follows. We first discuss the recon-

struction formulation in Section 5.1. Next, we present our proposed approach in Section

5.2. Finally, we describe our experiments and their results in Section 5.3. Versions of

the proposed approach and results presented in this chapter have appeared in our prior

workshop paper [17] and conference paper [18].

5.1 Reconstruction Formulation

We formulate the ASFM problem using a factor graph as proposed by Huang and Kaess

[32]. An overview of the process is provided here, with a graphical representation shown

in Fig. 5.3. For full details, please refer to [32, 44].

In formulating the reconstruction objective, we seek to find the maximal probability

set of poses, Θ = {bi, lj}, and observations, Z = {ui,mk}, where bi is a robot pose,

lj is a landmark, ui is a navigation measurement, and mk is a landmark measurement.

Assuming Gaussian noise, this can be formulated as a nonlinear least-squares problem:
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Θ∗ = argmin
Θ,Z

[ ‖b0‖2
Λ +

M∑
k=1

‖h(bi, lj)−mk‖2
Ξk

+
N∑
i=1

‖g(bi, bi−1)− ui‖2
Λi

] ,

(5.1)

where ‖b‖2
Σ = bTΣ−1b is the Mahalanobis distance squared and M and N are the num-

ber of sensor and odometry measurements respectively. The sensor model is defined

as h(bi, lj) + N (0,Ξk) and the odometry model is defined as g(bi, bi−1) + N (0,Λi),

where Ξk is the variance of sensor measurement k and Λi is the variance in odometry

measurement i.

In this formulation, there are six unknowns (x, y, z, α, β, γ) for every pose and three

unknowns (x, y, z) for every landmark where α, β, and γ are the roll, pitch, and yaw

Figure 5.3: Factor graph representation. l, m, b, and u are the landmark positions,
landmark measurements, robot pose, and navigation measurements respectively. The
landmarks are hand-labeled features in sonar images (green dots in Fig. 5.1a).
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respectively. With all landmarks visible from every pose, fixing the first frame yields a

fully constrained system iff: 6(n − 1) + 3m ≤ 2mn, where n is the number of robot

poses andm is the number of landmarks in the factor graph. Rearranging this, we derive

n, the number of frames necessary for reconstruction, to be

n ≥ 3m− 6

2m− 6
. (5.2)

While this formulation is well-suited to the reconstruction process, it does not di-

rectly support performing these reconstructions in real-time. In developing such a solu-

tion, we introduce an image proposal system which gives a human operator a small set

of frames containing information useful for reconstruction.

5.2 Methodology

In this section, we detail the different components of our proposed approach. In Sec-

tion 5.2.1 we discuss how we select informative frames. Next, we present our selected

network architecture in Section 5.2.2. We then discuss the frame proposal process and

threshold tuning in Sections 5.2.3 and 5.2.4, respectively. Finally, we highlight how we

perform the reconstruction process in Section 5.2.5.

5.2.1 Proposing Informative Frames

To select informative frames automatically we leverage the atrous convolution architec-

ture. We motivate and briefly summarize our approach here.
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Due to the lack of strong local features in sonar images, the CNN method of an-

alyzing sonar imagery can be greatly improved by using dilated filters (shown in Fig.

5.2b). Dilated filters use the same number of pixels as a standard filter; however because

they are distributed, they can alleviate the effects of noise and low-resolution in sonar

images.

The ability to ignore and not overfit to local features also improves the transfer learn-

ing capabilities in identifying informative sonar images. That is, given an image of an

object not seen in training data, the atrous CNN is able to classify informative images

with a higher average precision than a standard CNN or frequency-component based

method. This ability is particularly attractive when using an underwater sonar, where

there is a lack of training data as compared with terrestrial environments, and various

sources of noise make similar looking objects appear different in sonar imagery.

5.2.2 Architecture Choice

To determine the appropriate architecture for configuring these dilated filters for use

in analyzing sonar imagery, we test multiple architecture configurations and parameter

choices. Full details of our selection process can be found in our prior work; a summary

is below [17].

For the general architecture choice we evaluated three approaches. The first is simi-

lar to a normal CNN except the convolutional layers beyond the first have dilated filters

instead of standard filters. This is inspired by Yu and Koltun, who use this configuration

of dilated filters for dense prediction in image segmentation tasks [100]. The second
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pretrains two networks: one a standard CNN, the other an atrous network. The dense

layers are then popped off of each and combined into a single dense layer for training

again. This is meant to capture the expressibility of CNNs with the generalization capa-

bilities of atrous networks. Finally, we test an architecture that uses filters of different

dilation rates in the same layer. This is inspired by Chen et al. who use this configura-

tion for semantic image segmentation [12]. We complete a full parameter sweep on each

architecture, including number of layers, number of filters, kernel size, dilation rate, and

dense layer size. Average precision was used as the metric for comparing each architec-

ture and parameter configuration. To account for variability in initialization, the results

for each were averaged over 20 runs. We found the architecture in Fig. 5.4 to achieve

the highest average precision. Due to the large dilation rate, this network starts to ex-

tract non-local features as early as the second convolutional layer. Therefore, it does not

overfit to local patterns in the training set and has better generalization capabilities.

Figure 5.4: The atrous convolutional network used. The parameters and filter configu-
ration were tuned by testing discrete options.
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5.2.3 Frame Proposal Process

We treat the real-time frame proposal problem as a single-shot information-greedy se-

lection. That is, every time a frame is proposed to the human operator, the most in-

formative frame is selected from the set of candidate frames, max(ninfo) ∈ N . The

informativeness, ninfo, of a frame is determined directly from the sigmoid output of our

atrous convolution based deep network [17].

The set of candidate frames at any given time, N , is determined by two factors:

ninfo and the time since the last frame proposal, tmotion. Frame ni is added to the set of

candidate frames, N ∪ {ni} if:

ninfo ≥ Tinfo

tmotion ≥ Tmotion.

(5.3)

The threshold Tinfo allows for the tradeoff between frame information quality and

frame quantity. The threshold Tmotion is tuned to allow for view diversity while consid-

ering potential vehicle motion and sonar field-of-view.

Frames are proposed to the human operator sequentially as soon as the labeling of the

previous frame is complete. When a frame is proposed, the set of candidate frames, N ,

is cleared. Frame proposal stops when either an appropriate number of frames, Nthresh,

have been labeled or the data stream ends (e.g., the deployment concludes).

Once a frame is proposed, the human operator selects the features to be reconstructed

by simply clicking on the image. We found this usually involved a small number of

features (3-6), which allowed for fast feature selection and reconstruction. An example
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of selected features for the “X” shaped object are shown as green dots in Fig. 5.1a. An

interesting avenue for future work is the investigation of the effects of the experience or

training of the human labeler. We note that given the simplicity of the task, we do not

expect large variations across annotators.

5.2.4 Threshold Tuning

We set the threshold for proposal, Tinfo at 0.99. As demonstrated in Eq. 5.2, with

objects having on the order of five features, often less than ten frames are needed to

complete reconstructions. In these cases it is more beneficial to be selective in choosing

frames (high threshold) rather than finding many informative frames. Experimentally

this threshold provided more than enough frames to complete the reconstruction. For

completeness, the precision recall curve from our model on validation data is shown in

Fig. 5.5.

To determine Nthresh, we evaluated the reconstruction error for annotated set sizes

of n (the minimum number of frames for reconstruction) to 2n + 1. To obtain the

average and variance on the sum squared reconstruction error (SSE) we use a set of data

containing 7 proposed frames. From this set we test all of the combinations of frames

for each annotated set size. These combinations are given by
(

2n+1
k

)
where 2n + 1 = 7

and k = {3, 4, 5, 6}. The same validation data used in completing the parameter sweep

for the atrous network was used. As seen in Fig. 5.8, we find Nthresh = 5 to provide

enough frames for a low reconstruction error/variance, with minor benefits increasing

the set size to 6.
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Figure 5.5: The precision recall curve generated from validation data used to choose a
threshold for informative vs. non-informative frames, denoted as Tinfo.

For the experiments we set Tmotion = 2 sec. This threshold provided view diversity

while allowing the objects of interest to remain in the sonar field-of-view. It also allowed

the human operator to annotate each frame in real-time.

5.2.5 Reconstruction Process

Inspired by Huang and Kaess, initial landmark locations in the factor graph are calcu-

lated by setting the elevation angle φ to 0◦ and projecting the sonar feature points (r,

θ, φ) into Euclidean coordinates (X , Y , Z) [32]. The nonlinear least-squares problem
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is then optimized via iterative linearization using the Levenberg-Marquardt (LM) algo-

rithm.

5.3 Experiments and Results

To demonstrate the capability of our framework to complete accurate reconstructions

in real-time, we ran three experiments on real sonar data played back offline. The first

shows the transfer learning capabilities of our atrous network when tested on imagery

of objects not seen in training. In the second experiment, we show that we select an

appropriate number of frames for our reconstruction. That is, we choose enough to fully

constrain the optimization but do not propose many superfluous frames. Finally, the

third experiment shows that our proposal method chooses a subset of frames that enable

real-time reconstructions with errors lower than baseline methods.

In the first experiment we test using 4000 frames of the Multi dataset (the remaining

1000 frames were used as validation data). In Experiment 2 we use these same frames as

well as the Cinder dataset. In Experiment 3, we only use data from the Cinder dataset.

Unless stated otherwise, test data for each experiment contains imagery of objects not

trained on, thus demonstrating the flexibility or lack thereof of each approach examined.

This also serves to demonstrate the performance of our approach when trained prior to

deployments.

Throughout each test we maintain a real-time property by ensuring that at the end

of a given experiment, our algorithm has output the reconstructed shape. Experiments

1 and 2 are used only for analyzing components of our process and are thus not timed.
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Experiment 3 mimics a deployment and thus in Section 5.3.5 we provide runtime from

start to finish of our process. For completeness we provide average numbers for each

component of our system. Our CNN processes images in 18.1±0.8 ms (55.2±2.41 Hz).

We found that a human operator annotated images of the X object in 2.63 ± 0.231 sec.

Finally, the factor graph bundle adjustment process took on average 77.1± 9.4 ms.

5.3.1 System Overview

For our experiments we use a Tritech Gemini 720i multi-beam sonar onboard a tethered

Seabotix vLBV300 Remotely Operated Vehicle (shown in Fig. 5.6).

The Gemini 720i is a standard multi-beam imaging sonar with similar parameters

to the SoundMetrics DIDSON, BlueView M900-90, and the Aris Explorer 3000, all of

which have been used in previous work [32, 55, 38]. It operates at 720kHz, images a

120◦ swath horizontally, has a maximum range of 120m, and produces images at 20Hz.

This data rate, combined with large amounts of image noise, creates a situation in which

the human operator is presented with a large number of frames, many of which will not

be useful.

Our vehicle is also equipped with a Doppler Velocity Log and Inertial Navigation

System which we use for pose estimates in the factor graph mapping scheme. The ve-

hicle’s tether provides continual power as well as data transmission back to an offboard

computer which can be used to analyze sonar imagery in real-time. The use of standard

underwater sensors demonstrates our approach can be deployed on a variety of platforms

for real-time underwater reconstructions.
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Figure 5.6: The Seabotix vLBV300 and Gemini 720i imaging sonar (designated by the
white rectangle in the lower right).

5.3.2 Dataset Overview

In this work we use four datasets captured onboard our vehicle while it operated in a

variety of environments. Each dataset was collected in a passive manner, meaning each

dataset is a single contiguous video stream captured while our vehicle moved through

underwater environments. The content and number of informative frames varied across

datasets and is summarized in Table 5.1.

In dataset X1 we collect a set of 5000 frames of the X shaped object (Fig. 5.7a) in
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Table 5.1: Summary of the datasets

Dataset Total number of frames Percent informative frames
X1 5000 36%
X2 1107 56%

Multi 5000 39%
Cinder 1470 42%

Note: An informative frame is one in which a human operator can
clearly identify an object and its features in the sonar image.

the Oregon State University pool. In dataset X2 we collect 1107 frames of the same X

object in the same environment on a different date. In dataset Multi we collect a set

of 5000 frames containing insonified imagery of the X, Square, Triangle, and T-shaped

objects (Figs. 5.7a-5.7d) in the pool. This dataset contains images with just a single

object in addition to images containing multiple objects. Finally, in dataset Cinder we

capture 1470 frames of a cinder block target (Fig. 5.7e) in Yaquina Bay, Newport, OR.

While in this work we use representative shapes for the underwater domain (resembling

objects such as underwater moorings) an interesting avenue for future work involves the

use of our architecture on more complex shapes.

The binary ground truth label (informative or non-informative) is obtained by having

an expert evaluate if each image contains enough well-defined features to clearly identify

the object. For example, simply seeing two lines intersect does not identify one of

the five targets; however observing three well defined lines that each meet in an acute

fashion clearly defines the triangle object seen in Fig. 5.7d.

Throughout the three experiments we train primarily using datasetsX1 andX2 (both

only containing data of the X target in Fig. 5.7a). 1000 frames of the Multi dataset are

used as validation data for the tuning of parameters.
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(a) X target (b) Square target (c) T target (d) Triangle target (e) Cinder block
target

(f) X in
sonar space

(g) Square in
sonar space

(h) T in
sonar space

(i) Triangle in
sonar space

(j) Cinder block in
sonar space

Figure 5.7: Each target and its representation in sonar image space. (a)-(d) are images
taken from the vehicle underwater. As a note, in (j) the second long side of the cinder
block has been occluded.

5.3.3 Experiment 1: Validating Transfer Learning Capabilities

In the first experiment we show that our model is able to identify objects not in the

training set with a higher average precision than baseline methods. We are able to do

this while also classifying objects seen in the training set with precision comparable

to baseline methods. This ability is a result of our atrous network, which balances the

power of standard convolutional architectures with the more global context afforded by

dilated filters.

We compare against three baselines. The first is the Discrete Cosine Transform

(DCT) method of global analysis. Defined for pixels m,n of an image A of size M ×N
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as:

Bpq = αpαq

M−1∑
m=0

N−1∑
n=0

Amncos
π(2m+ 1)p

2M
cos

π(2n+ 1)q

2N
, (5.4)

where

αp =

{
1√
M
, p = 0√

2
M
, 1 ≤ p ≤M − 1

(5.5)

αq =

{
1√
N
, q = 0√

2
N
, 1 ≤ q ≤ N − 1 ,

(5.6)

and Bpq is the coefficient on the basis cosine function defined by the constant p and q

[61]. The resulting coefficients represent the frequency components contained in the

image, which can be used to separate noisy images from those with more complex ge-

ometries. We complete this classification with the use of a Support Vector Machine

using the frequency components as the input data. This method is natural for sonar im-

agery because it takes a global image analysis approach to imagery with poorly-defined

features. The second baseline is the approach taken by Kim et al. (called “two-layer

CNN”) [47]. The third and final baseline is a network we developed inspired by Kim et

al. that contains an additional convolutional layer (called “three-layer CNN”).

We compare the four approaches in three scenarios, the results of which are shown

in Table 5.2. The first scenario allows each classifier to train with 600 frames of multi-

object data (called “seeding”). The test data contains imagery of each of the four objects

in Figs. 5.7a-5.7d (including the X). These results show that the DCT method of global

analysis is not expressive enough to capture the features present in both the training and
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Table 5.2: Average precision for baselines and our method

Avg. Precision
Method Seeding Seeding No Seeding

X present No X No X
DCT [61] 0.57±0.01 0.55±0.02 0.48±0.02

Two-layer CNN [47] 0.69±0.04 0.58±0.05 0.42±0.04
Three-layer CNN 0.70±0.05 0.64±0.04 0.42±0.03

Atrous Convolution (ours) 0.72±0.02 0.68±0.03 0.54±0.04

test data. The two and three-layer CNNs, as well as our method, all perform similarly.

The second scenario still seeds the training of the models, but the test data no longer

contains imagery of the X object. We find that our model outperforms the others, which

is expected because dilated filters capture a larger neighborhood of influence than local-

ized filters.

Finally, in the third scenario, true transfer learning is evaluated. The models are not

given imagery of any object but the X to train on and the test set only contains imagery

of the Triangle, Square, and T shaped objects. In this scenario we find that our model

significantly outperforms other methods, which is intuitive as dilated filters give a nice

balance between the power of deep learning based methods and the larger context of

global evaluation methods. As demonstrated in the first scenario, this does not come at

the cost of performing worse than baselines in the case where the test data is similar to

the training data.
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5.3.4 Experiment 2: Number of Frames to Propose

In the second experiment, we show that our method proposes an appropriate number of

frames. That is, our method achieves lower reconstruction error than using the minimum

number of frames to fully constrain the reconstruction (n) as well as achieving compa-

rable performance to reconstructions that use a large number of frames (2n). Given the

lack of global ground truth coordinates, known object dimensions are used to compute

the reconstruction error.

The results of this experiment can be seen in Fig. 5.8. As expected, increasing the

number of frames used in the reconstruction decreases the reconstruction error. When

only using the minimum number of frames required, n, we can see that on average

the reconstruction has both the highest sum squared error (SSE) as well as the highest

variance. At five frames in both plots we observe a “knee” point, where increasing the

size to six gives only marginal benefit.

5.3.5 Experiment 3: Selecting Informative Subsets

In the third experiment, we demonstrate the ability for our method to select informative

frames and operate more efficiently than standard baselines. For this experiment we use

a subset of 400 contiguous frames. The results of this experiment can be seen in Table

5.3. Statistical bounds have been provided for the comparison to [33] due to the random

nature of frame proposals in this baseline. These bounds were found averaging over 5

runs.

The first baseline we compare against is naively presenting the user with every frame
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Figure 5.8: Selection of the appropriate number of frames to use for reconstructions. For
both validation data (blue line) as well as test data (red line) five frames is at a “knee”
point as increasing to six frames gives only a marginal benefit.

Table 5.3: Evaluation of our reconstruction framework

Method Number of
frames proposed

Reconstruction
SSE (cm2)

Every frame 400 8761.9
Every informative frame 167 16.37

Naive subsampling 5 71.239
Huang and Kaess [33] 6.93±1.91 18.42±6.47

Atrous proposal system (ours) 5 13.12±3.72
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for annotation. We note that this method requires the human operator to annotate every

frame and thus cannot be completed in real-time. The large amount of error is due

to the fact that many poor quality frames are annotated by the user. Such large error

demonstrates the low-quality of many of the images, which do not contain enough clear

features to be annotated by the human.

The second baseline we test is proposing every informative frame to the user for

annotation. The informativeness of a frame is determined by the sigmoid output of our

atrous CNN. This baseline achieves a reconstruction error similar to that of our method;

however we note that it cannot be run in real-time. The low reconstruction error is

expected because the labeled images are all informative frames.

In the third baseline, we naively subsample all frames at an even interval to only

present the human operator with the same number of frames as our method. This is

equivalent to naively reducing the data rate to allow for real-time labeling. While this

allows for real-time performance, we can see that the reconstruction error achieved is

poor. This is due to the fact that without first assessing a frame’s informativeness, poor

quality frames are still presented to the user.

The fourth baseline allows us to compare against a method inspired by the state-

of-the-art in underwater reconstruction [33]. In this previous work, Huang and Kaess

perform automatic data association between annotated frames to determine whether or

not all annotated feature points can be associated. If they cannot, the frame is rejected

and not used for reconstruction purposes. To extend this approach and enable real-time

reconstructions, we randomly select frames to propose to the human operator. If an

association exists between the annotated feature points, the frame is used in the recon-
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struction. If not, it is discarded and another is proposed. The proposal process runs until

the minimum number of frames required, n, have been successfully annotated. While

this method is able to achieve high quality reconstructions, the reconstruction error is

both higher and more variable than our method. This is due to the fact that only the min-

imum number of frames required are used in the reconstruction process. We also note

that since frames are not evaluated before proposal, this baseline typically proposes a

larger number of frames than our method.

The last row of the table presents the results of our method. We note that we achieve

the lowest average reconstruction error and variability, while simultaneously proposing

the lowest number of sonar frames to the user. This low reconstruction error is achieved

while using Nthresh = 5 frames. We also maintain real-time performance during the

20 second experiment. Our method, from start to finish, took on average 14.88 ± 0.49

seconds to complete.
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Figure 5.9: The vehicle and reconstruction of the cinder block in the RViz simulation
environment. Our method outputs the red dots (chosen as features by the operator) and
the gray section was extrapolated.
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Chapter 6: Conclusion

In this work, we proposed augmenting the power of deep learning techniques with tools

such as optimization methods, physics based models, and human expertise as a means

to circumvent the challenges associated with end-to-end deep learning approaches. In

doing so, we presented a principled framework for approaching problems in the field

of robotics that allows a user to identify the types of augmentation methods and deep

learning techniques best suited to their problem. We validated our framework in three

different domains: LIDAR based odometry estimation, hybrid soft robotic control, and

sonar based underwater mapping (Fig. 1.1 and 1.2).

First, we investigated LIDAR based odometry estimation which can be character-

ized with both high data precision and availability due to the Velodyne sensors used.

This is ideal for augmenting with optimization methods. In image space, the LIDAR

features are locally correlated. We presented a novel pre-processing step that enables

faster, and in the case of standard techniques, more accurate scan matching for point

clouds generated by modern LIDARs. We enable this by leveraging the robust feature

extraction capabilities of convolutional neural networks and denoising autoencoders.

Through experiments on multiple real-world datasets, we showed the features learned

to be both robust and generalizable. While bootstrapping the quality of standard tech-

niques is useful, we found the potential speed increases with state-of-the-art techniques

to be of particular interest and an interesting avenue to explore further.
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Next, we examined hybrid soft robotic control which has lower data precision due

to real-world noise (e.g., friction and manufacturing imperfections). Here, augmenting

with model based methods is more appropriate. Additionally, data availability is re-

stricted due to the time consuming nature of data collection. During the classification

stage of our approach, data is temporally correlated while it is not during the modeling

stage. Our presented approach is capable of learning to model the system load intro-

duced when constructing tapered staged soft arm configurations that is not accounted

for in the generalized kinematic model. Additionally, it is capable of modeling multi-

ple load states (and classifying between them) allowing for the staged arms to be re-

configured with no additional training required. Through experiments on soft robotic

hardware, we showed that our method is capable of classifying between different arm

configurations at a rate greater than 95%. Additionally, our method is capable of re-

ducing the end-effector error of quasistatic model only control to within 1 cm of our

controller baseline. Our approach enables the use of these staged arm configurations

allowing us to take advantage of the increased flexibility provided by the increasingly

reduced link segment widths.

Finally, we considered the sonar based underwater mapping domain. Here, the data

is so noisy that augmenting with human experts and some global context is required.

While we again collect our own data here, the high data rate of the Gemini imaging

sonar provides a large amount of data. We presented a novel framework that enables the

capability to complete accurate underwater 3D reconstructions in real-time and over-

coming the large amounts of noise present in sonar imagery. We enable this function-

ality by identifying a small subset of informative frames for the human to annotate.
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Through experiments on real sonar images we showed our atrous network outperformed

other classifiers in identifying informative frames for proposal. We also experimentally

validated the ability of our network to leverage non-local features to complete transfer

learning.
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Chapter 7: Future Work

Through our work in three different domains, we found many interesting avenues for fu-

ture research. While out of scope for this work, they may provide opportunities to others

working in these areas. In this chapter, we provide a brief overview of possible exten-

sions to the work presented in this dissertation and speculate on how our framework

could be applied to other domains.

7.1 LIDAR Based Odometry Estimation

In this domain, additional avenues for future work involve further generalization and

more sophisticated network structures. Preliminary testing indicates this method may

be suitable for RGB-D data; however it is not yet clear what changes (if any) will op-

timize performance. Additional network considerations include adaptive discretization,

incorporating intensity measurements, and direct point cloud convolution.

7.2 Hybrid Soft Robotic Control

Our results in this domain suggest several avenues for future work. The first is to further

extend the arm configuration classification step to predict a segment’s general load state.

This would enable the arm to not only work in various configurations, but with external

loads as well (e.g., manipulating an object). In this scenario, we no longer have distinct
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load states from well defined arm configurations. As such, we would likely wish to

update the proposed architecture to directly input the LSTM’s latent representation into

the fully connected network, allowing for it to better learn over the full load space. A

limiting factor is the current strength of the pneumatic actuators. Currently, the base

links require most of the available force to simply move the staged arms.

A second avenue for future work is to further increase the real-world capability of

the staged arms. This could be done by incorporating soft sensors on the individual link

segments, removing the need for the OptiTrack system entirely. Feedback from these

sensors, when coupled with the pressure state, could allow for real-time load predic-

tions (e.g., during and after manipulating an object) as well as detecting and exploiting

collision states.

7.3 Sonar Based Underwater Mapping

One particularly interesting extension to this work in this domain is the formal treatment

of incorporating image diversity into our framework. While in this work we enforce

diversity with Tmotion, the effects of using diverse images into the reconstruction process

remains an interesting avenue to explore. Additionally, exploring methods for learning

to identify the unknown elevation angle directly from sonar image inspection could

improve the reconstruction process.
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7.4 Other Domains

Other interesting domains to investigate include robotic manipulation, ocean monitor-

ing, and human-like motion planning. In this section, we discuss considerations for how

these domains might fit into the framework presented. An illustration of where they

might fit can be seen in Figs. 7.1 and 7.2.

In regards to robotic manipulation, a robotic arm is likely to have a sensor capa-

ble of providing both image and depth data. Such RGB-D sensors typically have high

Figure 7.1: A visualize representation of the data space and various augmentation meth-
ods. The colored dots represent two possible domains to investigate. Purple represents
robotic manipulation, pink represents ocean monitoring, and orange represents human-
like motion planning.
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Figure 7.2: A visualize representation of the data space and various augmentation meth-
ods. The colored dots represent two possible domains to investigate. Purple represents
robotic manipulation, pink represents ocean monitoring, and orange represents human-
like motion planning.

precision, although less than full 3D LIDARs such as Velodynes. The high data rate

associated with these sensors would allow for high data availability. While cost pro-

hibitive, with enough sets of hardware, the data availability may even be high enough to

use end-to-end deep networks. As such, augmenting with optimization methods makes

sense. Images provided from the sensor can be used to classify and localize the item

in the scene. Given a model of a desired item to manipulate, optimization based scan

matching methods could be used to further refine the prediction and pose of the object.

In both cases, features should be locally correlated and CNNs would be useful.
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In the ocean monitoring domain, we expect our data to be less precise than in the

robotic manipulation domain. Sensor measurements are more likely to be noisy and less

frequent. In this case, our framework suggests that augmenting with physics models

may be appropriate. In doing so, a deployed robot could model environmental fac-

tors such as ocean currents to aid in navigation. Data recorded by the onboard sensors

(e.g., temperature) is likely to be correlated temporally and LSTMs could leverage this.

Measurements recorded as the robot navigates could provide data in various locations.

However, it is unlikely that the robot would visit a wide enough variety of locations to

benefit from CNN based approaches.

Human-like motion planning is a more difficult problem. Paths generated through

planning algorithms tend to optimize for distance or cost rather than various other factors

that humans inherently account for. As such, this data is likely to not be very accurate or

precise. Instead, human experts could be leveraged to annotate waypoints (or paths) in

a scene. However, incorporating a human component will result in the data availability

being lower. Locally correlated features would be useful in analyzing the structure of

a map. Depending on the maps considered, it may turn out to be useful to incorporate

some global context as well. In this case, the temporal aspect of waypoint ordering will

likely benefit from the use of LSTMs.
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