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Conventional Delta-Sigma (∆Σ) analog-to-digital converters (ADCs) utilize op-

erational transconductance amplifiers (OTAs) in their loop filter implementation

followed by multi-bit voltage domain quantizers. As CMOS integrated circuit

technology scales to smaller geometries, the minimum transistor length and the

intrinsic gain of the transistors decrease. Moreover, with process scaling the volt-

age headroom decreases as well. Therefore, designing OTAs in advanced CMOS

processes is becoming increasingly difficult. Additionally, multibit quantizers are

becoming more difficult to design due to the decreased voltage headroom and the

challenges of low offset and noise requirements.

In this thesis, alternative digital solutions are introduced to replace traditional

analog blocks. In the proposed solutions, compressed voltage-domain processing is

shifted to the time-domain which benefits from process scaling as the transistors



scale down in size and become faster.

First, a novel highly linear VCO-based 1-1 multi stage noise shaping (MASH)

delta-sigma ADC structure is presented. The proposed architecture does not re-

quire any OTA-based analog integrators or integrating capacitors. Second-order

noise shaping is achieved by using a VCO as an integrator in the feedback loop of

the first stage and an open loop VCO quantizer in the second stage. A prototype

was fabricated in a 65nm CMOS process and achieves 79.7 dB SNDR for a 2MHz

signal bandwidth.

Second, a novel time-domain phase quantization noise extraction for a VCO-

based quantizer is introduced. This technique is independent of the OSR and

the input signal amplitude of the VCO-based quantizer making it attractive for

higher bandwidth applications. Using this technique, a novel 0-1-1 MASH ADC

is presented. The first stage is implemented using a 4-bit SAR ADC. The second

and the third stages use a VCO-based quantizer (VCOQ). Behavioral simulation

results confirm second-order noise shaping with a 75dB SNDR for an OSR of 20.
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Chapter 1: Introduction

All signals occurring in the real world are analog. A beautiful sound of a bird

singing, the light which reflects on objects that helps us see things and the electro-

magnetic waves used in the communication between two people through cellphones

are all analog. The analog signals are continuous in time and magnitude. On the

other hand, the processors (computers) process information in the digital domain.

Thus, they operate with discrete time and magnitude (digital) signals. Most of the

signal processing is performed in the digital-domain using digital signal processors

(DSPs). Figure 1.1 shows the egg model for electronic applications [1]. There has

to be an interface block to connect the real world signals to the computers for

processing. This block is called an analog-to-digital converter (ADC).

ADCs are the essential components of electronic devices which interact with the

real world. A high-quality microphone picking up the sound in nature, photocells

in a video camera and a seismographic sensor to detect any small vibration of earth,

all require different ADCs with different requirements to convert the analog signals

to digital. Figure 1.2 shows an example of an ADC application in a conventional

receiver and how the ADC is incorporated. First, the signal is detected by an

antenna and then it is amplified and filtered by the receiver front-end. After that,

the desired signal is digitized by the ADC and the ADC output which is in the

digital domain, is further processed in a DSP.
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Analog interface

Computer 
and/or DSP

Applications

Telecom

Automotive

Military/space

Consumer

Multimedia

Industrial
applications

Medical

Figure 1.1: Egg model for electronic applications [1].

DigitalAnalog

Antenna

Receiver 
front-end ADC DSP

Figure 1.2: Block diagram of a simple receiver chain.
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In order to reduce system cost, it is highly desirable to integrate analog and

digital systems together onto a single chip. Digital circuitry is the technology

driver since it represents the majority of the chip area and functionality. To achieve

higher performance with reduced cost for digital systems, the transistor sizes are

reduced from one generation to the next. This size reduction greatly benefits

digital circuitry switching speed and reduces the area needed to achieve a particular

function. Alternately, this scaling handicaps the analog circuit performance due to

the reduction in the analog transistor intrinsic gain and voltage headroom. Figure

1.3 (a) shows the voltage headroom reduction in moving to a new process. As

the supply voltage scales down as is the case in newer technologies, the maximum

allowable signal swing decreases. This has a negative impact on analog circuits

such as ADCs. As shown in Fig. 1.3 (b), as the supply voltage reduces, the

least significant bit (LSB) voltage of the ADC scales down relatively to provide

the same resolution, while the thermal noise remains the same. As a result, for

a given signal-to-noise ratio and in a thermal noise limited scenario, the power

consumption of the ADC has to be increased to reduce the thermal noise for a new

technology node. In addition to this issue, conventional ADCs need high gain high

bandwidth (BW) operational transconductance amplifiers (OTAs). Designing high

performance OTAs is becoming more challenging in advanced technology nodes due

to the reduced voltage headroom and reduced intrinsic gain of the transistors. Due

to these issues, new ADC implementations are required that benefit from process

scaling [2, 3].

One attractive alternative to conventional ADCs is time-domain ADCs. In
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(a)

(b)

Figure 1.3: (a) Effect of process scaling on the maximum signal swing. (b) Effect
of process scaling and thermal noise on the resolution of voltage domain ADCs.
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these type of ADC, quantization is performed in the time-domain. As the transis-

tor size reduces due to the process scaling, the time-domain resolution improves

due to a reduced gate delay. Therefore, these ADCs take advantage of process scal-

ing. Because of these advantages, time-domain ADCs have gained more attention

recently [4].

1.1 Scope of this work

VCO-based quantizers (VCOQs) are a popular time-domain quantizer architec-

ture. The simple digital friendly implementation of VCO-based quantizers makes

them power and area efficient in advanced nano-meter CMOS processes [5]. Also

these quantizers provide first order of noise shaping. While these are desirable

characteristics, often the major performance limitation of VCO-based ADCs is the

VCO nonlinearity.

The focus of this work is mainly on developing new techniques to enhance the

precision of VCO-based ADCs without using OTAs or power hungry linearization

methods. This precision enhancement is achieved by improving the linearity of

VCO-based ADCs and also increasing the order of the noise shaping. To achieve

this high precision OTA-less VCO-based ADCs, two novel methods are proposed.

First, a highly linear VCO-based 1-1 MASH ∆Σ ADC structure is presented and

measurement results are provided. Second, a novel time-dmain phase quantization

noise extraction for a VCO-based quantizer is introduced. Using this technique

a second order noise shaping SAR-VCO ADC is realized. Simulation results are
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provided to validate the performance of the proposed ADC.

1.2 Thesis organization

The rest of the thesis is organized as follows. In Chapter 2 a 1-1 MASH OTA-less

VCO-based ADC using single phase VCOs is presented. In-depth analysis of the

effect of different non-idealities is provided in this chapter. In Chapter 3 a tech-

nique is introduced to extract the quantization noise of a multi-phase VCO. Using

this technique, the implementation of the 1-1 MASH using multi-phase VCOs is

described and then measurement results are provided from a fabricated prototype.

In Chapter 4 another high precision quantization noise extraction technique is in-

troduced. Using this technique a second order noise shaping SAR-VCO is realized

and simulation results are provided. Finally, Chapter 5 provides a brief summary

and concludes the paper.
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Chapter 2: A Highly Linear OTA-free VCO-based 1-1 MASH ∆Σ

ADC

In this chapter, a new VCO-based 1-1 MASH delta-sigma ADC structure is pre-

sented. The proposed architecture does not require any OTA-based analog inte-

grators or integrating capacitors. Second-order noise shaping is achieved by using

a VCO as an integrator in the feedback loop of the first stage and an open loop

VCO quantizer in the second stage. Simple digital circuitry extracts the phase

quantization error of the first stage as a pulse signal that is applied to the second

stage. The input of the first VCO is a very small amplitude signal and the input

of the second VCO is a two-level PWM signal. Therefore, the VCO non-linearity

does not limit the overall ADC performance, mitigating the need for power hungry

linearization methods. The proposed idea was simulated at the transistor level and

the results verify the analysis.

2.1 Introduction

Quantization noise shaping combined with oversampling in data converters en-

hances the signal-to-quantization-noise (SQNR) ratio in a particular frequency

band. By pushing most of the quantization noise out of the signal band, over-

sampling data converters are able to achieve high resolution at reasonably high
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conversion speeds [1]. Although noise shaping techniques have been applied to

different types of analog-to-digital converters (ADCs) such as successive approxi-

mation register (SAR) ADCs [2, 3], integrating quantizer ADCs [4], etc., they are

most commonly used in delta-sigma (∆Σ) modulators.

∆Σ ADCs utilize oversampling and noise shaping to achieve high accuracy

despite using inaccurate components. This feature combined with relaxed anti-

aliasing requirements make ∆Σ ADCs an appropriate choice for various applica-

tions from ultra-low-power biomedical devices to ultra-wide-band communications

applications [5].

Continuous-time (CT) ∆Σ ADCs have the advantage of inherent anti-aliasing

filtering compared to discrete-time (DT) ∆Σ ADCs. Loop filter integrators in

CT ∆Σ ADCs are usually implemented using active RC-integrators due to the

linearity requirements [1]. However, with process scaling, the intrinsic gain of

the transistor reduces, which makes it increasingly difficult to design high gain

operational transconductance amplifiers (OTAs) in modern CMOS processes.

As the supply head-room reduces with process scaling, multibit quantizers are

becoming more difficult to design due to the offset and noise requirements of the

comparators. One attractive alternative is to use time domain quantizers such as

time-to-digital converters (TDC) or VCO-based quantizers. TDCs and VCO-based

quantizers benefit from process scaling due to the increased time resolution of the

delay cells.

Moreover, the digital friendly nature of VCO-based ∆Σ ADCs makes them

power and area efficient in advanced nano-meter CMOS processes [6]. While these
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are desirable characteristics, often the major performance limitation of VCO-based

ADCs is the VCO non-linearity. Several techniques have been introduced to miti-

gate the non-linearity issue. In [6] a VCO-based quantizer is implemented inside

a closed loop. Here, the high in-band loop gain suppresses the VCO non-linearity.

In order to achieve more than first-order noise shaping, however, this architecture

needs OTAs which generally have higher power requirements as compared to VCOs

and do not scale well with process scaling. In [7–9], two stage architectures were

employed to cancel out the harmonic components due to the VCO non-linearity.

Although these architectures solve the VCO non-linearity issue, the loop filter im-

plementations employ OTAs. In [10–13] the VCO non-linearity is corrected by

using a pulse width modulated (PWM) input signal. However, to achieve high

linearity, a power hungry PWM generator is needed at the input. In [14–16] VCOs

are used as a phase integrator followed by a quantizer. Therefore, the input signal

to the VCO is reduced and VCO non-linearity is suppressed significantly. How-

ever, in [14], the order of the modulator is limited to one and [15,16] require OTAs

to implement high order noise shaping. In [17] a higher order modulator using

enhanced linearity VCOs is introduced. Although, no OTA is used, the linearity

of the modulator is still limited to around 10.5 bits.

In this chapter, a novel highly linear VCO-based 1-1 MASH architecture is

presented that does not require an OTA or a PWM generator. The first stage is a

closed loop first-order VCO-based ADC. The quantization noise of the first stage

is extracted in the time domain using simple digital circuitry. The extracted quan-

tization noise, which is in PWM form, is fed to the second stage which is an open
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loop VCO-based ADC. The proposed structure suppresses the VCO non-linearity

without the added requirement of a PWM generator at the input. Moreover, since

no OTA is used in this ADC, this architecture benefits from process scaling.

The organization of this chapter is as follows. In Section 2.2 the 1-1 MASH

VCO-based ∆Σ ADC presented in [10,11] is reviewed to provide a background for

the proposed structure. This architecture needs a PWM generator at its input to

suppress the VCO non-linearity. The proposed highly linear 1-1 MASH VCO-based

∆Σ ADC, which mitigates the use of a PWM generator is presented in Section 2.3.

Section 2.4 provides design insight for the proposed architecture by examining the

effect of different design parameters on the performance. In Section 2.5, the effects

of non-idealities on the performance are analyzed. Next, a transistor level design

example is demonstrated to verify the analysis in Section 2.6. Finally, Section 2.7

concludes the chapter.

2.2 Prior Art

Fig. 2.1 shows a 1-1 MASH VCO-based ADC architecture presented in [10, 11].

Both stages of the ADC are open loop VCO-based quantizers. The first stage quan-

tizes the input voltage. A phase detector (PD) block shown in Fig. 2.1 generates

a pulse signal which goes high (VDD) at the positive edge of the sampling clock

(CLKS(t)) and goes low at the first positive edge of the V CO1 output (W1(t))

in that sampling period. This signal is shown as EQ1(t) in Fig. 2.2. In order to

process the first stage quantization noise in the second stage, the generated pulse
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signal switches on and off VCO2. In this architecture, the input signal is required

to be fed to VCO2. In this way, the quantization error of the first stage will be

available at the output of the second stage and can be removed in the final output

by using simple digital filters. A more detailed explanation of the architecture is

as follows.

~
VCO1

Counter1
-1

1-z

NCF1

y[n]

~
VCO2

Counter2
-1

1-z

NCF2

Q R

S

CLKS(t)

S(t) W1(t) C1(t)

Cs1[n]

y1[n]

W2(t) C2(t)

Cs2[n]
y2[n]

R1

R2

EQ1(t)

PD

-

Figure 2.1: 1-1 MASH architecture based on open loop VCO-based ADCs [10].

The output of VCO1 is a square wave signal W1(t), the frequency of which is a

linear function of the VCO input signal S(t). Equation (2.1) shows the relationship

between VCO1 output phase (φ1(t)) and its input voltage (S(t)). In this equation,

KV CO1 and ffr1 are the voltage-to-frequency gain and the free-running frequency

of VCO1, respectively.

φ1(t) =

∫ t

0

(2πKV CO1S(t) + 2πffr1)dt (2.1)

Counter1 output increases for each rising edge of W1(t) which is equal to a 2π

radian phase change of the VCO output. The output of Counter1 is sampled by

register R1 on the rising edge of CLKS. Equation (2.2) describes the sampled
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output of Counter1, Cs1[n]. In this equation φq1 is the first stage quantization

phase error. It is a function of both the input voltage and the time difference

between the rising edge of CLKS(nTs) and the first rising edge of W1(t) (tQ1[n])

in each sampling period as shown in Fig. 2.2.

Cs1 [n] =
φ1 (nTS) + φq1 (nTS)

2π

=

∫ nTS

0

(KV CO1S(t) + ffr1) dt

+

∫ tQ1[n]

nTS

(KV CO1S(t) + ffr1) dt

(2.2)

The sampled Counter1 output is digitally differentiated (Cs1[n] − Cs1[n − 1])

to generate the first stage output which is equal to:

S(t)

W1(t)

EQ1(t)

t

t

t

CLKS(t)

(n-1)TS nTStQ1[n-1] tQ1[n]

t

VDD

0

Figure 2.2: The timing diagram of the EQ1(t) pulse extraction [10].
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y1 [n] =

∫ nTS

(n−1)TS
(KV CO1S(t) + ffr1) dt

+
φq1 (nTS)− φq1 ((n− 1)TS)

2π

(2.3)

Assuming the sampling frequency is much higher than the input signal band-

width (BW ), the input signal can be assumed constant between two consecutive

samples. Thus, using z-transforms the first stage output is:

Y1 (z) =
(
KV CO1TSz

−1)S (z) + ffr1TS

+
(
1− z−1

) φq1 (z)

2π

(2.4)

where ffr1TS is an offset and can be easily removed in the digital domain. First-

order noise shaping can be seen in the above equation.

In a MASH structure, the quantization noise of the first stage is processed by

the second stage. The quantization noise in VCO-based ADCs is contained in the

phase domain and it does not explicitly exist in this structure. As can be seen

in (2.2), the phase quantization error of the first stage is the integral of the input

signal between the rising edge of CLKS(nTs) and the first rising edge of W1(t)

(tQ1[n]). Fig. 2.2 shows this time difference as a pulse signal (EQ1(t)) in the time

domain. Since EQ1(t) is high (VDD) only between kTS and tQ[k] (k = 0,1,2, ...)
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and zero elsewhere, φq1((n− 1)Ts) can be written as:

φq1 ((n− 1)TS) =∫ tQ1[n−1]

(n−1)TS
2π (KV CO1S(t) + ffr1) dt

= 2π

∫ nTS

(n−1)TS

EQ1 (t)

VDD
(KV CO1S(t) + ffr1) dt

(2.5)

In order to cancel φq1 at the final output of the MASH structure, first φq1 is

generated at the second stage output. Then, by applying proper digital filtering to

each stage output and subtracting the two signals from each other, φq1 is canceled

at the final output. Equation (2.5) shows that φq1 is a function of both EQ1(t) and

S(t). To generate φq1 at the second stage output, the input signal is applied to

the VCO2 input. A control switch is added to VCO2 which turns it off (on) when

EQ1(t) is low (high) as shown in Fig. 2.1. In this way the VCO2 output phase

changes only when EQ1(t) is high. The VCO2 output phase holds its value when

EQ1(t) is low. The VCO2 output phase can be written:

φ2 (t) =

∫ t

0

EQ1 (t)

VDD
(2πKV CO2S(t) + 2πffr2) dt (2.6)

Similar to the first stage, the output of the second stage is calculated by digitally

differentiating the sampled Counter2 output (Cs2[n]−Cs2[n− 1]) and is equal to:

y2 [n] =

∫ nTS

(n−1)TS

EQ1 (t)

VDD
(KV CO2S(t) + ffr2) dt

+
φq2 (nTS)− φq2 ((n− 1)TS)

2π

(2.7)
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Assuming both VCOs are perfectly matched, the first term of (2.7) matches

(2.5). Thus, using z-transforms the second stage output is:

Y2 (z) =
(
z−1
) φq1 (z)

2π
+
(
1− z−1

) φq2 (z)

2π
(2.8)

Based on (2.4) and (2.8), to cancel φq1, simple digital filters are used as follow:

NCF1 (z) =z−1

NCF2 (z) =
(
1− z−1

) (2.9)

Therefore, the final output can be derived as:

Y (z) = z−2 (KV CO1TS)S (z) +
(
1− z−1

)2φq2 (z)

2π
(2.10)

In the architecture presented in [10, 11], second-order noise shaping has been

achieved using two VCOs in a MASH structure. This architecture does not re-

quire OTAs and therefore has the benefits of scalability and reduced power. The

frequency of VCO1 changes proportional to the input voltage (S(t)). Thus, the

width of the generated pulse (EQ1(t)) is also a function of S(t) and it does not

explicitly correspond to φq1. In order to generate φq1 at the output of the second

stage, S(t) also has to be applied to VCO2. Since the input signal is directly fed to

both the VCOs, the non-linearity of the VCOs still limits the overall ADC perfor-

mance. In [10] a PWM generator is used at the input to generate a PWM signal.

The linearity of the PWM generator is important and thus this block consumes
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significant power [12]. Additionally, VCO2 has to hold its phase perfectly when it

is turned off which is challenging in practice due to circuit nonidealities, such as

leakage current and charge redistribution.

In Section 2.3, a new 1-1 MASH VCO-based ∆Σ ADC is proposed. In this

structure, the VCO non-linearity is inherently suppressed, and two VCOs are uti-

lized to achieve second-order noise shaping. There is also no need for any OTA or

a power hungry linearization method.

2.3 Proposed Structure

Fig. 2.3 shows the block diagram of the proposed VCO-based 1-1 MASH ADC. In

this structure, the first stage is a closed-loop architecture with phase feedback and

the second stage is an open-loop VCO-based ADC. VCO1 in the first stage is used

in the phase domain and operates as an integrator. Counter1 works as an N -bit

(2N level) phase quantizer and its output is sampled by a register which generates

the first stage output codes. The output of the first stage is fed back to the VCO1

input using a DAC. Similar to Fig. 2.1, VCO2 in the second stage is used in the

frequency domain. However, in the proposed architecture, the input signal is not

connected to the input of VCO2, compared to the architecture reported in [10,11].

Here, a two level PWM signal generated in the first stage is applied to VCO2. In

this work, the PD block shown in Fig. 2.1 is replaced by a quantization phase

detector (QPD) block. As shown in Fig. 2.4, the QPD block is made up of a flip-

flop and an XOR gate which generates the pulse signal EQ1(t). Similar to Fig. 2.2,
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EQ1(t) is high (VDD) between the rising edge of CLKS(nTS) and the first rising

edge of W1(t) (tQ1[n]) in each sampling period and zero elsewhere.

~

VCO1

Counter1

NCF1

y[n]

~
VCO2

Counter2
-1

1-z

NCF2

S(t) y1[n]

y2[n]

R1

R2

EQ1(t)

QPD

CLKS(t)

+
-

 
G1(t)

-

DAC

W1(t)

CLKS(t)

CLKS(t)

Figure 2.3: Proposed 1-1 MASH ADC structure [18].

EQ1(t)
D Q

R

CLKS(t)

W1(t)

CLKS(t)

PF(t)

W1(t)

EQ1(t)

t

t

t

(n-1)TS nTStQ1[n-1] tQ1[n]
t

VDD

0

PF(t)

CLKS(t)

Figure 2.4: Block diagram and timing of QPD.
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Compared to the architecture shown in Fig. 2.1, there is no first-order differ-

entiator after Counter1 and VCO1 is used in a feedback loop. As shown below,

the signal magnitude at the input of VCO1 is small and this provides two benefits:

1) the linearity of the first stage is improved significantly, and 2) compared to

the architectures in [10, 11], the quantization phase error of the first stage can be

extracted in the time-domain as a two-level PWM signal. Therefore, the second

stage is inherently linear. Also, there is no need for an additional PWM generator

at the input.

S(t)

CLKS

Φq1[n]  
ffr1

 

1

2

nTS ffr1 2π

VCO1
Counter1 & R1

y1[n]  

G1(t)

1-z
-1

1

1

2 frf
Φq1[n-1] 

(rad) (sec) (rad)

2πTS ffr1

1

2

Φq2[n]  

2π

NCF1

y[n]

NCF2

Digital

y2[n]  

(rad)

1VCOK 2

S
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1

VCO sK T

22 VCO DDK V

-

-

-

Figure 2.5: Linear model of the proposed 1-1 MASH.

A linear model of the proposed 1-1 MASH ADC is shown in Fig. 2.5. VCO1

acts as a phase integrator. When the counter output unit increments, it indicates

a phase change of 2π radians. The register samples the counter output at each

rising edge of CLKS. Therefore, y1[n] is proportional to the VCO1 output phase
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with some additional phase quantization noise. Due to the free running frequency

of VCO1, the sampled Counter1 output contains a ramp signal in the discrete time

domain. To cancel the effect of the ramp signal in the linear model, nTSffr1 is

subtracted from the sampled Counter1 output. This issue is explained in more

detail in Section 2.3.1.

Using the linear model shown in Fig. 2.5, the STF and NTF of the proposed

1-1 MASH can be calculated. The output of the first stage Y1(z) is:

Y1 (z) =
(
KV CO1TSz

−1)S (z) +
(
1− z−1

) φq1 (z)

2π
(2.11)

Similar to (2.2), the quantization phase error (φq1) can be derived as a function

of the VCO1 input signal G1(t) as follows (refer to Figs. 2.3 and 2.4):

φq1 ((n− 1)TS) =∫ tQ1[n−1]

(n−1)TS
2π (KV CO1G1(t) + ffr1) dt

(2.12)

Using (2.11), G1(z) can be calculated as:

G1 (z) = S (z)− Y1 (z)

KV CO1TS
=
(
1− z−1

)
S (z)

−
(
1− z−1

) φq1 (z)

2π (KV CO1TS)

(2.13)

In (2.12), KV CO1G1(t) is negligible compared to ffr1 as explained next. As

shown in (2.13), the first and the second terms of G1(z) are the first-order shaped

input signal and the quantization noise, respectively. At a high enough oversam-
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pling ratio (OSR), the signal magnitude at the VCO input is negligible. Since φq1

has a value between zero and 2π radians, the maximum value of the second term is

fs/KV CO1. Note that the value of ffr1 is chosen much higher than fs in the design

of a conventional counter based quantizer [19]. Therefore, ffr1 is much bigger than

KV CO1G1(t) and (2.12) can be simplified to:

φq1 ((n− 1)TS) ≈
∫ tQ1[n−1]

(n−1)TS
2πffr1dt

=
1

VDD

∫ nTS

(n−1)TS
2πffr1EQ1(t)dt

=2πffr1 (tQ1 [n− 1]− (n− 1)TS)

(2.14)

Equation (2.14) demonstrates that there is a linear relationship between the

phase domain and time domain quantization noise. Therefore, the phase quantiza-

tion error information can be extracted in the time domain as a pulse signal. The

extracted quantization noise of the first stage (EQ1(t)) is applied to the second

stage which is implemented as an open loop VCO-based ADC. Since the input of

this stage is in PWM form, the non-linearity of VCO2 is no longer an issue. The

phase output of VCO2 and the second stage output code can be written as:

φ2 (t) =

∫ t

0

2π (KV CO2EQ1 (t) + ffr2) dt (2.15)
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y2 [n] =

(∫ nTS

(n−1)TS
KV CO2EQ1 (t) dt

)
+TSffr2 +

φq2 (nTS)− φq2 ((n− 1)TS)

2π

(2.16)

The first term of (2.16) matches (2.14) with a constant gain difference. There-

fore, from (2.14) and (2.16) the following equation can be derived.

y2 [n] =
KV CO2VDD

2πffr1
φq1 ((n− 1)TS)

+TSffr2 +
φq2 (nTS)− φq2 ((n− 1)TS)

2π

(2.17)

The term TSffr2 is a constant value and can be easily removed in the digital

domain. Therefore, Y2(z) is:

Y2 (z) =

(
KV CO2VDD

ffr1
z−1
)
φq1 (z)

2π

+
(
1− z−1

) φq2 (z)

2π

(2.18)

As shown in Fig. 2.5, to generate the MASH output code, y[n], a simple set of

digital filters are used as follows:

NCF1 (z) =z−1

NCF2 (z) =
(
1− z−1

) ffr1
KV CO2VDD

(2.19)
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Therefore, the final output is:

Y (z) =NCF1 (z)Y1 (z)− NCF2 (z)Y2 (z)

=z−2 (KV CO1Ts)S (z)

+
(
1− z−1

)2 ffr1
2πKV CO2VDD

φq2 (z)

(2.20)

Equation (2.20) shows second order noise shaping. Considering the input signal

is a sine wave, the maximum signal amplitude at the output (assuming N is large

enough) is 2N−1. Here N is the number of Counter1 bits (2N level quantizer).

Therefore, the maximum signal power at the output is:

Psig−max =

(
2N−1√

2

)2

=
22N

8
(2.21)

Based on (2.20) the quantization noise power at the output can be calculated

as:

PQ−noise =

fS
2OSR∫
−fS
2OSR

∆2

12fS

∣∣∣∣( ffr1
2πKV CO2VDD

)(
1− e−j

2πf
fS

)2∣∣∣∣2df
=

(
ffr1

VDDKV CO2

)2
π4

60OSR5

(2.22)

where, ∆ is the LSB of φq1 and is equal to 2π. Therefore, the peak signal-to-
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quantization-noise ratio (SQNR) is

Peak SQNR = 6 · 02N − 11 · 14

+50 log (OSR) + 20 log

(
VDDKV CO2

ffr1

) (2.23)

Choosing ffr1 = VDDKV CO2 results in the same SQNR as a conventional

second-order delta-sigma ADC with an N -bit quantizer [1].

2.3.1 Pseudo-differential implementation

In this sub-section, a pseudo-differential implementation of the proposed 1-1 MASH

ADC is described. Fig. 2.6 shows the pseudo-differential architecture. In this

architecture, two VCOs are arranged in a pseudo-differential manner in each stage.

The output phase of the first stage is measured by comparing sampled Counter1P

and Counter1N outputs. In this way, y1[n] represents the difference between the

two VCO output phases.

Each of the positive and negative paths of the first stage act as a phase inte-

grator followed by a quantizer. Therefore, two different quantization noise sources

are in the first stage. As shown in Fig. 2.6, a pair of QPD blocks and a pseudo-

differential second stage design are required to remove the first stage quantization

noise at the output. As explained in the following, in the pseudo-differential struc-

ture, the free running frequency of the VCOs can be chosen arbitrarily.

In a standard VCO, the output phase is the integral of its frequency. The

relation between the VCO1 input voltage (node G1(t) shown in Fig. 2.3) and the
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output phase is as below:

φ1(t) =

∫ t

0

(2πKV CO1G1(t) + 2πffr1) dt (2.24)

Counter1 converts the phase information to an integer number. According to

(2.24), even if G1(t) is zero, the output frequency of VCO1 is ffr1 and the Counter1

output increases as time goes by. Counter1 changes counting direction whenever it

reaches its range boundaries. Therefore, the sampled Counter1 output of a single

VCO does not convey phase information.
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~
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Figure 2.6: Pseudo-differential structure of the proposed 1-1 MASH.
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G1P(t)

CLKS(t)

Cs1P[n]

G1N(t)

3 4 3 3 3 3 5 5 3 3

C1P(t)

C1N(t)

Cs1N[n]

y1[n]

Figure 2.7: Example of phase extraction in the proposed pseudo-differential archi-
tecture.

However, this problem is solved in the pseudo-differential structure. The output

phases of VCO1P and VCO1N shown in Fig. 2.6 are as follows:
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φ1P,N(t) =

∫ t

0

(2πKV CO1P,NG1P,N(t) + 2πffr1P,N) dt (2.25)

Similar to (2.2) CS1P [n] and CS1N [n] are:

Cs1P,N [n] =
φ1P,N (nTS) + φq1P,N (nTS)

2π

=

∫ nTS

0

(KV CO1P,NG1P,N(t) + ffr1P,N) dt

+
φq1P,N (nTS)

2π

(2.26)

Assuming KV CO1P = KV CO1N = KV CO1 and ffr1P = ffr1N = ffr1, by taking

the difference of CS1P [n] and CS1N [n], the first stage output is:

y1 [n] =Cs1P [n]− Cs1N [n]

=

∫ nTS

0

KV CO1 (G1P (t)−G1N(t)) dt

+
φq1P (nTS)− φq1N (nTS)

2π

(2.27)

and ffr1 is completely removed at the first stage output. Note that, based on (2.13),

G1P (t) and G1N(t) are the shaped input signal minus the shaped quantization

noise. Fig. 2.7 shows an example of ffr1 cancelation in the first stage of the

proposed pseudo-differential structure. In this example, a pair of 4 bit counters

(16 level quantizer) is used. Also, ffr1 is assumed to be around 3.5×fS. In the
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real implementation, counters have limited output range and the counter output

changes direction every time it reaches its highest and lowest counts. To account

for this issue, the subtraction of Counter1P and Counter1N outputs is done by

XORing the sampled counter outputs shown as y1[n] in Fig. 2.7. Since ffr1 is

canceled at the output, it can be chosen arbitrarily.

In Fig. 2.7, y1[n] is the output code which corresponds to the DAC selection

pattern. The middle point of y1[n], which is the DAC middle point, rotates at

approximately ffr1/16 in this example. This results in an inherent clock averaging

(CLA) pattern in the proposed ADC [14]. A proper choice of ffr1 pushes the

harmonics caused by DAC mismatch out of band. Thus, there is no need for an

explicit dynamic element matching (DEM) technique [14].

In the proposed pseudo-differential structure, since VCO1P and VCO1N are

identical, in the absence of mismatches, PVT variations affect the free running

frequency of both VCOs in the same way. Therefore, the performance does not

change. Also, due to the pseudo-differential structure, even order harmonics are

canceled at the output. The behavioral model of the pseudo-differential architec-

ture is simulated in Simulink/MATLAB. Fig. 2.8 shows the PSD of the pseudo-

differential structure using the parameters in Table 2.1. Fig. 2.8 shows that the

desired second-order noise shaping is achieved.
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Table 2.1: Specifications of the proposed 1-1 MASH

Spec. Value Spec. Value

ffr1(Hz) 16× fS N 5

KV CO1(Hz/V ) 30× fS OSR 32

KV CO2(Hz/V ) 16× fS Input amp. (dBFS) -0.6

VDD(V ) 1

10
-3

10
-2

10
-1

Normalized frequency

-150

-130

-110

-90

-70

-50

-30

-10
0

P
S

D
 (

d
B

)

40dB/decade

SQNR = 89.61 dB

  BW=1/64

Figure 2.8: PSD of the proposed pseudo-differential 1-1 MASH.

In the next section, the performance of the proposed ADC is examined for

different design parameters.
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2.4 Performance Analysis with Design Parameters

In MASH ADC architectures an interstage gain can be used between different

stages to enhance the SQNR. In the proposed scheme, there is an inherent in-

terstage gain between the first stage and the second stage which can be used to

improve the output SQNR. In this section, this technique is discussed and verified

through comprehensive simulations.

2.4.1 SQNR enhancement

As shown in (2.23), the last term of the equation affects the SQNR. In the linear

model shown in Fig. 2.5, (VDDKV CO2)/ffr1 acts as an inter-stage gain, which can

be used to improve SQNR for the two stage MASH structure. Fig. 2.9 shows the

peak SQNR versus (VDDKV CO2)/ffr1. In this simulation, ffr1 and VDD are kept

constant and KV CO2 has been swept. The ADC design parameters used in this

simulation are shown in Table 2.2.

As can be inferred from Fig. 2.9, the peak SQNR saturates for high KV CO2

values. This limitation on the maximum achievable SQNR stems from an earlier

approximation made from (2.12) to (2.14). This issue is investigated in more detail

in the following section.
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Table 2.2: Specifications of the proposed 1-1 MASH

Spec Value Spec Value

ffr1(Hz) 16× fS N 5

KV CO1(Hz/V ) (2N − 2)× fS OSR 32

fin(Hz/V ) BW Input amp. (dBFS) -0.6

VDD(V ) 1
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Figure 2.9: Peak SQNR vs. (VDDKV CO2/ffr1).



32

2.4.2 Estimation of phase domain quantization noise of the first

stage in time domain

The quantization noise of the first stage is in the phase domain (2.12). As shown

in (2.14), if the frequency variation of VCO1 (KV CO1G1(t)) is small compared to

ffr1, the quantization noise can be extracted in the time domain. Because of this

approximation, there is always some φq1 leakage to the output. Assuming αφq1 is

the error due to this approximation of φq1 at the second stage input, αφq1NCF2 is

the error at the final output. Considering αNCF2=L(z), (2.20) can be modified

to:

Y (z) = z−2 (KV CO1Ts)S (z)

+
(
1− z−1

)2 ffr1
2πKV CO2VDD

φq2 (z)

+ L (z)φq1 (z)

(2.28)

Since NCF2 has a first-order noise shaping transfer function, the error in φq1

extraction gets one order of noise shaping at the final output.

Based on (2.28), if (VDDKV CO2)/ffr1 is high enough, the peak SQNR is limited

to L(z)φq1(z) as shown in Fig. 2.9. To investigate the effect of L(z)φq1(z) on

SQNR, (VDDKV CO2)/ffr1 is assumed to be high enough so that the effect of φq2

can be neglected on the peak SQNR in the following analysis. Hereafter, the peak

SQNR limited to L(z)φq1(z) is called the maximum achievable SQNR.

L(z) is a function of the relative VCO1 frequency variation with respect to ffr1.

In order to reduce L(z), VCO1 frequency variation with respect to ffr1 has to be
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reduced. From (2.12) and (2.13) it can be seen that the frequency of VCO1 is:

freqV CO1 (z) =KV CO1G1 (z) + ffr1

=
(
1− z−1

)
KV CO1S (z)

+
(
1− z−1

) fsφq1 (z)

2π
+ ffr1

(2.29)

Equation (2.29) shows that the freqV CO1 is a function of both the shaped

input signal and the shaped quantization noise. Maximum freqV CO1 variation

happens when the first two terms of (2.29) have their maximum variation. The

maximum amplitude of the first stage output (y1[n]) is 2N−1. Therefore, based on

the transfer function in (2.11), the maximum value of KV CO1S(z) is approximately

2N−1fS. The first term of (2.29) is a difference of two consecutive samples of the

input signal multiplied by KV CO1. Therefore, the maximum variation of the first

term of (2.29) is:

∆max

((
1− z−1

)
KV CO1S (z)

)
=Max

((
1− z−1

)
KV CO1S (z)

)
−Min

((
1− z−1

)
KV CO1S (z)

)
=
∣∣∣(1− e−

jπ
OSR

)∣∣∣ 2NfS
(2.30)

φq1 has a value between 0 to 2π. As a result, the maximum difference of two

consecutive samples of φq1 is 2π. Thus, the maximum variation of the second term



34

in (2.29) is:

∆max

((
1− z−1

) fsφq1 (z)

2π

)
= fS (2.31)

Based on (2.30) and (2.31), the maximum freqV CO1 variation normalized to

ffr1 is:

∆max (freqV CO1)

ffr1
=
(∣∣∣(1− e−

jπ
OSR

)∣∣∣ 2N + 1
) fS
ffr1

(2.32)

In the following sub-sections, the effects of N , OSR, and ffr1 on the maximum

achievable SQNR are investigated through behavioral model simulations. The de-

sign parameters of the ADC used in these simulations are shown in Table 2.2. In

these simulations the value of KV CO2 is chosen high enough to ensure that the

maximum SQNR is achieved for the parameters used.

2.4.2.1 Effect of N

The first stage is a first order delta-sigma modulator with an N -bit quantizer. The

maximum peak-to-peak swing of the ADC output is 2N . Therefore, increasing N ,

results in a higher maximum signal swing at the output. It is expected that the

maximum achievable SQNR increases by 6 dB with each increment of N . On

the other hand, (2.32) shows that increasing N results in more freqV CO1 variation

with respect to ffr1. Therefore, increasing N results in more φq1 leakage (L(z)) to



35

the output. Hence, less than 6 dB improvement in maximum SQNR is achieved.

The maximum achievable SQNR is simulated for the proposed scheme for differ-

ent values of N in Fig. 2.10. As can be seen, since φq1 leakage increases with

increasing N , the maximum achievable SQNR improvement is less than 6 dB for

each increment of N .
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Figure 2.10: Maximum achievable SQNR for different values of N .

2.4.2.2 Effect of OSR

By increasing OSR, the difference of the input signal between two consecutive

samples becomes smaller. Therefore, the input voltage variation for VCO1 due to

the ADC input voltage is less. For a fixed value of N , this results in a smaller

freqV CO1 variation (Eq. (2.32)). As a result, a more accurate relation between



36

the time domain and the phase domain quantization noise is achieved. Therefore,

the maximum achievable SQNR increases by increasing OSR. The maximum

achievable SQNR is simulated for the proposed scheme for different values of

OSR in Fig. 2.11. In this simulation fin is kept at the edge of the BW . As can be

seen in Fig. 2.11, the rate of maximum achievable SQNR improvement is smaller

for higher values of OSR. This is due to the fact that the maximum freqV CO1

variation relative to ffr1 in (2.32) is due to the signal variation (the first term) and

the quantization noise variation (the second term). Since the freqV CO1 variation

due to the quantization noise is not a function of OSR, for higher values of OSR,

the second term in (2.32) becomes comparable to the first term. This limits the

maximum achievable SQNR.
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Figure 2.11: Maximum achievable SQNR for different values of OSR.
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2.4.2.3 Effect of ffr1

As discussed in Section 2.3.1, ffr1 is removed at the pseudo-differential structure

output and, therefore, its value can be chosen arbitrarily. Equation (2.12) shows

that increasing ffr1 makes KV CO1G1(t) negligible compared to ffr1. Therefore,

increasing ffr1 makes the relation between phase and time domain information

(as shown in (2.14)) more linear. The maximum achievable SQNR is simulated

for the proposed scheme for different values of ffr1 in Fig. 2.12. Although the

maximum achievable SQNR improves for higher ffr1, as (2.23) suggests a higher

value of KV CO2 is required to achieve a high SQNR. On the other hand, a higher

ffr1 requires a faster VCO1 and Counter1 in the design. This increases the power

consumption and the circuit implementation complexity.

Generally, for higher speed applications, the required SQNR of the ADCs is

less than lower speed applications. Therefore, depending on the required SQNR,

ffr/fS can be chosen to reasonably meet the design requirements. Based on Fig.

2.12, even if ffr/fS is in the range of 2 to 4, a SQNR of more than 80dB is still

achievable using the parameters of Table 2.2.
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Figure 2.12: Maximum achievable SQNR for different values of ffr1.

2.5 Effect of Non-Idealities

In a real implementation, non-idealities degrade the performance of the ADC. In

this section, some of the non-ideality factors and related solutions, listed in Table

2.3, are described. The effect of each non-ideality factor on the performance of

the proposed scheme is explained and Simulink/MATLAB simulation results are

presented. The ADC design parameters are the same as in Table 2.2.
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Table 2.3: Non-idealities and related solutions

Non-ideality Solution

VCO non-linearity

VCO1 is in a feedback

loop and a two level

PWM signal drives

VCO2

Mismatch between

analog and digital

filters

Calibration

VCO mismatch Low sensitivity

Missing narrow

pulses in Q

extraction path

Pulse width extension

Propagation delay

in QPD block
Low sensitivity

Setup/hold times

of the quantizer
Modified quantizer

Rise/fall times of

the QPD
Low sensitivity
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2.5.1 VCO non-linearity

The VCO non-linearity is the major bottleneck in designing VCO-based ADCs. To

mitigate this issue, the first stage VCO is used as a phase integrator. Therefore,

the signal variation at the input of the VCO is small. As a result, the non-linearity

of VCO1 is suppressed significantly [15]. The input of the second stage VCO is a

two level PWM signal. Therefore, VCO2 operates linearly as well [12].

In order to investigate the effect of the non-linearity on the proposed ADC,

a non-linear V-to-F tuning characteristic (extracted from VCO transistor level

simulations), is used for all the VCOs in the behavioral model. Fig. 2.13 shows

the FFT of the output of a pseudo-differential stand-alone open loop VCO-based

ADC, using the same V-to-F tuning characteristic. The signal to quantization noise

and distortion ratio (SNDR) is limited to 38 dB in the standalone VCO-based

topology.
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Figure 2.13: PSD of the output of a pseudo-differential open loop VCO-based
ADC.

As shown in (2.13), in the proposed architecture, the input signal of VCO1

(G1(t)) contains a shaped input signal (the first term) and the shaped quantization

noise (the second term). Assuming the OSR is high enough, the first term is

small and the non-linearity introduced by the input signal is greatly suppressed.

On the other hand, the magnitude of the shaped quantization noise can be large

such that it limits the SNDR. Due to the non-linear characteristic of the VCO,

high frequency components of the shaped quantization noise get modulated to

the in-band frequency range and degrade the performance. Fig. 2.14 shows the

maximum achievable SNDR vs. N for two scenarios, with and without the VCO

non-linearity. As can be observed in this figure, the degradation due to the VCO
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non-linearity reduces significantly by increasing N .
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Figure 2.14: Maximum achievable SNDR of the proposed ADC vs. N , with linear
and non-linear VCO.

2.5.2 Mismatch between analog and digital filters

Mismatch between the analog and digital filters is a common issue for MASH

structures [1]. This problem leads to quantization noise leakage to the output.

Equation (2.19) shows NCF2 is a function of ffr1 and KV CO2VDD. Fig. 2.15

shows the output SQNR variation due to mismatch between ffr1/(KV CO2VDD)

in NCF2 and its ideal analog value. As can be seen, in the presence of ±10%

mismatch between the analog and digital filters, a SQNR of more than 85 dB is

achievable, using the parameters of Table 2.2.
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Figure 2.15: SQNR vs. ffr1/(KV CO2VDD) variation from its nominal value.

In order to reduce the analog and digital filtering mismatch, a simple calibra-

tion method can be used. The ratio of ffr1/(KV CO2VDD) needs to be calculated

precisely in the digital domain to match the analog value. In the beginning of the

calibration, the first stage loop is broken and VCO1 is connected to the AC ground

(DC common-mode voltage). As shown in Fig. 2.16(a), a digital differentiator is

used after Counter1 to extract the frequency information of VCO1. D1(z) is as

follows:

D1 (z) = ffr1TS +
(
1− z−1

) φq1 (z)

2π
(2.33)

In (2.33) by averaging multiple samples of D1[n], the shaped quantization noise
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is reduced and ffr1TS can be extracted.
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Figure 2.16: Proposed calibration method. (a) ffr1 extraction, (b) KV CO2 extrac-
tion - phase 1, (c) KV CO2 extraction - phase 2.

Next, extracting KV CO2VDDTS takes place in two different phases. First, VCO2

is connected to VDD as shown in Fig. 2.16(b) and the frequency information is
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extracted as below:

D2 (z) =KV CO2VDDTS + ffr2TS

+
(
1− z−1

) φq2 (z)

2π

(2.34)

In the second phase, VCO2 is connected to the ground as shown in Fig. 2.16(c).

Equation (2.35) shows its frequency information.

D′2 (z) = ffr2TS +
(
1− z−1

) φq2 (z)

2π
(2.35)

By averaging multiple samples of D2[n] and D2[n] as before and subtract-

ing the averaged values, KV CO2VDDTS can be extracted. By knowing ffr1TS and

KV CO2VDDTS values, NCF2 can be accurately calibrated in the digital domain and

the SQNR reduction can be corrected.

2.5.3 VCO mismatch

There are two types of mismatch with respect to the VCOs. The first type is the

mismatch among different delay cells of a VCO. The second type is the mismatch

between the two VCOs. Since in the proposed architecture only one delay element

drives the counter, mismatch between delay cells does not degrade the performance.

Although this mismatch can change KV CO and ffr of each VCO, this can be

modeled as a mismatch between the different VCOs.

In the proposed pseudo-differential structure, the design specifications of the
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first stage VCO and the second stage VCO dont need to be identical. Therefore,

they can be designed independently.

The mismatch between ffr1P and ffr1N causes offset at the first stage output,

which results in a dynamic range (DR) reduction.

Since, the input signal swing at the VCO1s’ inputs is small, the mismatch be-

tween KV CO1P and KV CO1N does not degrade the output SQNR. This is simulated

in Fig. 2.17.
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Figure 2.17: Effect of VCO mismatch on the pseudo-differential structure.

The second stage is a pair of open loop VCO quantizers operating in the fre-

quency domain. Mismatch between ffr2P and ffr2N results in an offset in the

second stage output. This offset can be avoided by measuring ffr2P and ffr2N in

the calibration phase, similar to Fig. 2.16(b). Also, KV CO2P and KV CO2N can be
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measured in the calibration phase and therefore their mismatch can be compen-

sated in digital filters.
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Figure 2.18: Pulse width extension in the QPD block.

2.5.4 Effect of narrow pulses in Q extraction path

As shown in (2.14) the pulse width of EQ1(t) (shown in Fig. 2.3) is a linear function

of the phase quantization noise of the first stage. This pulse width can be very

narrow and if it is smaller than the rise time of the QPD block, the pulse can
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be missed. Also in practice, the second stage VCO does not switch immediately

between two frequency states when a pulse is applied to its input. Therefore, if

the pulse width is too small, VCO2 is not able to reach its expected high frequency

before the pulse goes down again. This will degrade the performance. To avoid

this degradation due to missing pulses, a pulse extension technique is used [11].

In this technique, the pulse width is increased by one LSB, which is equal to 2π

radians and 1/ffr1 seconds in the phase and time domain, respectively, as shown

in Fig. 2.18. Since one LSB is added to all quantization noise samples, it acts

as an offset and gets removed after the digital differentiator of the second stage.

Therefore, it does not affect the performance of the ADC. Fig. 2.19 shows the

PSD of the overall modulator with and without the pulse extension technique. In

the behavioral simulation, the rise time of the XOR gate in the QPD blocks is

assumed to be 3 percent of the sampling period. It can be inferred from Fig. 2.19

that the pulse extension technique improves the SQNR by 20 dB.
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Figure 2.19: Effect of pulse width extension technique on the proposed 1-1 MASH
ADC.

2.5.5 Effect of propagation delay in QPD block

As shown in Fig. 2.18 two flip-flops and an XOR gate are used in the QPD block.

In practice, each of these blocks have a propagation delay. The effect of this prop-

agation delay on the pulse width is shown in Fig. 2.20. In this figure, Tpd,FF and

Tpd,XOR are the propagation delay of each flip-flop and XOR gates. A comparison

of Fig. 2.18 and Fig. 2.20, shows that the propagation delay has the following

effect on the generated pulse (EQ1(t)). EQ1(t) signal gets shifted by Tpd,XOR and

its pulse width increases by Tpd,FF . Also, it generates an extra narrow pulse with a

constant width of Tpd,FF in each sampling period. Since all of these time shifts due
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to the propagation delays are the same for all the samples, they act as an offset

and can be removed after the digital differentiator. Therefore, the propagation

delay has no effect on the performance.
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Figure 2.20: Effect of propagation delay on EQ1(t).

2.5.6 Effect of non-zero setup/hold times of the quantizer

Fig. 2.21 shows the first stage quantizer (Counter1 and sampling flip-flops), QPD

and their corresponding waveforms. A 3-bit quantizer is shown for simplicity while

the real implementation is 5-bit. The counter is made of a chain of back-to-back

connected flip-flops. The counter output changes by one unit at each rising edge



51

of the VCO1 output (W1(t)). The counter output is sampled by a set of flip-flops.
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Figure 2.21: Effect of non-zero setup/hold times of the quantizer.

As can be seen in Fig. 2.21, if the rising edge of VCO1 (W1(t)) happens right

before the rising edge of CLKS, the sampled output might be an incorrect value by

one unit (LSB). This can be a problem due to the fact that the QPD block works

independent of the output digital value and does not incorporate the quantizer
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incorrect decision in the φQ1 extraction. Therefore, the EQ1(t) pulse width is one

LSB more than what it should have been for some of the samples for which this er-

ror occurs. Since, the quantizer failed to detect the W1(t) rising edge, the quantizer

assumes this rising edge happened right after the sampling instant. Therefore, the

proper pulse should be the one as shown in Fig. 2.21 as Desired EQ1(t)

This error adds one LSB for some of the codes (not all of them). Therefore,

this error is not like an offset and will degrade the performance. Fig. 2.22 shows

the proposed method to resolve this issue. As can be seen, a set of latches has

been added between the counter and the sampling FFs. The latches are controlled

by the CLKSetup signal. They are transparent when CLKSetup is high and they

hold their values when CLKSetup is low. CLKSetup is also shown in Fig. 2.22. The

above mentioned problem stems from the setup/hold times of the sampling FFs.

CLKSetup is low for some time before and after the sampling instant. This way,

the data at the input of the sampling FFs remains constant and therefore, the

setup/hold times of the FFs will not be violated. Signal AA in Fig. 2.22 shows the

output of the latches. As can be seen, when the rising edge of W1(t) is close to the

rising edge of the CLKS, signal AA, shows a small time shift compared to signal

a. In other words, for some VCO rising edges, a small amount of extra phase shift

is added to avoid violating the setup/hold times of the FFs.

To be able to extract φQ1, the same delay has to be applied to W1(t) when

going through the φQ1 extraction path. This is shown in Fig. 2.22 as well. A FF

and a latch are added in the path of the W1(t) signal. This combination copies

the delay in the quantizer due to the counter and the latch. WD1(t) is the signal
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used to extract φQ1. This signal is in phase with AA, and does not toggle close to

the sampling instant. Therefore, the above mentioned issue does not exist in this

scheme and the corresponding φQ1 is extracted as shown in Fig. 2.22.

In Fig. 2.22, WD1(t) (and also toggling of AA) is the delayed version of the

W1(t). For some of the rising edges of the W1(t) which are close to the sampling

instant a small extra delay is intentionally added. This intentional added delay

will make sure that quantizer decision and the QPD work consistently with each

other. Using this technique φQ1 is extracted and later canceled at the output of the

proposed 1-1 MASH ADC. Any mismatch between the delay of the φQ1 extraction

path and the quantizer, as long as it is not too large to cause setup/hold times

violations, will add the same error for all the codes and, therefore, will act as an

offset. This offset will be removed after NCF2 which contains a derivative function.
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Figure 2.22: Proposed quantizer.
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2.5.7 Effect of non-zero rise/fall times of QPD

Another timing non-ideality which has to be considered is the non-zero rise/fall

times of the φQ1 extraction path. As discussed in [20], this effect can be modeled

as a low-pass filter in the φQ1 extraction path. Fig. 2.23 shows the effect of non-

zero rise/fall times of the QPD. In this figure, two W1(t) signals are considered in

which one of them is t0 time delayed compared with the other one. Also, fV CO1 is

assumed to be fixed due to the first stage feedback.

As can be seen, even though there are slow rise/fall times in the EQ1(t) signal,

the difference between the width of the two pulses is still t0. From Fig. 2.23 it

can be seen that both the pulses have exactly the same beginning. They both

start with a small delay after the rising edge of CLKS and they both experience

the same rise time. The pulse width of one of them is t0 longer assuming fV CO1

remains constant. Both the pulses experience the same fall time because they are

using the same circuit. The only difference between the pulses would be the pulse

width which is the same value as the Q-noise difference in both cases. Note that,

due to the usage of the pulse extension technique, the limited rise/fall times wont

affect the φQ1 extraction if we design the one LSB size to be larger than the rise

time to let the EQ1(t) settle to a high value before it has to go to a low value

again. Using the pulse extension technique, all the samples experience the exact

same added error due to the slow rise time. Also, since all the samples are using

the same circuit in QPD, exactly the same error is added to the extracted pulses

due to the slow fall time. Since these errors are the same for all the samples, they
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act as an offset and, thus, they will be removed at the output of NCF2 due to the

derivative function.

CLKS

CLKSetup

W1

WD1

t0

t0

EQ1

Figure 2.23: Effect of slow rise/fall times of QPD.

2.6 Design Example

The proposed ADC is implemented at the transistor level using a 65nm CMOS

technology with a 1V supply. The target design specifications are shown in Table

2.4.

The simplified schematic of the proposed architecture is shown in Fig. 2.24.

A single-ended structure is shown for simplicity, while the real implementation is

pseudo-differential.
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Table 2.4: Required specifications of the proposed PROPOSED 1-1 MASH

Spec Value

BW 1 MHz

SNDR > 80 dB

Counter1
D
DFFR

V
R

EFN

V
R

EFP

V
R

EFN

V
R

EFP

2
NR

2
NR

S(t) y1[n]

EQ1(t)
y2[n]D Q

R

CLKS(t)

D Q

R

G1(t)
Q

W1(t)

1-z-1

QPD

NCF2

-

y[n]

CLKS(t)

CLKS(t)

2N

Vhigh Vlow

SW

W1(t)

Counter2

NCF1

VCO1

VCO2

D Q
VDD

R

Jamb 
Latch

CLKSetup(t)

W1(t)

WD1(t)

Sense 
Amp

Jamb 
Latch

CLKSetup(t)
VDD

Figure 2.24: Simplified schematic of the proposed 1-1 MASH ADC.

The first stage DAC is implemented using a resistive DAC architecture. Since

the input resistor is connected between the ADC input voltage and the VCO1

input, which is operating as a virtual ground, the linearity of this resistor is critical.

Thus, rnpoly resistive type is used for the input resistor. Unlike the input resistor,

each of the DAC resistors are switched between two fixed voltages. Thus, the

DAC resistors are inherently linear. In this design, smaller size resistors, rppolywo
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resistive type, are used for the resistive DACs. The input resistor value is 5 kΩ

and each DAC element size is 160 kΩ.

10-stage VCOs are used in the first stage. Fig. 2.25 shows the schematic of the

delay cells used in VCO1. Each delay cell contains two cross-coupled inverter pairs

and a voltage controlled tail current is shared between all the delay cells. The

width of the inner pair is one fourth of the outer pair. The input common-mode

voltage of VCO1 is designed to be 500 mV . Since the overall performance of the

proposed ADC is limited by the VCO1 thermal noise, delay cells with large sizes

have been used to lower VCO1 phase noise.

INP INN

OUTP

OUTN

VDD

VTail

VCtrl

VTail

VDD

Figure 2.25: Delay cell used in the first stage VCO.

In this design, VCO2 delay cells contain two cross-coupled inverter pairs without

a tail current. The frequency of VCO2 is controlled by changing its supply voltage.

As can be seen in Fig. 2.24, in the real implementation, EQ1(t) pulse is applied to a

pair of switches which connect the VCO2 supply either to Vhigh or Vlow. Therefore,

the VCO2 frequency switches between values of fhigh and flow. Vlow and Vhigh are

designed to be 350 mV and 560 mV , respectively. Therefore, VCO2 frequency

switches between 42 MHz and 730 MHz.
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The design parameters are shown in Table 2.5. As can be seen, ffr1 has

been chosen to be around 4.5×fS. Since, the pulse extension technique is used,

the minimum and the maximum pulse width of EQ1(t) are TS/4.5 and 2TS/4.5,

respectively. Since, the sampling frequency is 56MHz, the EQ1(t) pulse width

varies between 4ns and 8ns. This ensures that the digital circuitry operates at a

speed comparable to the sampling clock.

Table 2.5: Design Parameters of the proposed 1-1 MASH

Spec value Spec Value

ffr1(MHz) 264 OSR 28

KV CO1(GHz/V ) 1.5 VDD(V ) 1

flow(MHz) 42 fS(MHz) 56

fhigh(MHz) 730

In order to show the low sensitivity of the proposed architecture to the timing

error, in the following simulations the critical path has been post layout extracted

while the rest of the circuits are at the transistor level. The critical path is high-

lighted in red in Fig. 2.24. Fig. 2.26 shows the transient response of the VCO2

control voltage (supply). The rise time is about 135 ps. In order to show the

immunity of the proposed architecture to the timing error, large delay cells (the

same as VCO1 without the tail current source) are used in VCO2 and two T-gate

switches control the VCO2 supply voltage. This design is for a proof of concept,
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as small size delay cells with low power consumption used in VCO2 would make

the design more power efficient.

920ps

td=158ps
tr=135ps

td

tr

Figure 2.26: Transient response of the VCO2 control voltage.

Fig. 2.27 shows the output spectrum of the proposed 1-1 MASH ADC for

fin=180 kHz and fin=800 kHz, with and without thermal noise. In this simu-

lation, the input signal to the ADC is a -1.3 dBFS single tone sine wave. As

discussed, a higher input frequency results in a higher fV CO1 variation. Therefore,

the performance degrades as fin gets closer to the BW . The 1-1 MASH output

spectrum shows second-order noise shaping with SQNR of 84.9 dB and SNDR

of 81.6 dB. The proposed ADC consumes 750 µW .
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Figure 2.27: Spectrum of the proposed 1-1 MASH output. (a) fin=180 kHz, (b)
fin=800 kHz.
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Table 2.6: Performance Comparison

[4] [14] [21] [22] This work

Process (nm) 180 130 90 40 65

Power (mW ) 2.9 1.06 16 1.91 0.75

fS (MHz) 50 300 600 65 56

BW (MHz) 1.04 2 10 1.92 1

SNDR (dB) 78.2 65.8 78.3 79.6 81.6

FOMS (dB)1 163.8 159 163 169.6 172

FOMW

(fJ/step)2
209.5 170 120 64 38

FOMS = SNDR + 10× log10(BW/Power)

FOMW = Power/((2×BW)×2ENOB)

Table 2.6 shows a comparison of the proposed ADC with other works with

similar performance. Note that the reported performance of the proposed ADC is

based on the post layout extraction and the transistor-level simulations. In this

design, the front end blocks which are the input resistors, DAC and the VCO1s are

the main contributors of the thermal noise. The SNR due to the input resistors

and DAC noise is 87 dB. Simulations show that the VCO1s are the dominant

source of the thermal noise and they limit the SNR to around 84 dB. Thermal

noise due to the second stage will be shaped by one order and therefore has a

minor effect on the overall SNR.
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2.7 Conclusion

A new, inherently linear, VCO-based 1-1 MASH ADC is proposed. Simulation

results verify the performance of this architecture. Using a 1-1 MASH structure,

second-order noise shaping is achieved without the need for an OTA. Since the

first stage is in a closed loop and the input of the second stage is a two level pulse

signal, the overall ADC is inherently linear. Therefore, there is no need for power

hungry linearization methods while using VCO quantizers.
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Chapter 3: A 0.9V 79.7dB SNDR 2MHz-BW 1-1 MASH OTA-less

VCO-based ∆Σ ADC with a Novel Phase Quantization Noise

Extraction Technique

In this chapter a novel technique is introduced to extract the quantization noise of

a multi-phase VCO-based quantizer (VCOQ) in the time domain as a PWM signal.

Using this technique, a new highly linear VCO-based 1-1 MASH delta-sigma ADC

structure is presented. This architecture does not require any OTA-based analog

integrators or power hungry linearization methods. The first stage is a closed loop

multi-phase VCO-based voltage-to-phase (V-to-P) converter and the second stage

is an open loop multi-phase VCO-based voltage-to-frequency (V-to-F) converter.

Using the proposed technique the phase quantization error of the first stage is

extracted as a pulse signal and then fed to the second stage. The input of the

first VCO is a very small amplitude signal and the input of the second VCO is a

two-level PWM signal. Therefore, the VCO non-linearity does not limit the overall

ADC performance, mitigating the need for power hungry linearization methods.

The prototype achieves second order noise shaping with a DR/SFDR/SNR/SNDR

of 82.7/88.7/80.3/79.7 dB for an input signal BW of 2 MHz. The fabricated design

consumes 1.248 mW from a 0.9 V supply.
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3.1 Introduction

As new technologies are developing in different fields of industry such as biomedical

applications, additive manufacturing and microelectronics, the energy optimization

is becoming more vital. Also due to an expansive growth in Internet-of-Things

(IoT), more physical devices and everyday objects in consumer or industrial appli-

cations are getting connected. These devices can communicate and interact with

others using sensors through internet, and they can be remotely monitored and

controlled [1–7]. Therefore, there is an ever-increasing demand for high perfor-

mance sensors with low power consumption. ADCs are important part of sen-

sors. As a result low power high resolution ADCs are needed for these systems.

Nyquist rate ADCs such as pipeline [8–11] or successive approximation register

(SAR) [12, 13] require anti-aliasing filters [14–16] with high selectivity. These fil-

ters often add significant power and design overhead. Unlike Nyquist rate ADCs,

oversampling ADCs, such as noise shaping SAR [17–19], integrating quantizer [20]

and delta-sigma ADCs [21–23] relax the selectivity requirement of anti-aliasing fil-

ters significantly. Among different types of oversampling ADCs, delta-sigma ADCs

are most commonly used.

Conventional ∆Σ ADCs utilize OTAs in their loop filter implementation fol-

lowed by multi-bit voltage domain quantizers. With process scaling the intrinsic

gain of the transistors as well as the voltage headroom decreases. This makes

OTA design increasingly difficult in advanced CMOS processes [24]. Also, since

the voltage headroom reduces, multi-bit voltage domain quantizers become more
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difficult to design due to their noise and offset requirements.

Recently, there has been a focus on alternative digital solutions that replace

traditional analog blocks. Time domain quantization methods, such as those using

VCO-based quantizers are an attractive alternative. VCOs are implemented using

simple inverters. Due to their highly digital nature, they benefit from technology

scaling. As the transistor dimension reduces, the inverter delay decreases which re-

sults in a higher timing resolution of the VCO-based ADCs. Moreover, VCO-based

ADCs feature inherent quantization noise shaping and guaranteed monotonicity.

Despite these advantages, the VCO nonlinearity often limits the performance of

these ADCs. Several techniques have been introduced to increase the order of noise

shaping and mitigate the VCO nonlinearity.

In [25] a VCO-based quantizer (VCOQ) is placed in a closed loop and is used

as a voltage-to-frequency (V-to-F) converter. The high in band gain of the filter

preceeding the VCO-based quantizer, reduces the VCO nonlinearity. However,

to provide more than first order noise shaping, this architecture requires OTAs.

In [26] a residue cancellation architecture is used to reduce the effect of the VCO

nonlinearity. A coarse flash ADC is used before the VCO to reduce the voltage

swing at the input of the VCO. Since, the input voltage swing of the VCO is

small, this method suppresses the VCO nonlinearity. To achieve more than first

order noise shaping, this architecture also requires OTAs. To cancel the VCO

nonlinearty, a two stage architecture were used in [23, 27]. In the loop filter of

these architectures, OTAs were employed. In [28, 29] the input of the VCOs is

a pulse width modulated (PWM) signal. Since, the VCOs operate at only two
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frequencies, they are inherently linear. However, power hungry PWM generators

are needed at the input to avoid a performance degradation. In [30–32], the VCO-

based ADC is used as a voltage-to-phase (V-to-P) converter. Since the VCO acts as

an integrator followed by a quantizer, its input signal swing reduces and, therefore,

the VCO nonlinearity is mitigated. This architecture also uses OTAs to implement

higher order noise shaping. A third order OTA-less modulator is introduced in [33].

Although linearity-enhanced VCOs are used, the linearity of the modulator is still

limited to 10.5 bits.

In this chapter and [34], the highly linear OTA-less 1-1 MASH VCO-based ADC

intreduced in the previous chapter is implemented using multi-phase VCOQs. The

first stage is a closed loop VCO-based ADC where a multi-phase VCOQ is used as a

V-to-P converter. A novel technique is introduced to extract the quantization noise

of a multi-phase VCOQ in the time domain as a PWM signal. The PWM signal

is then applied to the second stage which is an open loop multi-phase VCOQ used

as a V-to-F converter. Since, the first stage is a closed loop V-to-P converter and

the input of the second stage is a PWM signal, the VCO nonlinearity is mitigated

in this architecture. The prototype achieves second order noise shaping with high

linearity without using OTAs.

The rest of the chapter is organized as follows. The architecture of the 1-1

MASH VCO-based ADC is presented in Section 3.2. In Section 3.3, the novel

quantization noise extraction of a multi-bit VCOQ is described. The implementa-

tion details and the effect of nonidealities are discussed in Section 3.4. Section 3.5

provides the measurement results and finally Section 3.6 concludes the chapter.
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3.2 Architectural level analysis of OTA-less 1-1 MASH VCO-based

ADC

Recently there has been a significant interest in VCO-based ADCs due to their

inherent first-order noise shaping and simple digital friendly implementation. De-

spite these benefits often the VCO nonlinearity is the main concern in implementing

VCO-based ADCs. In this section, first the basic concept of first order V-to-F and

V-to-P converters are described. Then, the system level concept of the proposed

architecture is provided. This architecture achieves second order noise shaping and

mitigates the VCO nonlinearity without using power hungry linearization methods.

3.2.1 Open loop first order VCO-based V-to-F converter

A conceptual realization of an open loop first order VCO-based V-to-F converter

is shown in Fig. 3.1 (a). The VCO consists of back-to-back connected delay

cells. Compared to single-phase VCQs which only use the information of one VCO

output tap, multi-phase VCOQs use multiple VCO output taps. In Fig. 3.1 the

frequency of the VCO is controlled by Vi(t) and the VCO output phase is defined

as:

φ(t) =

∫ t

0

(2πKV COVi(t) + 2πffr)dt (3.1)

where KV CO and ffr are the voltage-to-frequency gain and the free-running fre-

quency of the VCO, respectively. Assuming N delay cells are used for the VCO
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Figure 3.1: Open loop first order VCO-based V-to-F converter. (a) Conceptual
realization. (b) Block diagram.

implementation, each π/N phase change of the VCO translates to one delay ele-

ment output change. As can be seen in Fig. 3.1 (a) a set of registers is used to

sample the VCO output taps. The current sampled values are then differentiated

with the previous sampled values using a set of XOR gates. The XOR output

represents the VCO output phase change between two sampling instances. Fig.

3.1 (b) shows the block diagram of the first-order V-to-F converter. Since the

phase digitization occurs at the sampling of the VCO output taps, the quantiza-

tion error (φq) which is in the phase domain is added after the VCO and before

the differentiator (1− z−1). The output of VCOQ is:
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D [n] =

∫ nTS

(n−1)TS
2N (KV COVi(t) + ffr) dt

+
N

π
[φq (nTS)− φq ((n− 1)TS)]

(3.2)

where TS is the sampling clock period.

Assuming the input signal remains constant between two consecutive samples,

using z-transforms the output is:

D (z) =
(
2NKV COTSz

−1)Vi (z) + 2NffrTS

+
N

π

(
1− z−1

)
φq (z)

(3.3)

In this equation φq is the phase quantization noise and has a value between

[0, π
N

). This architecture provides first-order noise shaping but since the VCO

nonlinearity is directly applied to the input signal, the performance of the ADC

can be significantly degraded due to the nonlinear characteristic of the VCO.

3.2.2 Closed loop first-order VCO-based V-to-P converter

In conventional implementations of V-to-P converters [30, 31], the intrinsic DEM

capability of a VCOQ is lost. Thererfore, an additional DEM block is required to

address the DAC mismatch issue. In [32] a novel implementation of a closed loop

∆Σ ADC using a VCO-based integrator is introduced which provides an intrinsic

DEM scheme of clocked averaging (CLA). This architecture is shown in Fig. 3.2
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Figure 3.2: Closed loop first order VCO-based V-to-P converter. (a) Conceptual
realization. (b) Block diagram.
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(a). In this architecture two VCOs are used in a pseudo-differential manner. The

output phase is measured by comparing the output phase of the two VCOs to

each other. As shown in [32], in this architecture the free running frequency of

the VCOs can be chosen freely and also this architecture does not need an explicit

DEM block. Fig. 3.2 (b) shows the block diagram of the closed loop first order

V-to-P converter. Since, the phase of each VCO is sampled before being compared

using the XOR gates, two independent noise sources, φqP,N exist in the system.

Fig. 3.2 (b) shows a first order CT ∆Σ and its output is:

D (z) =
(
2NKV COTSz

−1)Vid (z)

+ (
N

π
)
(
1− z−1

)
(φqP (z)− φqN (z))

(3.4)

where Vid is the differential input signal.

3.2.3 Proposed multi-phase VCO-based 1-1 MASH ADC

Fig. 3.3 shows the conceptual block diagram of the proposed multi-phase VCO-

based 1-1 MASH ADC. In this architecture, the first stage is a closed loop first

order V-to-P converter and the second stage is an open loop V-to-F converter.

The quantization noise of the first stage which is in the phase domain is extracted

in the time domain as a PWM signal (EQ(t)) using a quantization phase detector

(QPD) block. The detailed implementation of the QPD is explained in Section 3.3.

In this architecture since, VCO1 is used as an integrator its input voltage variation
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Figure 3.3: Block diagram of the proposed 1-1 MASH ADC.

is small and therefore the VCO1 nonlinearity is suppressed. Also, since the input

signal of VCO2 is a two level PWM signal, VCO2 operates at only two frequencies

which makes the second stage VCO inherently linear.

Fig. 3.4 shows the VCO2 frequency (fV CO2(t)) change when the PWM signal

of EQ(t) is applied to its input. fV CO2(t) switches between fHigh and fLow when

EQ(t) changes from VLow to VHigh. Similar to (3.2), the output is:

D2 [n] =

∫ nTS

(n−1)TS
2NfV CO2dt

+
N

π
[φq2 (nTS)− φq2 ((n− 1)TS)]

(3.5)

Assuming EQ(t) is always equal to VLow at the sampling instances:
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Figure 3.4: fV CO2(t) behavior when a PWM signal is applied to its input.

D2 [n] =2N (TE[n]fHigh + (TS − TE[n]) fLow)

+
N

π
[φq2 (nTS)− φq2 ((n− 1)TS)]

(3.6)

where TE is the pulse width of EQ(t).

Using z-transforms the output is:

D2 (z) =2N (fHigh − fLow)TE (z) + 2NTSfLow

+
N

π

(
1− z−1

)
φq2 (z)

(3.7)

As can be seen, the time domain information (TE) goes to the output with a
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Figure 3.5: Linear model of the proposed 1-1 MASH ADC.

linear gain of 2N(fHigh−fLow) and the quantization noise is first order shaped. In

(3.7), 2NTSfLow is a constant value and can be removed in a pseudo differential

architecture.

Fig. 3.5 shows the linear model block diagram of the 1-1 MASH ADC. As

shown in Section 3.3 the QPD block converts the quantization error from the phase

domain to the time domain with a gain of 1/(2πffr1). Based on the linear model
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of Fig. 3.5, the first stage output (D1[n]) and the second stage output (D2[n]) are:



D1 (z) =
(
2NKV CO1TSz

−1)Vid (z)

+
N

π

(
1− z−1

)
(φq1P (z)− φq1P (z))

D2 (z) =
N

π

(fHigh − fLow)

ffr1
z−1 (φq1P (z)− φq1P (z))

+
N

π

(
1− z−1

)
(φq2P (z)− φq2N (z))

(3.8)

In order to cancel φq1 and second order noise shape φq2, the following noise

cancellation filters (NCFs) are required:

NCF1 (z) =z−1

NCF2 (z) =
ffr1

(fHigh − fLow)

(
1− z−1

) (3.9)

Therefore, the final output can be derived as:

DOUT (z) =
(
2NKV CO1TSz

−2)Vid (z)

+
N

π

(
ffr1

fHigh − fLow

)(
1− z−1

)2
(φq2P (z)− φq2N (z))

(3.10)

As seen in (3.10), the second stage quantization noise is second order shaped.
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3.3 Proposed Quantization Noise Extraction Technique

When VCOQ is operating as a V-to-P converter the quantization noise, which is in

the phase domain (φq), is not explicitly available. In this section a novel method

to extract φq in the time domain is presented.

Fig. 3.6 shows the output phases (φi) of one of the multi-phase VCOQs used in

the first stage. In this figure φS,i is the sampled VCO output code. Fig. 3.6(a) and

Fig. 3.6(b) show the timing and phase diagrams of φq1, respectively. For the sake

of simplicity a 2-bit VCOQ is illustrated while the actual implementation utilizes

a 5-bit VCOQ. φqC1 is defined as LSB − φq1 which is easier to extract in the time

domain compared to φq1. φqC1 is the amount of VCO phase change from the rising

edge of CLKS to the transition edge of one of the VCO output phase taps which

toggles first after the rising edge of CLKS in each sampling period. This time

period is shown as TqC1 in Fig 3.6(a). φqC1 (the shifted version of φq1) can be

extracted in the time domain as described next.

φqC1 is defined as:

φqC1[n− 1] =

∫
TQC1[n]

2πfV CO1dt (3.11)

As (3.11) shows, φqC1 is the integration of the VCO frequency over the time

period of TQC1[n]. Since VCO1 is in a closed loop, the input signal variation of

VCO1 is small. Therefore, the VCO1 frequency variation is also small, resulting in

a linear relationship between φqC1 and TQC1[n] as shown in (3.12).
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Figure 3.6: VCO1 output and phase quantization noise. (a) Timing diagram. (b)
Phase diagram. [29].
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φqC1[n− 1] ≈ 2πffr1TQC1[n] (3.12)

Since, there is a linear relation between φqC1 and TQC1, the quantization noise

can be represented in the time domain. The accuracy of (3.12) depends on the

variation of fV CO1. The shaded areas in Fig. 3.6(a) show the representation of φqC1

in the time domain (TQC1). The LSB difference between φq1 and φqC1 does not

affect the performance of the ADC since it is cancelled in the digital filter NCF2.

As shown in Fig. 3.6(a) only one of the VCO output taps carries a valid φqC1

signal during each sampling period. Therefore, to extract φqC1 in the time domain,

requires first detecting the proper output phase tap carrying φqC1. Next, the PWM

pulse corresponding to φqC1 has to be generated.

To select the proper output phase tap of VCO1P,N , two pointers (PTRP,N) are

used. The operation of the pointers is demonstrated in Fig. 3.7 (a). The pointers

are implemented using two sets of AND gates (ANDP,0−3, ANDN,0−3). The inputs

of the AND gates are connected to the first stage outputs. During each sampling

period the output of a single AND gate in each set toggles high (indicating the

phase tap that has the last transition in the previous sampling period).

After detecting the phase tap that has the last transition in the previous sam-

pling period, the PWM pulse which represents φqC1 in the time domain can be

simply generated by using two sets of XOR gates followed by tri-state buffers.

Fig. 3.7 (a) shows the PWM generation for VCO1P . As shown in Fig. 3.7 (a),

each sampled VCO phase tap is XORd with the next phase tap. These XOR
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Figure 3.7: Phase quantization noise extraction in the time domain as a PWM
signal. (a) Detecting the proper output phase tap carrying φQC1. (b) PWM pulse
generation corresponding to φQC1.
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gates generate different pulses at the output. Next, the pointer signal selects the

one that carries φqC1 through a tri-state buffer. In this way, the desired PWM

pulse is generated. Both the pointers and the PWM generator blocks have been

implemented using simple combinational logic with a similar design implemented

for VCO1N .

3.4 Circuit Details

The simplified schematic of the proposed 1-1 MASH ∆Σ modulator is shown in

Fig. 3.8. The first stage is a first order CT ∆Σ modulator. It consists of two

VCOs followed by a phase encoder. The digitized first stage output is fed back to

the input of VCO1P,N through a resistive DAC. The quantization noise of the first

stage is extracted in the time domain by the QPD block which is implemented using

combinational logic. The second stage consists of two open loop VCOs followed by

frequency encoders. Next, the key building blocks of the modulator are described.

3.4.1 VCOs

32-stage (5-bit) VCOs are used in both the stages. Fig. 3.9 shows the delay cells

used in the first stage VCOs. Each delay cell consists of four cross-coupled inverter

pairs and a voltage controlled tail current sources. The width of the outer pair is

designed to be four times more than the inner pair. The frequency of VCO1P,N

is adjusted by controlling the tail current. Since VCO1 thermal noise is directly
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Figure 3.8: Simplified schematic of the proposed 1-1 MASH ADC.

added at the input, large size delay cells have been used to lower the phase noise

of VCO1.

In this design, the VCO2 delay cells have been implemented by two cross-

coupled inverter pairs. Here, also the width of the inner pair is one-fourth of the

outer pair. Unlike the first stage VCOs, no tail current is used in the second

stage VCOs and the frequency of the VCOs is controlled by changing their supply

voltage. Since, the input referred thermal noise of the second stage is first order
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Figure 3.9: Delay cell used in the first stage VCO.

shaped, standard cell inverter gates with the minimum length are used to simplify

the design and the layout. The frequency of the second stage VCO is changed by

switching the lower supply voltage of VCO2P,N between VHigh and VLow through a

pair of T-gate switches.

3.4.2 Sense amplifiers

The output signals of the VCOs are not rail-to-rail. Therefore, sense amplifier

blocks are needed to convert these signals to rail-to-rail and feed them to to the

following digital circuitry.

As can be seen in Fig. 3.8, sense amplifier flip-flops (SA-FFs) are used in the

first and second stage. SA-FFs only operate for the rising edge of the CLKS and

they keep their output values for the rest of the time. This way, they consume

a small amount of power. On the other hand, the sense amplifiers (SAs) used in

the QPD block are required to operate continuously and, therefore, their power

consumption can be high. To avoid a high power consumption of the SAs used

in QPD block, only one SA is on during each sampling period and the rest of the
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31 SAs are kept off. The proper SA is selected using the PTR signal. This way,

the corresponding VCO output tap is amplified rail-to-rail and sent to the pulse

extraction circuit.

3.4.3 Pulse extension

As can be seen in (3.12) the pulse width has a linear relationship with φqC1. There-

fore, this pulse width can be very narrow. If it is too small, the pulse can not be

completely generated due to the non-zero rise/fall time of the QPD block. In ad-

dition, in practice if the pulse width is too small the second stage VCO frequency

can’t reach its expected high frequency before the pulse goes down again. In this

case some of the φqC1 will be lost which will result in a performance degradation.

To avoid this issue a pulse extension technique is used. In this technique, an offset

is added to all the pulses to make sure, the frequency of the second stage VCO is

able to switch completely between fHigh and fLow for any φqC1 value.

In this design an offset value of two LSBs has been added to all the samples.

Fig. 3.10 shows the modified pulse generation circuit where the pulse extension

technique is incorporated. By XORing each sample VCO phase tap (φPS,i) with

the third next phase tap (φP,i+3), two LSB are added to all the samples. Note that

due to the usage of the pulse extension technique, the limited rise/fall times won’t

affect the φqC1 extraction if the added time offset size is designed to be larger than

the rise time required for EQ1(t) to settle to the high value before it has to go to

the low value again [35].
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3.5 Measurement Results

The prototype ADC was fabricated in a 65 nm CMOS process with an active area

of 0.26 mm2. The chip is assembled in a 48 pin QFN package. Fig. 3.11 shows the

test board, package and the die micrograph.

In this design for layout ease the first stage and the QPD blocks are partitioned

to 32 equivalent sub-blocks. Each sub-block contains one element of the required

pseudo differential circuitry including the VCO1 delay cell, DAC elements, SA, SA-

FF and the required φqC1 extraction circuitry of each VCO1 phase tap. Therefore,

by drawing the layout of one sub-block, the entire first stage and QPD which

contains 32 of these sub-blocks can be easily laid out. While creating the layout

in this way is easier, it is not an optimum method to minimize the layout size.

The performance of the ADC is summarized in Table 3.1 and compared with
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the state of the art CT ∆Σ modulators with similar specifications. The ADC

consumes 1.248 mW at a sampling frequency of 125 MHz from a 0.9 V supply.

Fig. 3.12 shows the power breakdown of the ADC. The analog blocks (VCOs

and DAC) consume 279 µW and the digital blocks consume 968 µW. The ADC

achieves peak DR/SFDR/SNR/SNDR of 82.7/88.7/80.3/79.7 dB in a 2 MHz signal

BW resulting in an ENOB of 12.95 and FoMS of 171.7 dB. The output power

spectral densities (PSD) of the first stage along with the final output are shown

in Fig. 3.13(a) with a 500 kHz, -1 dBFS (1.25 V pp) differential input signal. The

first stage shows 1st order noise shaping while the final output shows second order

noise shaping. The measured SNR and SNDR plotted as functions of the input

amplitude are shown in Fig. 3.13(b); the modulator achieves a dynamic range of

82.7 dB. NCF2 gain, G (shown in Fig. 3.8) has a value of 6.6. As shown in Fig. 3.14

a less than 1 dB drop in SNDR is observed for G varying by ±10%.

A highly linear 2nd order OTA-less VCO-based ADC is realized by using low
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Figure 3.12: Power breakdown.

power and scaling friendly circuits. The performance of the ADC compares favor-

ably with state-of-the-art CT ∆Σ modulators.

3.6 Conclusion

A highly linear 1-1 MASH VCO-based ADC is implemented without the use of

OTAs or power hungry linearization methods. The measured prototype ADC has

a 79.7 dB SNDR with an FoMS of 171.7 dB. This is the best FoMS reported for

VCO-based ADCs to date. This performance is achieved by utilizing a novel circuit

to extract the quantization error of a multi-phase VCO-based phase quantizer in

the time domain as a PWM signal. Since the proposed ADC employs digital scaling

friendly blocks, this architecture will benefit from technology scaling.
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Figure 3.13: (a) Measured output PSD. (b) Measured SNR/SNDR versus input
amplitude. The measurements have been done for 65536 sampled points.
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Table 3.1: Performance summary and comparison to prior art

Architecture VCO-based CTDSM Conventional CTDSM
Reference This [36] [37] [33] [38] [39] [40] [41] [42]

work
NTF order 2nd 2nd 2nd 3rd 1st 3rd 4th 4th 3rd

Need OTA No No Yes No No Yes Yes Yes Yes
Process(nm) 65 40 90 65 130 65 55 130 65

Fs(MHz) 125 330 600 1600 250 1000 140 256 320
BW(MHz) 2 6 10 10 2 10 2.2 2 2
SNDR(dB) 79.7 68.6 78 65.7 74.7 72.2 90.4 74.4 69.1
SNR(dB) 80.3 – 79.1 66.2 – 76 – 80.5 –
DR(dB) 82.7 70.8 – 71 77.6 77 92 82 76.2

Power(mW) 1.248 0.524 16 3.7 1.05 1.57 4.5 5 0.256
Area(mm2) 0.26 0.028 0.36 0.01 0.13 0.027 0.09 0.33 0.013

FOMW (fJ/step)1 39.6 19.9 123.2 119.3 59 23.6 37.8 291.4 27.5
FOMS(dB)2 171.7 169.2 166 160 167.5 170.2 177.3 160.4 168

1 FOMW = Power/(2×BW)/2ENOB

2 FOMS = SNDR + 10× log10(BW/Power)
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Figure 3.14: Effect of NCF2 gain (G) variation from its nominal value.
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Chapter 4: A Novel Time-Domain Phase Quantization Noise

Extraction for a VCO-based Quantizer

A highly linear SAR-VCO MASH delta-sigma ADC architecture is presented. OTA

based analog integrators are not needed whereby the ADC is mostly digital and

process scaling friendly. A new technique is introduced to extract the quantiza-

tion noise of the VCO-based quantizer as a PWM signal using digital circuitry.

This technique is independent of the OSR and the input signal amplitude of the

VCO-based quantizer making it attractive for higher bandwidth applications. The

proposed technique is demonstrated with a 0-1-1 MASH delta-sigma architecture.

Behavioral simulations show second order noise shaping with 75dB SNDR for an

OSR of 20.

4.1 Introduction

Advances in silicon chips, software, storage, sensors, additive manufacturing and

networking is reshaping everything in today’s lives. It is creating vast new op-

portunities for individuals and challenges for the designers. These systems are

required to operate with optimized energy efficiency to make their implementation

economically attractive [1–7].

In this matter reducing power consumption is an important feature in analog
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and mixed signal circuits such as filters [8, 9] and data converters [10, 11]. For

medium-resolution and medium-speed ADCs, SAR ADCs [11–14] and pipeline

ADCs [15, 16] are two popular architectures. SAR ADCs feature lower power

consumption compared to pipeline ADCs. However, comparator noise is one of

the main performance limiting issues.

Oversampling and noise shaping in SAR ADCs have been used to reduce the

effect of comparator noise [11,17,18]. In [11] an OTA is used, which is not process

scaling friendly. Whereas, in passive implementations [17,18], more capacitors are

used which increases the chip area considerably. Hence, these approaches are not

power and area efficient. For this reason, the digital friendly nature of VCO based

quantizers makes them attractive in advanced nanometer CMOS processes [19].

However, often the major performance limitation of VCO-based quantizers is the

VCO nonlinearity.

To mitigate the comparator noise problem of the SAR ADC and also the VCO

nonlinearity, a two stage SAR-VCO ADC is introduced in [20]. The first stage

is a coarse SAR ADC and the second stage is a VCO-based quantizer. The 0-

1 multi-stage noise-shaping (MASH) architecture is implemented by feeding the

quantization noise of the first stage to the second stage. Since the signal amplitude

at the input of the VCO is small, the effect of the VCO nonlinearity is negligible.

This architecture solves the VCO nonlinearity issue without using OTAs. However,

the order of noise shaping is still limited to one. To increase the order of noise

shaping in oversampling ADCs, several techniques including error feedback, and

MASH ADC architectures can be used [21, 22]. In the MASH architecture, the
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quantization noise of each stage must be extracted and fed to the next stage.

However, the quantization noise of the VCO is in the phase domain and is not

explicitly available. In [23], a quantization noise extraction technique for VCO

based quantizers is introduced. This approach has a limited accuracy in extracting

the quantization noise.

In this chapter and [24], a new method for extracting the VCO quantization

noise, is proposed. Using the proposed technique, the quantization noise of a VCO-

based quantizer is extracted precisely in the time domain as a PWM signal. By

applying this pulse signal to another VCO-based quantizer, higher order MASH

structures can be implemented. To show a proof of concept, an OTA free, digital

friendly 0-1-1 MASH ADC is designed. The first stage is a coarse SAR ADC

and the second and the third stages are VCO-based quantizers. Based on the

architecture, the input of the first VCO is the quantization noise of the SAR ADC

which is a small signal and the input of the second VCO is a two-level PWM signal.

Therefore, the VCO nonlinearity does not limit the overall ADC performance. The

proposed method can be further used to increase the order of the MASH by adding

more VCO-based quantizer stages.

The rest of this chapter is organized as follows. In Section 4.2, a prior architec-

ture related to phase quantization noise extraction presented in [23], is reviewed.

The proposed phase quantization noise extraction technique is presented in Sec-

tion 4.3. Simulation results are provided in Section 4.4. Section 4.5 concludes the

chapter.
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Figure 4.1: Conventional open-loop VCO-based ADC [19].

4.2 Prior Art

Fig. 4.1 shows a conventional open-loop VCO-based ADC using a counter as the

quantizer [19]. The timing diagram of this VCO-based quantizer is also shown. The

VCO acts as a phase integrator. The VCO output signal is P1(t), the frequency of

which is a linear function of the VCO input signal Vi(t). The relationship between

the VCO1 output phase and its input voltage is as follows:

φ1(t) = 2π

∫ t

−∞
(KV CO1Vi(t) + ffr1) dt (4.1)
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where, KV CO1 and ffr1 are the voltage-to-frequency gain and the free-running

frequency of VCO1, respectively. Counter1 output increases by one unit for each

rising edge of P1(t) which is equal to a 2π radian phase change of the VCO output.

The counter output is sampled at the rising edge of CLK. Equation (4.2) shows

the sampled Counter1 output (Cs1[n]).

Cs1 [n] =
φ1 (nTS)− φq1 [n]

2π
=

∫ nTS

−∞
(KV CO1Vi(t) + ffr1) dt−

φq1 [n]

2π
(4.2)

In this equation φ1(nTS) is the VCO output phase at the sampling instant of

nTS and φq1[n] is the phase quantization noise of the ADC at the nth sampling

instant. The φq1[n] is the VCO output phase change from the last rising edge of

P1(t) to the rising edge of CLK(t) in each sampling period. This time difference

is shown by TQ1[n] in Fig. 4.1. Therefore φq1[n] is as follows:

φq1 [n] = 2π

∫
TQ1[n]

(KV CO1Vi(t) + ffr1) dt (4.3)

Since, the VCO output phase change is equal to 2π between the two rising

edges of P1(t), φqc1[n] can be defined as:

φqc1 [n] = 2π − φq1 [n] = 2π

∫
TQC1[n]

(KV CO1Vi(t) + ffr1) dt (4.4)
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where TQC1[n] is the time difference between the rising edge of the clock (nTS) and

the first rising edge of the VCO output (P1(t)) in that clock period. This time

difference is shown in Fig. 4.1 as a pulse signal EQC1(t). As (4.4) shows, φqc1[n] is

the shifted value of -φq1[n] by 2π. In a real implementation extracting TQC1[n] is

simpler than TQ1[n]. Therefore, φqc1[n] is used in the analysis provided here after.

A digital differentiator is used after the counter. The generated output code is

a representation of the VCO frequency and is equal to:

y1 [n] =

∫ nTS

(n−1)TS
(KV CO1Vi(t) + ffr1) dt +

φqc1 [n]− φqc1 [n− 1]

2π
(4.5)

The counter output roll overs after reaching its maximum value. The digital

differentiator is designed similar to [25] to provide the correct value.

Assuming the sampling frequency is much higher than the input signal band-

width, the input signal can be considered a fixed value between two consecutive

samples. Thus, using Z-transforms the ADC output is:

Y1 (z) =
(
KV CO1TSz

−1)Vi (z) + ffr1TS +
(
1− z−1

) φqc1 (z)

2π
(4.6)

where ffr1TS is a constant value and represents the output common-mode code. It

can be seen from (4.6) that the phase quantization noise is 1st-order noise shaped.

The quantization noise of the VCO-based ADC is in the phase domain and
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is not explicitly available. As shown in (4.4), the phase quantization noise is the

VCO output phase change over the TQC1[n] time period. As (4.4) shows, φqc1[n] is

a nonlinear function of both TQC1[n] and the input signal (Vi(t)). Thus, EQC1(t)

alone cannot be a representation of φqc1.

Fig. 4.2 shows the method used in [23] to approximately extract the phase

quantization noise of a VCO as a pulse signal in the time domain. Compared to

Fig. 4.1, there is no digital differentiator after the counter and the VCO is used

in a closed feedback loop. VCO1 is used in the phase domain and operates as an

integrator. Counter1 works as a phase quantizer and its output is sampled by a

register which generates the output codes. This circuit is a 1st-order continuous-

time ∆Σ modulator and, therefore, provides 1st-order noise shaping similar to

Fig. 4.1. Similar to (4.4), the phase quantization noise (φqc1) can be derived as a

function of the VCO1 input signal (G1(t)) as follows:

φqc1 [n] =

∫
TQC1[n]

2π (KV CO1G1(t) + ffr1) dt (4.7)

As shown in [23], by using the VCO as an integrator in a feedback loop, the

VCO input signal variation is much smaller than that in the architecture shown in

Fig. 4.1. This results in a small variation in the VCO frequency. Considering the

frequency variation of VCO1 is much smaller than ffr1, (4.7) can be approximated

as:
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φqc1 [n] ≈ 2π

∫
TQC1[n]

ffr1dt (4.8)

Therefore, the EQC1(t) pulse width (TQC1) has a linear relation with φqc1 as

follows:

TQC1 [n] ≈ φqc1 [n]

2πffr1
(4.9)

Equation (4.9) shows that the pulse width of the EQC1(t) signal (TQC1) is an

approximate value of the phase quantization noise. In [23], this pulse is then used

to drive a second stage VCO-based quantizer in a 1-1 MASH architecture.

It should be noted that, the EQC1(t) pulse width is an approximation of the
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phase quantization noise. To make this approximation more accurate, the signal

variation at the input of the VCO (G1(t)) has to be reduced [23]. Therefore, a high

number of quantizer levels and a high oversampling ratio (OSR) are required. A

higher OSR limits the maximum input signal bandwidth. Also, this architecture

requires a multi-bit DAC.

4.3 Proposed Structure

In this section, first, a novel method for extracting the quantization noise of a

VCO-based quantizer is proposed. The proposed technique has higher accuracy

compared to the technique introduced in [23]. Then, the proposed method, is

applied to a MASH architecture as a proof of concept.

4.3.1 Proposed phase quantization noise extraction

Fig. 4.3 shows the proposed open-loop VCO-based quantizer along with the timing

diagram. The proposed scheme extracts the phase quantization noise of the VCO

precisely in the time domain as a pulse signal. As shown in Fig. 4.3, in the tracking

mode, the input signal is connected to the VCO, and when CLKTrack is low, the

VCO input is connected to a fixed voltage and the VCO oscillates with a fixed

frequency. Similar to (4.5), the output of the ADC can be expressed as:
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Figure 4.3: Proposed phase quantization noise extraction.

y1 [n] =

∫ nTS

(n−1)TS
(KV CO1G1(t) + ffr1) dt +

φqc1 [n]− φqc1 [n− 1]

2π
(4.10)

During each sampling period, G1(t) tracks Vi(t) for TTrack, therefore, (4.8) can

be written as:
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y1 [n] =

∫
TTrack

KV CO1Vi(t)dt+ ffr1TS +
φqc1 [n]− φqc1 [n− 1]

2π (4.11)

Using Z-transforms the ADC output is:

Y1 (z) =
(
KV CO1TTrackz

−1)Vi (z) + ffr1TS +
(
1− z−1

) φqc1 (z)

2π
(4.12)

As the timing diagram shows, the VCO phase quantization takes place when

CLKTrack is low. The phase quantization noise is generated at the rising edge of

CLK. Since the VCO input signal (G1(t)) is a fixed voltage at the rising edge of

CLK, and remains constant for the TQC1 period, φqc1 can be written as:

φqc1 [n] = 2π

∫
TQC1[n]

ffr1dt = 2πffr1TQC1 [n] (4.13)

φqc1 has a linear relationship to TQC1 and, therefore, the EQC1(t) pulse width

precisely represents the phase quantization noise in the time domain.

Compared to the technique introduced in [23], the proposed method extracts

the phase quantization noise independent of the OSR value and the VCO input

signal variation.
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4.3.2 Proposed MASH architecture

By having the quantization noise of the VCO-based quantizer available, MASH ar-

chitectures can be easily constructed without using complex DACs and using only

simple digital logic. Although the proposed phase quantization noise extraction

is completely independent of the input signal variation, in reality the nonlinearity

of the VCO has to be considered to avoid signal dependent harmonics. There-

fore, to suppress the VCO nonlinearity problem, the input of the VCO has to be

small enough. In the following, the proposed phase quantization noise extraction

technique is used in a 0-1-1 MASH ADC to validate the idea. Fig. 4.4 shows the

proposed 0-1-1 MASH ADC. The first stage is a conventional SAR ADC. Therefore,

the output of the first stage is equal to:

Y1 (z) = Vi (z) +Q1 (z) (4.14)

where Q1(z) is the quantization noise of the SAR ADC. Q1 is available on the

SARs DAC after the SAR conversion cycle is completed. When CLKTrack is high,

Q1 is connected to the second stage VCO and when CLKTrack is low, the VCO1

input is connected to a fixed voltage. Similar to (4.12), the output of the second

stage is the scaled value of Q1 plus the shaped phase quantization noise of the

second stage and is expressed as:
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Y2 (z) =
(
KV CO1TTrackz

−1)Q1 (z) +
(
1− z−1

) φq2 (z)

2π
(4.15)

The quantization of the second stage occurs when the VCO1 input is connected

to a fixed voltage. Therefore the quantization noise of the second stage, which is

in the phase domain, can be precisely extracted in the time domain as a two level

pulse signal. This pulse signal is fed to the third stage VCO quantizer. The output

of the third stage is the scaled value of the second stage phase quantization noise

plus the shaped phase quantization noise of the third stage [23].



116

Y3 (z) =

(
KV CO2VDD

ffr1
z−1
)
φq2 (z)

2π
+
(
1− z−1

) φq3 (z)

2π
(4.16)

Using the following simple digital noise cancellation filters (NCFs), a 0-1-1

MASH is realized.

NCF1 (z) = z−2 NCF2 (z) = 1
KV CO1TTrack

× z−1

NCF3 (z) = 1
KV CO1TTrack

× ffr1
KV CO2VDD

× (1− z−1)
(4.17)

Therefore, the final output realizes second order noise shaping.

Yout (z) = Vi (z)× z−2 + φq3(z)

2π
× ffr1

KV CO1TTrackKV CO2VDD
× (1− z−1)2 (4.18)

Since, the input of VCO1 is a small signal and the VCO2 input is a two level

PWM signal, the VCO nonlinearity does not limit the ADC performance.

4.4 Simulation Results

The proposed ADC shown in Fig. 4.4 has been simulated using a behavioral model

in Cadence to validate the concept. A 5-bit SAR is used in the first stage to

suppress the signal swing at the input of the second stage. The second and third
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stage VCOs are identical with KV CO = 30fs and ffr = 16fs, respectively. Since,

the input of VCO1 is a small signal and the VCO gain is not too high, a simple

one bit counter is used as the second stage counter. Also, in this design a two bit

counter is used in the third stage. Using low bit counters simplifies the design. In

this design TTrack is set to be 0.2/fs. Fig. 4.5 shows the PSD of the proposed 0-1-1

MASH. A tone of -1dBFS is applied to the ADC. Considering an OSR=20, 75 dB

of SQNR with second order noise shaping is achieved. Fig. 4.6, shows the output

SQNR variation due to 10% mismatch between the values in NCF2 and NCF3

and their ideal analog values. As can be seen, variations in NCF2 cause around

10dB reduction in SNDR while variations in NCF3 have only a negligible effect.

Variations in NCF2 results in Q1 leakage to the output. Q1 is the quantization

noise of the coarse SAR ADC which is not shaped. While, variations in NCF3

result in the second stage quantization noise leakage, which is already first-order

shaped and, therefore, has a much smaller effect on the performance. In order to

deal with the analog-digital filtering mismatch of NCF2, the calibration method

of [20] can be used.

4.5 Conclusion

A new method to precisely extract the phase quantization noise of a VCO-based

quantizer has been proposed. By means of proper quantization timing and simple

digital circuity, phase quantization noise is exactly mapped in the time domain as

a PWM signal. Using this two level pulse signal, VCO-based MASH structures can
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Figure 4.5: PSD of the proposed 0-1-1 MASH ADC.

be realized. Simulation results verify the performance of this method. As a proof

of concept, a 0-1-1 MASH structure is designed and second order noise shaping

is achieved without the need for an OTA. Since the input of the first VCO has a

small amplitude and the input of the second VCO is inherently a PWM signal, the

VCO nonlinearity does not degrade the performance.
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Figure 4.6: SNDR VS. NCFs gain variation from their nominal values.
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Chapter 5: Conclusion

5.1 Conclusion

As Moore predicted, the scaling of the transistors, which are the key building blocks

in the digital systems, has enormously impacted the microelectronics industry.

Shrinking the transistor size has enabled the realization of extremely complex

electronic devices we use in our daily lives. Although transistor scaling is desirable

for digital systems, it makes the design of the analog systems such as ADCs more

complicated.

ADCs often use conventional analog blocks such as OTAs or multi-bit voltage

domain quantizers in their implementation. By moving to the smaller process

nodes, the intrinsic gain of the transistors as well as the supply voltage decreases.

Therefore, designing these analog blocks is the bottleneck in advanced CMOS

processes.

In this thesis, alternative digital solutions are introduced to replace traditional

analog blocks. In the proposed solutions, the major processing is done in time-

domain rather than the voltage-domain. This way the proposed ADCs benefit

from process scaling as the gate delays reduce.

In Chapter 2 a highly linear VCO-based 1-1 MASH ∆Σ ADC is presented. The

proposed architecture does not require any OTA-based analog integrators or power
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hungry linearization methods. Simulation results show that 2nd order noise shaping

is achieved by using a VCO as an integrator in the feedback loop of the first stage

and an open loop VCO quantizer in the second stage. In this architecture single

phase VCOs are utilized and the non-ideality effects are thoroughly examined and

discussed.

In Chapter 3 multi-phase VCOs are used to implement the MASH ADC pre-

sented in the previous chapter. In this chapter a technique is introduced to extract

the quantization noise of a multi-phase VCO in the time domian. The prototype

is fabricated in a 65nm CMOS technology and achieves 2nd order noise shaping.

The measurement results show a DR/SFDR/SNR/SNDR of 82.7/88.7/80.3/79.7

dB for an input signal BW of 2 MHz. The fabricated design consumes 1.248 mW

from a 0.9 V supply.

Chapter 4 describes another novel time-domain phase quantization noise ex-

traction for a VCO-based quantizer. This technique is a highly accurate extrac-

tion method and is independent of the OSR and the input signal amplitude of the

VCO-based quantizer. Therefore, it is an attractive method for higher bandwidth

applications. Using this technique, a highly linear 2nd order SAR-VCO MASH

delta-sigma ADC architecture is presented. Simulation results show 2nd order

noise shaping with 75dB SNDR for an OSR of 20.

Each new process technology provides opportunities for new electronic devices

to have more functionality. New process technologies also bring new challenges for

analog/mixed-signal designers. This dissertation shows a collection of techniques

to address the challenges faced due to process scaling. In the proposed techniques
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the majority of the processing is done in the time-domain and high resolution and

low power ADCs are designed. Also the digital nature of a VCO-based ADC lends

itself well to a simple implementation and benefits from process scaling. These

solutions show great potential to implement ADCs in future CMOS processes.

5.2 Future work

The fabricated VCO-based 1-1 MASH ADC is the first proof of concept. The

power efficiency is not optimized and even better performance can be achieved as

this architecture gets more mature. The performance is limited to the thermal

noise and most of the power is consumed in the digital blocks. Therefore, using

lower quantizer levels can lower the power consumption while having a small effect

on the performance. Also, the first stage VCO phase noise is the main contributor

of the noise while only a small fraction of the power is consumed by this block.

Increasing the power consumption of the first stage VCO can help with improving

the noise performance while increasing the overall power only slightly.

To have a robust performance, a calibration technique is introduced. The

presented method is foreground and the ADC needs to be stopped every time

calibration is needed. A background calibration can be implemented to avoid

interrupting the ADC functionality.

In Chapter 4 a promising power efficient ADC architecture is presented. This

ADC is capable of providing high performance at low OSRs which is desirable for

high speed applications. Unfortunately, proof in silicon is not available for this
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architecture. Fabrication of this ADC in a scaled CMOS process will provide a

better idea of the achievable performance of the proposed scheme.




