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Machine learning (ML) and deep learning (DL) models impact our daily lives with ap-

plications in natural language modeling, image analysis, healthcare, genomics, and bioin-

formatics. The exponential growth of biological sequence data necessitates accompanying

advances in computational methods. Although deep learning is highly e↵ective for de-

tecting and classifying biological sequences, challenges remain in extracting meaningful

patterns and information from the learned models. To realize the potential of deep learn-

ing in biology, we need to develop strategies for model interpretation to reveal or further

clarify biological principles. In this thesis, we first present problems and methods to classify

patterns in biological sequence data. Next, we describe a series of techniques we developed

to understand the machine learning models and identify meaningful biological patterns.

For each problem we created an interpretable, intelligent system without sacrificing per-

formance. To test our approaches for model interpretation, we first focused our analysis

on known biological patterns, and then extended the search beyond what is known. This

work can be categorized into four di↵erent applications: I) the development of bpRNA, a

novel annotation tool capable of parsing RNA secondary structures. bpRNA is a richly-

annotated database that contains over 100,000 structures from seven di↵erent sources along

with base pairing information. II) The detection of pseudoknots from sequence data alone

with a machine learning model, Pseudoknow. As one of the most common RNA structural

motifs, pseudoknots are crucial for RNA regulation. Improving the prediction of RNA

pseudoknot structure will allow for better understanding of how RNA structure informs

regulation and metabolism. III) Classification from gene expression data using stacked

denoising auto encoders (SDAE) to distinguish healthy cells from cancerous ones, and to



predict post-mortem time-of-death. These classification methods were developed with the

goal to identify genes that are most informative for prediction and hence most biologi-

cal relevant. Our study suggests that the most influential genes from the dimensionality

reduction performed by SDAE were highly predictive of cancerous vs non-cancerous cell

type. IV) Interpretation of the rules learned by a deep convolutional neural network to

recognize known and previously uncharacterized core promoter sequence motifs from the

whole genome sequences of human. We proposed and compared new training strategies

to identify transcription start sites (TSS), located within core promoters, from biological

sequences. The main goal of this application was to develop new strategies to interpret

how the convolutional neural network learns biological patterns, and to understand the

correlations between and within the convolutional layers. These new techniques could aid

in deriving unknown patterns in biology and genomics and are applicable more broadly to

other areas of data science.
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Chapter 1: Introduction

1.1 Motivation

The exponentially increasing availability of genomics, transcriptomics, and other sequenc-

ing data opens tremendous opportunities for using statistical analysis, machine learning

techniques, and deep learning models to solve biological problems. Machine learning (ML)

and deep learning (DL) models are advantageous for analyzing large and complex biological

data sets because they allow for identifying patterns and motifs at a genome-wide scale that

could not be detected using other methods and without the bias of studying an isolated

aspect of a complex biological process. Furthermore, the improvements are undeniable in

domains such as natural language processing, image processing, healthcare, genomics, and

bioinformatics. However, without understanding how decision-making occurs, the learned

models are often dismissed as meaningless due to complexity and extended training time.

Inspired by the work of others, we seek to reveal learned patterns from the black box and to

understand how artificial intelligence (AI) model identified these patterns [79, 45]. These

interpretable approaches can be broadly used for all data science problems.

The first and foremost step of any ML application is to understand the data through

various exploratory data analysis (EDA) and visualization techniques. This primary step

is necessary for utilizing the ML and DL models and is considered the first step toward

model interpretability. Improved model performance can also be achieved when we under-

stand the attributes of data, including volume, variables, missing information, and outliers,

and then apply proper pre-processing steps. Furthermore, patterns observed in the data

can potentially inform and improve the selection of features. Model interpretability is

achievable as we are building the model. The explanation of results and the degree of

each feature’s contribution are delivered as part of the training. Rule-based ML models

such as decision trees fall under this category, where the tree representation reveals the

decision-making process. These types of models are interpretable by nature, and there is

no need for additional steps to explain the results. This type of interpretability is common

for traditional ML models that use pre-defined features as input.

It is essential to understand how DL models learn patterns because the network is
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a black box and does not require the selection of pre-defined features, in contrast with

traditional ML approaches. Using a massive amount of data, DL models are trained to learn

high-level features incrementally. High-performance DL models demand new techniques to

identify how the network learns patterns and to understand how the black box identifies

such patterns more deeply. Uncovering how complex neural networks identify patterns is

also crucial to convey the value of these advanced techniques to the biology community. All

the steps mentioned above are necessary to understand the problem and complex biological

data better, to develop novel and improved solutions, and explain results and identify new

patterns in biological sequences.

1.2 This Work

In this thesis, we present multiple approaches for how to incorporate an interpretable,

high-performance ML, or DL model in genomics and bioinformatics, along with multiple

applications. We show that understanding the AI black box not only opens the door to

understanding biological patterns but also builds trust among biologists to take advantage

of advances in computer science. Our results suggest that interpretable ML in genomics

leads to a better understanding of how patterns in biological sequences inform structure

and function.

1.3 Stages Of Work

The stages are as follows:

1 bpRNA: large-scale automated annotation and analysis of RNA secondary

structure. While RNA secondary structure prediction from sequence data has made

remarkable progress, there is a need for improved strategies for annotating the fea-

tures of RNA secondary structures. Here we present bpRNA, a novel annotation tool

capable of parsing RNA structures, including complex pseudoknot-containing RNAs,

to yield an objective, precise, compact, unambiguous, easily-interpretable description

of all loops, stems, and pseudoknots, along with the positions, sequence, and flanking

base pairs of each such structural feature. We also introduce several new informative

representations of RNA structure types to improve structure visualization and inter-

pretation. We have further used bpRNA to generate a web-accessible meta-database,

“bpRNA � 1m”, of over 100,000 single-molecule, known secondary structures; this
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is both more fully and accurately annotated and over 20-times larger than existing

databases. We use a subset of the database with highly similar (� 90% identical)

sequences filtered out to report on statistical trends in sequence, flanking base pairs,

and length. Both the bpRNA method and the bpRNA-1m database will be valu-

able resources both for specific analysis of individual RNA molecules and large-scale

analyses such as are useful for updating RNA energy parameters for computational

thermodynamic predictions, improving machine learning models for structure predic-

tion, and for benchmarking structure-prediction algorithms.

2 Pseudoknow: a Method for Fast and Accurate RNA Pseudoknot Detec-

tion. The functions of many RNAs are largely determined by their structures; hence,

computational approaches to improve RNA structure prediction remains an active

area of research. Many algorithms have been developed to predict well-nested RNA

secondary structures (pseudoknot-free) with minimum free energy in polynomial time

(O(n3)), and with overlapped pseudoknot structures in (O(n4) and up to O(n6)).

While many software applications have been developed to predict the secondary

structure of RNAs, “PK-detection”, the task of predicting the presence or absence

of pseudoknots without regard to their location, has no known software solution. A

machine learning solution to the PK-detection problem can predict whether a given

RNA sequence is likely to possess pseudoknots in its secondary structure without

computing it’s structure. This approach can assist the choice of structure prediction

software, thus leading to improvement in secondary structure prediction.

3 A Deep Learning Approach for Cancer Detection And Relevant Gene

Identification. Cancer detection from gene expression data continues to pose a

challenge due to the high dimensionality and complexity of these data. After decades

of research there is still uncertainty in the clinical diagnosis of cancer and the identifi-

cation of tumor-specific markers. Here we present a deep learning approach to cancer

detection, and to the identification of genes critical for the diagnosis of breast cancer.

First, we used Stacked Denoising Autoencoder (SDAE) to deeply extract functional

features from high dimensional gene expression profiles. Next, we evaluated the per-

formance of the extracted representation through supervised classification models to

verify the usefulness of the new features in cancer detection. Lastly, we identified a

set of highly interactive genes by analyzing the SDAE connectivity matrices. Our re-

sults and analysis illustrate that these highly interactive genes could be useful cancer
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biomarkers for the detection of breast cancer that deserve further studies.

4 Dimensionality Reduction of Gene Expression Data for Time-of-death Im-

putation. There exist thousands of human gene expression post-mortem samples in

publicly available data-sources without associated time-of-death (TOD). This critical

roadblock prevents large-scale investigations on how daily rhythms of gene expression

change with age and neurodegenerative diseases. This challenge creates a need for

intelligent, systematic approaches to infer time of death, and hence, to enhance exist-

ing data sets and assist with revealing rhythmic patterns associated with aging and

Alzheimer’s disease. As an initial step towards accurate imputation of time of death,

we developed a reliable method to classify gene expression human brain samples using

denoising autoencoder model and support vector machine technique. We achieved

an accuracy of 95.5% in the night/day binary classification task, which indicates

the robustness of the denoising approach towards age, genotype, and environmental

variations of the samples.

5 Interpretation of the Rules Learned by a Deep Convolutional Neural Net-

work to Recognize Core Promoters.

Core promoters are genomic regions responsible for directing transcription initiation

by RNA polymerase II machinery. Identifying core promoter elements is essential for

understanding how transcription and gene expression is controlled at the DNA level.

We developed a deep convolutional neural network (CNN) to precisely detect tran-

scription start sites (TSSs) from DNA sequences. The performance of the model was

tested against three di↵erent databases containing human core promoter sequences.

Our deep CNN model achieved higher performance and generalization by incorpo-

rating K-shu✏ed adversarial negative samples to pre-train the convolutional filters.

We also present how our new training strategy directed the network to learn complex

and meaningful biological motifs in core promoter regions. More importantly, we

propose a novel and systematic technique to identify meaningful biological patterns

by studying the layers of the deep network. Our approach can be applied to other

genomic contexts to answer and uncover insights about biology.
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Chapter 2: Interpretability through Exploratory Data Analysis and

Large-scale Automated Annotation of RNA Secondary Structures 1

2.1 Introduction

Ribonucleic acid (RNA) is a type of macromolecule that is essential for all life, with func-

tions including molecular sca↵olding, gene regulation, and encoding proteins. The sec-

ondary structures and base-pairing interactions of RNAs reveal information about their

functions [26, 36, 62, 110]. While RNA structure prediction has made tremendous im-

provements in the past decades, there are several limitations in available resources for

researchers. While over 100,000 known RNA structures exist in various databases, the

most detailed meta-database, RNA STRAND v2.0, contains less than 5,000 entries, and

has not been updated in a decade. Moreover, even with base pairing data, the structural

features present can be rather complex and there has not yet been a fully successful gen-

eral approach presented to systematically resolve the structural topology and identify all

structural features given the base pairing information. This limitation is part of the rea-

son that most source databases do not provide dot-bracket sequences for their structures.

Therefore, there is a need for reliable tools that identify and annotate structural features

from RNA base pairing data.

We present “bpRNA” , a fast, easy-to-use program that parses base pair data into

detailed structure “maps” providing relevant contextual data for stems, internal loops,

bulges, multi-branched loops (multiloops), external loops, hairpin loops, and pseudoknots.

Previous work to parse RNA structural topology from base pairs do not handle pseudoknots

[150] or only analyze teritary structures [98]. bpRNA outputs new file formats (both high-

level and detailed-level) for RNA secondary structures that provide information to help

understand the structure. bpRNA has accurately generated the dot-bracket sequence for

all structures, including the complex structures with pseudoknots.

The prediction of RNA secondary structure is based on thermodynamic model param-

eters that are calculated from available data of known structures [104, 10, 105]. Likewise,

the study of RNA secondary structure creates a need for comprehensive meta-databases,

1A version of this chapter has been published [Danaee, Padideh, et al. Nucleic acids research, 2018]
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the analysis of which could enable updated RNA thermodynamic parameters and predic-

tion tools. The detailed structural annotations generated by bpRNA provide information

needed to build a rich database of great use to the RNA research community. While

databases of 3D structures exist[160, 170, 18], they don’t serve the same needs as sec-

ondary structure databases. There have been many attempts at creating RNA secondary

structure databases and meta-databases[112, 7, 112], all of the meta-databases except RNA

STRAND v2.0[7] are no longer available or have not been updated. To meet this need,

we have built a detailed meta-database, “bpRNA-1m” , consisting of over 102,318 single

molecule (1m) RNA secondary structures extracted from seven di↵erent sources, and an-

alyzed by bpRNA. These data, including the structure annotations provided by bpRNA,

represent the largest and most detailed RNA secondary structure meta-database created

to date and will be expanded as more data become available. This comprehensive meta-

database can be used in machine learning applications, benchmarking studies, or can be

filtered as desired for other RNA structure research.

2.2 Materials and Methods

2.2.1 RNA Secondary Structure Types

We use the term “stem” , as previously defined[7], to refer to a region of uninterrupted

base pairs, with no intervening loops or bulges (Figure 2.1A). We label the two paired

sequences of a stem as 5’ or 3’ depending on their order in the RNA sequence. A hairpin

loop is an unpaired sequence with both ends meeting at the two strands of a stem region.

The direction of the hairpin loop sequence also defines the nucleotides in the closing base

pair and mismatch pair as being 5’ or 3’ (Figure 2.1B). An internal loop is defined as two

unpaired strands flanked by closing base pairs on both sides, which are labeled as 5’ vs

3’ based on which is more 5’ in the RNA sequence (Figure 2.1C). The closing base pair

5’ of the 5’ strand is labeled as the 5’ closing pair, and the closing pair that is 3’ of the

5’ strand is the 3’ pair. A bulge can be considered as a special case of the internal loop

where one of the strands is of length zero (Figure 2.1D). Multi-branch loops (multiloops)

consist of a cycle of more than two unpaired strands, connected by stems (Figure 2.1E).

External loops are similar to multiloops, but are not connected in a cycle. Dangling ends

are unpaired strands at the beginning and end of the RNA sequence.

Pseudoknots (PKs) are characterized by base-paired positions and (i0, j0) that satisfy
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Figure 2.1: RNA Structure Types. A. cartoon schematic of RNA structure types. B.
Hairpins have one closing pair and one mismatch pair with nucleotides defined by ordering
from 5’ to 3’. C. Internal loops have two closing base pairs and two mismatch pairs each
defined by ordering from 5’ to 3’ relative to the 5’ internal loop strand. The nucleotides of
the closing pairs are defined as 5’ or 3’ based on their positions relative to the loop sequence.
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edges corresponding to base pairs. Each symbol type corresponds to a separate page, and
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the PK-ordering, which is defined as either i < i0 < j < j0 or i0 < i < j0 < j . For a

secondary structure, PK base pairs are annotated as the minimal set that result in a PK-

free structure when removed[150, 7, 180, 9, 165]. While representations of PK-containing

RNA structures are not planar, the “book embedding” , or the number of distinct half-

planes with a common boundary line (the RNA strand) can describe the RNA structure[63].

The number of half-planes needed to represent the structure is called the “page number”

, and a book embedding for an RNA structure that has a lower page number is preferred

because it provides a more compact representation. Figure 2.1F depicts the pages for an

RNA structure with a page number of 3.

2.2.2 Segment Graph representation

We have defined the “segment” and “segment graph” to assist in parsing RNA secondary

structures and for visualization of structures. A segment is a region consisting of two

strands of duplexed RNA that can contain bulges or internal loops. The di↵erence between

a stem and a segment is that segments can contain unpaired bases. When a base pair at

positions (i, j) is part of a segment, then if the next paired nucleotide 5’ of i is paired to

the previous paired nucleotide 3’ of j , then this base pair is also part of the segment. As

an illustration of this idea, Figure 2.2A presents the structure of a ribozyme that contains

8 color-coded segments numbered 5’ to 3’. This definition allows us to parse a structure

into segments in linear time (“IdentifySegments” Algorithm 1 in appendix). The segment

concept has some similarity to “bands” , which is loosely defined as “a pseudoknotted

stem, which may contain internal loops or multi loops” [130], except segments apply more

generally than pseudoknots, and do not contain multiloops. Pseudoknots (PKs) can be

segments as well, such as segments 1 and 5 in Figure 2.2A-B, but the concept generally

applies to any paired region.

The upshot of the segment representation is we can create a “segment graph” , which

provides a compact representation of each structure (Figure 2.2B). Others have defined

graph representations of RNA structures, such as “RNA As Graph” [52, 70]; however, the

problem is these representations use stems as the edges of an undirected graph, making

this extraordinarily complex for typical long noncoding RNAs, which can contain hun-

dreds of stems or more. Moreover, examples from biology such as microRNAs show that

many structures can preserve their functionality even when including bulges and internal

loops[96]. These examples suggest a value in a more coarsely-defined secondary structure
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graph concept.

For any structure, we can define a directed multigraph G = (V,E) such that the vertices

V of the graph are the segments, the directed edges E correspond to unpaired strands, in

the 5’ to 3’ direction, connecting them. Two segments can have an edge even when there

is no intervening unpaired nucleotide (only a backbone). Each vertex of a segment graph

can have at most two outgoing and two ingoing edges. Only the first and last segment can

have less than two ingoing and outgoing edges. Hairpin stem-loops are easily identified as

segments with self-edges, which count as one outgoing and one ingoing edge.

Pseudoknots (PKs) have been identified previously as the minimum set of base pairs

that, when removed, produce a pseudoknot-free structure[150, 180, 9, 165], and algorithms

have been developed for optimal selection of these base pairs[149]. We use the segment

concept to identify this minimal set of base pairs. All pseudoknot base pairs are part of a

segment, and these pseudoknot segments (PK-segments) can be easily identified; if one base

pair of a segment satisfies the PK-ordering with a base pair in another segment, then all

base pairs in this segment satisfy the PK-ordering with all base pairs in the other segment

(See proof in appendix). Once PK-segments have been identified, a weighted, undirected

graph called a PK-segment graph can be created such that the PK-segments correspond to

vertices and edges connect them when they satisfy the PK-ordering with each other (Figure

2.2C). We assign a weight to each vertex, with the value of the number of base pairs for the

PK-segment. From this graph, we next identify the maximum weighted independent subset

(MWIS), leaving a minimal subset of segments whose removal leaves the secondary struc-

ture free of pseudoknots (Figure 2.2C). We created an exact algorithm, “MaxPKFreePairs”

to selecting the MWIS using a Nussinov-style[118] dynamic programming approach similar

to defined previously [150], as well as a heuristic algorithm “PK Detection” for dealing with

ties. We found that both methods produce the same solution to identifying the minimum

subset of base pairs needed to produce a PK-free structure. These segments are then anno-

tated as pseudoknots, and can be excised to produce a pseudoknot-free (PK-free) structure

and PK-free segment graph (Figure 2.2D). The PK-free structure is equivalent to the page

number=1 structure. The full algorithm for this approach is presented in Algorithms 2, 3,

4, and 5.

The PK-free segment graph enables facile identification of structure types. Hamiltonian

cycles in the PK-free segment graph correspond to multiloops (Figure 2.2D). Interior loops

and bulges can be identified as unpaired bases within segments. Pseudoknots are not

discarded, but rather we annotate pseudoknots by the type of loops they connect in the
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Figure 2.2: Segment Graph example. A. Secondary structure of the Anopholes gambia drz-
agam-2-2 ribozyme. B. The segments are the vertices of the segment graph and ordered
from 5’ to 3’, and directed edges are defined by unpaired strands connecting segments.
C. Segments with base pairs crossing other segments comprise the PK-graph. A maxi-
mally weighted independent set is selected by dynamic programming, with the remaining
segments defined as pseudoknots. D. The pseudoknot-free segment graph is created after
remove PK base pairs and allows easy annotation of loops. E. The structure array en-
hances bpRNA’s multi-bracket dot-bracket sequence by labeling each positions structure
type. Strands participating in pseudoknots are labeled in the structure array by their
loop-type in the structure resulting from the removal of PKs.

corresponding PK-free structure. For instance, if a PK consists of base pairs connecting

what would otherwise be a multiloop branch and a bulge, we label the PK as “M-B”.

The bpRNA code is written in perl and requires the Graph perl module. Several

additional scripts for analysis are included. The source code is available at
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http://github.com/hendrixlab/bpRNA.

2.2.3 Reference Databases

The seven databases that comprise the bpRNA-1m meta-database include Comparative

RNA Web (CRW) [25], tmRNA database [190], tRNAdb [6], Signal Recognition Parti-

cle (SRP) database [88], RNase P database [23], tRNAdb 2009 database [74], and RCSB

Protein Data Bank (PDB) [137], and all families from RFAM 12.2 [114]. Moreover, to

reduce duplication for further analysis, we created a subset called bpRNA-1m(90), where

we removed sequences with greater than 90% sequence similarity when there is at least

70% alignment coverage [94]. The bpRNA-1m database currently has 102,318 RNA struc-

tures and the bpRNA-1m(90) subset consists of 28,370 structures. For comparison, the

RNA STRAND v2.0 database has 4,666 structures, with fewer than 2,000 structures when

similarly filtered.

The Comparative RNA Web (CRW) site contains RNA sequences and secondary struc-

tures obtained from comparative sequence analysis. There are 55,600 records extracted

from this reference through the mass data retrieval option. For each RNA extracted from

this source, we retrieved phylogenetic lineage, organism name, and RNA type. The tmRNA

Database provides structures of transfer messenger RNAs (tmRNAs), which are bacterial

RNAs with both tRNA- and mRNA-like functions. The base pair information for all 728

RNAs from this source was also determined using comparative sequence analysis. Single

Recognition Particle Database (SRP) is a source for structures and functions of single recog-

nition particle RNAs (SRP RNAs) along with phylogenetic lineage and organism names

for each RNA [6]. The tRNAdb 2009 database (formerly Sprinzl tRNA Database) encom-

passes all the structures and sequences from tRNA genes from three di↵erent university

sources: Leipzig, Marburg, and Strasbourg [74]. All 623 of these verified RNA structures

were downloaded from this source along with their taxonomy and links to each individ-

ual reference. The RNase P Database (RNP) has sequences and secondary structures of

Ribonuclease P type RNA of bacteria, archaea, and eukaryotes. All available taxonomy,

organism name, and associated PubMed ID data were downloaded for the 466 entries in

this database.

RCSB Protein Data Bank (PDB) contains structures of proteins and nucleic acids

obtained using X-ray crystallography and NMR techniques. We download all 669 RNA

structures (PDB files) consisting of one RNA molecule as of June 12 2017. We first parsed

http://github.com/hendrixlab/bpRNA
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the 3D structures from PDB files with the June 2017 version of RNAview [184], and

used custom perl scripts to convert to BPSEQ format. This conversion considers both

canonical and non-canonical base pairs. The priority is on the positions with Watson-

Crick and Wobble pairs. The Watson-Crick pairs are identified by the edge represented in

RNAView output (+/+ for GC pairs and -/- for AU pairs), and wobble pairs are recognized

when the edge is Watson-Crick/Watson-Crick and has the cis orientation with XXVII

Saengers classification [184]. Similarly, non-canonical pairs are extracted based on these

three specifications [91].

The RNA Family Database (RFAM) V12.2 contains consensus structures derived from

comparative sequence analysis of individual sequence family members of thousands of RNA

families. For each sequence, we extracted the RNA type, validation technique and when

available, the URL for the RNA family Wikipedia page. There are 2,495 families in RFAM

V12.2 and 43,273 individual sequences. For each family, we projected consensus structures

to individual sequences using multiple sequence alignments provide by RFAM and custom

perl scripts. Base-paired positions in the consensus structure were mapped to individual

sequences, while removing gaps in the alignment, as done in previous studies [7]. We

include information on the publication status in the database for users that want to exclude

unpublished structures.

The relational database is implemented with MySQL (Version 15.1) on a CentOS

GNU/Linux server (Figure A.1). For more detail on the database, see Appendix for Meth-

ods.

2.3 Results and Discussion

2.3.1 The bpRNA approach

bpRNA Secondary Structure Decomposition and Representation. The input to bpRNA is a

list of base pairs (BPSEQ file) for a given RNA secondary structure. First, the segments

are identified as in Figure 2.2A,B. Next, a PK-graph is built, and the PK-segments are

identified (Figure 2.2C). The PK-free segment graph, which enables multiloops and exter-

nal loops to be easily identified, is built after the removal the base pairs in PK-segments

(Figure 2.2D). Bulges and internal loops are identified as unpaired positions within the

segments. After all loops are identified, the pseudoknots are annotated by the loops in the

PK-free structure that they connect (See methods section in Appendix). The output of



13

bpRNA analysis are 1) a multi-bracket dot-bracket representation of the secondary struc-

ture, 2) a “structure array” sequence providing more detail to the dot-bracket, and 3) a

“structure type” file. The content of these files is described in the following sections.
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Figure 2.3: Hairpins in bpRNA-1m(90). A. The distribution of hairpin loop lengths in
bpRNA-1m(90) has two primary peaks, overlapping the same peak for subsets defined
by closing pairs. B. Heat map shows the frequency of nucleotides occurring in closing
base pairs. C. Heat map shows the frequency of pairs of nucleotides occurring in hairpin
mismatch pairs.
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An Accurate Dot-bracket representation of RNA secondary structure. Dot-bracket format

represents base pairs with paired parentheses, unpaired nucleotides with dots, and pseu-

doknots with other brackets (“[” ,“{ ” ,“ <”... ). While most of the databases that the

data was derived from does not include a multi-bracketed dot-bracket representation when

pseudoknots are present, bpRNA has successfully created one for every structure. Each

dot-bracket representation we created is su�cient to re-create the BPSEQ file using our

multi-stack approach to parse the dot-bracket structure. The e�ciency of a dot-bracket

sequence is described by the “page number” , which is the number of di↵erent symbol types

used to represent the dot-bracket structure [34]. Our dot-bracket consist of dots “.” for

unpaired bases, matched parentheses indicate nested base pairs for page 1, square brackets

for page 2, curly braces for page 3, angle brackets for page 4, and pairs of upper/lower

alphabetical characters (Aa, Bb,. . . , Zz) for higher page numbers. Base pairs on the same

page do not cross each other, i.e., each page is pseudoknot-free (Figure 2.1F). We were able

to represent all structures with a page number less than or equal to 7, and 99.46% of the

structures with a page number of 2 or less. For all 1,497 structures were bpRNA di↵ers

from RNA STRAND v2.0, bpRNA produced a lower page number lower page number,

and thus a simpler dot-bracket sequence (Figure A.2). In some cases, RNA STRAND v2.0

had a page number as high as 30, requiring every letter of the alphabet to represent the

pseudoknots of the structure, while bpRNA has a page number of 5.

The bpRNA “structure array” . We also created what we call the “structure array”, which

is a series of single character identifiers for the structure types of each nucleotide in the se-

quence, providing another layer of annotation to supplement the dot-bracket (Figure 2.2E)

and a high-level representation of the structure. In this representation, S=stem, H=hairpin

loop, M=multi-loop, I=internal loop, B=bulge, X=external loop, and E=end. The next

sequence labels nested or unpaired nucleotides with “N” , and nucleotides forming pseudo-

knots with “K” . This enables a compact representation and additional detail, making the

dot-bracket more easily interpretable for researchers. This is particularly helpful for loop

regions, which are only represented as a dot “.” in dot-bracket, and detailed by the type

of loop with the structure array. Similarly, the structure array at pseudoknot positions

indicates what loops result from the removal of the pseudoknots.

The bpRNA “structure type” file. We defined a new file format with each structural fea-

ture, relevant positions, and flanking base pairs, and sequences called a “structure type”



15

tetraloop

tetraloop

A
ll

bp
R

N
A

-1
m

(9
0)

E
nr

ic
hm

en
t

H
ig

h
To

p 
1%

A
ll

bp
R

N
A

-1
m

(9
0)

E
nr

ic
hm

en
t

H
ig

h
To

p 
1%

heptaloop

heptaloop
0.0

1.0

2.0
bi

ts

A

C

U

G
A

G

C
U

A
C
G
U

C

A

U

A
G

G

U

C

A
U

G

A
G

A
U

A

U

G
C

0.0

1.0

U
A
G
C

A
U
G

G

C
U
A

C
G
A

C
G
A
U
C
Gbi

ts

0.0

1.0

A
U
G
C

C
A
U
G

G

C
U
A
U

C
G
A
U
C
G
A

A
U
C
Gbi

ts

0.0

1.0

2.0

bi
ts

C
A
U
G

A
C
G
U

A
C
G
U

U

G

A
C

U
A
G

G
U
C
A

C

U
G
A

C

G
A
U

U
A
G
C

3 4 5 6
0

200

400

600

Fr
e
q
u
e
n
cy

 i
n
 b

p
R

N
A

-1
m

(9
0
)

G(UUCGAAU)C

U(UGAUCCU)G

G(UUCGAUU)C

G(UUCAAAU)C

G(UUCGAGU)C

G(GUAAGAG)C

G(GUAACGG)C

G(UUCAAGU)C A(UCAGCAU)G

G(GGUAAGC)U

G(GGUGAAA)U

G(GGAUACC)U

G(GGAUAUA)U

G(GGGAAGC)U

GA mismatch

UU mismatch

Other mismatches

C:G closing pair

G:C closing pair

other closing pairs

2.5 3.0 3.5 4.0 4.5 5.0 5.5

∆Destabilizing energy G ◦
37 (kcal/mol)

0

500

1000

1500

2000

Fr
e
q
u
e
n
cy

 i
n
 b

p
R

N
A

-1
m

(9
0
)

C(GAAA)G∗
C(GCAA)G∗

C(UUCG)G

C(GUGA)G∗

G(GAAA)C∗

C(AGCC)GC(UACG)G
U(GAGA)G∗

C(GAAG)G

G(GCAA)C∗
C(GCGA)G∗

G(GURA)C∗
A(GAAA)U∗C(GGAA)G∗

C(UAAC)G

A(GAGA)U∗

C(UCCG)G
C(CUCG)G

G(GGAA)U∗

G(GGBA)U∗

G(GGGG)U

GA mismatch

UU mismatch

Other mismatches

C:G closing pair

G:C closing pair

other closing pairs

GNRA (R=A or G)

UNCG

CUUG

A

C

B

D

∆Destabilizing energy G ◦
37 (kcal/mol)

Figure 2.4: Tetraloops and Heptaloops. A. Scatterplot compares the frequency of tetraloop
sequences to destabilizing energy. B. Sequence LOGOs demonstrate sequence biases in the
most enriched tetraloops. C. Scatterplot compares the frequency of heptaloop sequences
to destabilizing energy. D. Sequence LOGOs demonstrate the sequence biases in the most
enriched heptaloops.

file (Figure A.3). This file format goes beyond the dot-bracket and structure array because

it has more detail such as positions and flanking base pairs, and is capable of representing

features of length zero, such as zero-length multiloop branches. Each feature is numbered,

and PK interactions are indicated for loops that contain them. Researchers can unam-

biguously explore a structure with this information, along with the dot-bracket, structure

array, and VARNA 2D structure image [41].
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bpRNA yields accurately annotated features. We found a number of di↵erences with our

feature extraction and other work. For bulges, we found 1,042 structures with di↵erences in

the identified number of bulges. For instance, Figure A.4 shows a structure for the tmRNA

List.wels. AF440351 1-321. This is annotated as having 0 bulges in RNA STRAND v2.0,

but it actually has 4 bulges and these are all correctly annotated by bpRNA. In Figure A.5,

we label in the structure diagram from the RNA STRAND v2.0 database with the bulges

identified by bpRNA, and provide location and sequence information for these bulges. For

other structure types, we have a di↵erent classification system. For example, if a hairpin

loop participates in a pseudoknot (e.g. a “kissing hairpin pseudoknot” ), RNA STRAND

v2.0 does not annotate it as a hairpin. In contrast, we still classify loops by the above

definitions even when they contain nucleotides forming PK base pairs, but label them with

the specific PK involved. Furthermore, we categorize PK base pairs by the loop sequences

that they connect.

Table 2.1: The number of RNAs from each source is listed for both bpRNA-1m and bpRNA-
1m(90).

Data Source bpRNA-1m bpRNA-1m(90)

CRW 55,600 4,368
tmRNA 728 339
SRP 959 352
tRNAdb 2009 623 207
RNP 466 253
RFAMx 43,273 22,521
PDB 669 330
Total 102,318 28,370

2.3.2 The bpRNA-1m and bpRNA-1m(90) databases

The number of RNA structures extracted from each source is shown in Table 2.1 for both

bpRNA-1m and bpRNA-1m(90). There are a relatively higher number of structures from

CRW and RFAM database; however, around 92% of the CRW data are filtered running the

CD-HIT-EST algorithm with the 90% similarity. In some cases, bpRNA detected errors in

the source BPSEQ files used to build our meta-database: in cases where a nucleotide was
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paired to itself, the base pair was removed; in cases where a nucleotide was paired to two

positions, one was removed. Overall, we found 30 such examples (Table A.1).

The complete bpRNA-1m database is available through our interactive website at

http://bpRNA.cgrb.oregonstate.edu

2.3.3 Secondary Structure Feature Analysis

The output of bpRNA can help researchers understand RNA secondary structure, and

enable large-scale structural analysis. As an example of the type of analysis that can be

performed, we analyzed the resulting secondary structure annotations to identify enriched

sequence and structural patterns in our database (Table 2.2). We performed this analysis

on the bpRNA-1m(90) to reduce duplicated information. Table 2.3 shows the distribution

of RNA types for bpRNA-1m and bpRNA-1m(90). We found several general trends in this

large data set, which could be refined in future studies as more data become available, or

with a more restricted subset.

Table 2.2: The number of each structures type for all RNA structures in bpRNA-1m and
bpRNA-1m(90).

Structure Type bpRNA-1m bpRNA-1m(90)

Bulges 517,672 82,061
HairpinLoops 708,144 119,645
Multiloops 317,046 41,424
InternalLoops 538,670 93,435
Pseudoknots 57,686 7,164
ExteriorLoops 229,468 67,059
Stems 2,075,928 335,877
Segments 1,019,586 160,381

Hairpin Loops. The most common loop-type found in RNA secondary structures are

hairpin loops [158]. For each hairpin loop, there is a closing base pair and unpaired region.

The destabilizing energy of a hairpin loop can be determined from the type of the closing

base pair, type of mismatch, and the length of the unpaired region [105, 145]. Using

the bpRNA-1m(90), we found that tetraloops, hairpin loops of length four, are the most

common (Figure 2.3A). While many previous studies focused hexaloops, loops of length 6

[105, 144, 67, 48], we found that heptaloops, hairpin loops of length seven, are the second

http://bpRNA.cgrb.oregonstate.edu
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most frequent (Figure 2.3A). Hairpin loops of size less than 4 and greater than 7 occur

much less frequently in bpRNA-1m(90).

Table 2.3: The number of common RNA types is listed for bpRNA-1m and bpRNA-1m(90).

RNA Type bpRNA-1m bpRNA-1m(90)

TransferRNA 35,622 3,383
16SRibosomalRNA 17,641 1,067
5SRibosomalRNA 477 607
SignalRecognitionParticleRNA 1,603 388
RibonucleasePRNA 1,425 605
TransferMessengerRNA 161 449
GroupIIntron 237 123
23SRibosomalRNA 191 72
HammerheadRibozyme 186 77
GroupIIIntron 131 101

When considering all hairpin loops in bpRNA-1m(90), we found that C:G followed by

G:C are the most common closing base pairs (Figure 2.3B), and GA mismatches are the

most common overall (Figure 2.3C). The data suggest that tetraloops are significantly

enriched with C:G closing base pairs, while heptaloops are enriched with G:C closing pairs.

The tetraloops with C:G base pairs are mostly associated with GA mismatches, while

heptaloops of size seven have the G:C base pair followed by UU mismatch. There are known

frequent and stable patterns for tetraloops from various studies such as UNCG, GNRA, and

CUUG, where N=A, C, G, or U and R=A or G [144, 133, 164]. Previous work has compared

the statistical frequency of secondary structural features to thermodynamic stability [179,

54]. Using Turner 2004 nearest neighbor model, we compared the destabilizing energy of

the hairpin loop types to their frequency of occurrence in bpRNA-1m(90) (Figure 2.4A).

As it is shown, the GNRA and UNCG patterns are highly abundant whereas CUUG was

not as frequent in our set. Sequence LOGOs [39] for all tetraloop tokens and for the top 1%

when sorted by type frequency is presented in Figure 2.4B. We also did the same energy

calculation for heptaloops, which is illustrated in Figure 2.4C along with sequence LOGOs

in Figure 2.4D. Altogether in bpRNA-1m(90), the most common type for tetraloops is

C(GAAA)G and for heptaloops the most common type is G(UUCGAAU)C (Figure 2.4).

In other examples, there are loops that have low energy and a low frequency of occurrence.

For example, G(GGUAAGC)U is probably rare because it is more stable
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Figure 2.5: Internal loops. A. Heat map shows the frequency of internal loops based on 5’
and 3’ loop length. B. Heat map shows the frequency of base pairs occurring in 5’ and 3’
internal loop closing base pairs. C. Heat map shows the frequency of pairs of nucleotides
occurring in 5’ and 3’ internal loop mismatch pairs. D. Stacked histograms of 5’ internal
loop lengths when organized by the 5’ closing base pair. E. Stacked histograms of the 3’
internal loop lengths when organized by the 3’ closing base pair.

for the GC mismatch to pair, forming a loop of length 5.

Internal Loops. Internal loops tend to be symmetric, because this creates a more
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stable structure [123]). The internal loop frequency heat map (Figure 2.5A) demonstrates

a tendency toward symmetric internal loops in bpRNA-1m(90), particularly when fewer

than 4 nt. There are various factors in calculating the energy parameters of an internal loop

such as first mismatch, closing base pairs, and the length of the 5’ and 3’ loop sequences

[105]. We found that while the 5’ closing base pair favors G:C, the 3’ closing base pair

favors C:G (Figure 2.5B). Mismatch nucleotides, defined as the first and last nucleotide of

the loop, are enriched for GA (Figure 2.5C). Moreover, we found that internal loops with

GA mismatches were most likely to have a length of 3 (Figure A.6). We found that 5’

and 3’ internal loops had slightly di↵erent length distributions, with 5’ showing a greater

propensity for length 3 (Figure 2.5D,E). The preference for C:G for the 3’ closing pair is

especially true for 3’ internal loops longer than 3 nt (Figure 5E).

Bulges. The bulge length distribution obeys an approximate exponential distribution

(Figure 2.6A) consistent with the destabilizing energy of a bulge increasing as a function

of length. When the bulge loop is of length 1 nt, the nucleotide is enriched for A, and

depleted for G and C, when compared to global nucleotide frequencies in this database

(Figure 2.6B). The strongest deviation from the exponential fit is at length 6 nt, which is

also enriched for bulges with a GA mismatch (Figure A.7A).

Similar to internal loops, bulges show the highest enrichment for G:C at the 5’ and

C:G at the 3’ closing pairs (Figure 2.6C). The majority of bulges are flanked by GC base

pairs, but for bulge loops less than 3 nt other flanking base pairs are common (Figure A.7

B-D). In addition, while GA mismatches are the most common for internal loops, the most

common mismatch for bulges is AA, with GA the second most common (Figure 2.6D). The

largest asymmetry between 5’ and 3’ closing base pairs was observed for U:G 5’ closing

pairs for bulges less than 4 nt (Figure 2.6E,F). Internal loops and bulges show similar

trends for lengths when binned by closing pairs, but with bulges having a more sharply

decaying distribution.

Multiloops. Based on analysis of bpRNA-1m(90), we found that multiloops branches

(junctions) of size 3, 4, and 5 are the most common and multiloops of greater than size 6

nt are very rare (Figure 2.7A). Additionally, the distributions of branch lengths for these

common multiloop branch-counts indicates that multiloops with 4 branches are significantly

enriched for multiloop branches of zero length (Figure 2.7B), which is found in “flush

stacking” [165]. This pattern is consistent with the fact that multiloops with four branches

have more opportunities to be stabilized by coaxial stacking when the branches are zero

length. In contrast, two helices in a multiloop with three zero-length branches would still
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be o↵set asymmetrically by the width of the third helix.
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Figure 2.6: Bulges. A. Bulge length histogram. B. Nucleotide frequency in bulges of
length 1. C. Heat map of closing base pairs. D. Heat map of mismatches. E. Bulge length
distribution for di↵erent 5’ closing base pairs. F. Bulge length distribution for di↵erent 3’
closing base pairs.

Heat maps of the frequency of each closing base pair in multiloops branches demon-

strates that most of the closing base pairs in multiloops tend to be C:G for 5’ closing pairs,

and G:C for 3’ closing pairs—the opposite of internal loops (Figure 2.7C). This pattern for

the closing pairs is the most common regardless of the number of branches (Figure A.8A-

C). Overall, G:C and C:G closing pairs are significantly more common (Figure A.8D-I). In

contrast to both internal loops and bulges, the most common mismatch pair for multiloops
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is AG (Figure 2.7D). Multiloop branches have a strong preference for GC-base pairing,

with loops of length 0 showing a preference for C:G closing pairs, and loops of length 2

showing a preference for G:C closing pairs (Figure 2.7E-F).
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Figure 2.7: Multiloops. A. Histogram of branch number for all multiloops in bpRNA-
1m(90). B. Branch length for multiloops with di↵erent branch numbers. C. Closing pair
heat map. D. Mismatch heat map. E. Length distribution for di↵erent GC closing base
pairs F. Length distribution for di↵erent AU closing base pairs.

Stems. Each stem in the database can be considered an instance of a “stem type”

, such as CAG:CUG. To avoid double-counting, we alphabetically sort the two strands

to form a distinct type. The full bpRNA-1m database contains of 2,075,928 stems that

are instances (tokens) of 44,307 stem types, and bpRNA-1m(90) has 335,877 stems and
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34,424 stem types. The frequency of stem type occurrences obeys a Zipfian distribution

[189, 124], as observed in Figure 2.8A. The frequency f of occurrence of stems follows the

equation, f=Ar�s , where r is the rank of the stem when sorted by frequency, and the scale

factor s ⇡ 1.005 , extremely close to the idea Zipf relationship of s = 1 . The frequency

of occurrence of stems does not correlate perfectly with the energy of the stem sequence,

because longer stems are typically less frequent.

Pseudoknots. Around 12% (3,320) of RNA structures have at least one pseudoknot (PK)

in bpRNA-1m(90) (Table A.2). Most PK-containing RNAs have only one PK; however,

many RNA secondary structures contain more than one PK. Overall, there are 7,164 PKs

in this data set. To get a sense of most frequent loop types forming the PK structures in our

set, we plotted the frequency of each type of PK in Figure 2.8B. The most frequent type is

between multiloops and hairpin loops, followed by bulges and hairpin loops. kissing hairpins

(H-H), which are commonly studied [154, 27], are the 7th most common. Consistent with

our expectations that dangling ends and external loops cannot form pseudoknots with each

other because such an interaction would form a multiloop and not a PK, our annotations do

not find any examples of this. Analyzing base pair information per pseudoknot structures

suggests that PKs with three base pairs are the most frequent in our dataset and there are

only four PKs in bpRNA-1m that have 12 base pairs, the largest observed in bpRNA-1m

(only one PK with length 12 observed in bpRNA-1m(90)).

Non-Canonical Base Pairs. The C:G/G:C base pairs in both bpRNA-1m and bpRNA-

1m(90) outnumber any other base pairs. In addition to Watson-Crick (base pair interac-

tion between C and G or A and U) and wobble base pairs (G:U pairs), there are other

nucleotide interactions observed in the databases we have compiled, commonly referred

to as non-canonical base pairs. Even though the canonical base pairs (Watson-Crick and

wobble pairs) are more common in RNA secondary structures formation, non-canonical

base pairing is important in the formation of the tertiary structures. We observe 9.1% of

the base pairs in bpRNA-1m(90) are non-canonical. In 44.8% of these non-canonical pairs

occur in the middle of a stem surrounding by canonical pairings, whereas only 7.2% are

isolated base pairs. Also, about 1.4% of these special pairings are involved in pseudoknot

formation (All stats are based on bpRNA-1m(90)). Table 2.4 shows the frequency of each

type of base pairs in bpRNA-1m and bpRNA-1m(90). A:G/G:A, and A:C/C:A are the

most common non-canonical pairs in both bpRNA-1m and bpRNA-1m(90), and C:C are

the least frequent.



24

E-
E

E-
X

X
-X

B
-B I-

I
B
-E I-
M

E-
M I-
X E-
I

M
-X B
-I

B
-X H
-I

H
-H

B
-M E-
H

H
-X

M
-M B
-H

H
-M

0

250

500

750

1000

1250

1500

1750

2000

Fr
e
q
u
e
n
cy

 i
n
 b

p
R

N
A

-1
m

(9
0
)

Pseudoknot type

A

B

Figure 2.8: Stems and Pseudoknots. A. The frequency of stem types compared to their
rank has a Zipfian distribution with a scale factor approximately equal to -1.00. B. bpRNA
classifies pseudoknots by the loops that their base pairs connect when the pseudoknots are
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Table 2.4: Number of canonical and non-canonical base pairs in bpRNA-1m and bpRNA-
1m(90).

RNA Type bpRNA-1m bpRNA-1m(90)

C : G 5,027,894 747,110
A : U 2,232,052 410,641
G : U 1,137,821 174,545
A : G 239,066 32,564
A : C 105,964 26,074
U : U 87,396 18,958
C : U 56,063 18,587
G : G 51,959 11,820
A : A 39,072 10,499
C : C 21,421 7,748

2.4 Summary and Conclusions

We have developed the bpRNA annotation approach to reliably produce intuitive secondary

structure annotations from base pairing data to help with understanding RNA structure.

Our e↵orts to provide annotations that are more informative and generally applicable than

previous approaches have yielded many new strategies for representing RNA structural

data such as the structure array, which makes the structure easier to read and visualize by

providing a character label for each nucleotide of the dot-bracket representation. Likewise,

the structure type file represents a detailed annotation, covering each nucleotide of the

sequence. Separating the structure into segments—base paired regions interrupted by only

bulges and internal loops—provides facile identification of multiloops and external loops,

even when their length is zero. bpRNA also creates accurate dot-bracket representations

for both simple and complex pseudoknot-containing RNA secondary structures.

We applied bpRNA to create a large integrated meta-database of single molecule RNA

secondary structure that we have assembled from seven di↵erent sources (bpRNA-1m).

With this large meta-database and the RNA structural information that bpRNA provides,

there is an opportunity for a number of applications. The annotations produced from

bpRNA could be used to improve the source databases used to build bpRNA-1m. Expanded

structure annotations could enable the calculation of a next generation of thermodynamic

parameters. The data set generated by bpRNA is large enough to enable training and

testing machine learning algorithms for the prediction of RNA structure. Moreover, by
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restricting to only include single molecule structures, this dataset can serve as a benchmark

for RNA secondary structure prediction algorithms, which typically take a single sequence

as input.

We have used the annotation details and structural features produced by bpRNA to

identify several statistics trends in bpRNA-1m(90), which contains over 28,000 sequences

that are less than 90% similar, over 10 times the size of previous similar refined data [126].

While some of these trends represent patterns of thermodynamic stability, future studies

are needed to expand this analysis with more structures, or judiciously filter the data for

a more refined structural analysis.

DATA AVAILABILITY All data and scripts are accessible to download in http://

bprna.cgrb.oregonstate.edu/index.html

http://bprna.cgrb.oregonstate.edu/index.html
http://bprna.cgrb.oregonstate.edu/index.html
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Chapter 3: Model Interpretability as Part of a Rule-based method for

Fast and Accurate RNA Pseudoknot Detection

3.1 Introduction

Ribonucleic acids (RNAs) are highly abundant molecules in living systems, with functions

ranging from gene regulation, recruitment of molecular complexes, sca↵olding, as well as

encoding proteins [175]. Recent evidence suggests that genes for noncoding RNAs, which

act functionally as transcripts and do not encode proteins, outnumber protein-coding genes

in the human transcriptome [69]. The increasing abundance of noncoding RNA annotations

highlights the need for fast and accurate approaches for genome-wide analysis of RNA

structure. RNA secondary structure is an important first approximation of the tertiary

structure and can represent a great deal of the RNA functionality. Secondary structures

are characterized by the hydrogen bonds formed between base pairs. The common possible

base pairings are Watson-Crick, (A, U) and (G, C), and Wobble (G, U). These structures

can be divided into two broad classes: nested structures containing stems and loops, called

pseudoknot-free (PKF) (Fig 3.1A), and complex overlapped structures, called pseudoknots

(PKs) (For example, Fig 3.1B depicts one of the simplest classes of pseudoknots, called

H-type [175]). Hereafter, we will only be concerned with secondary structure, and therefore

for simplicity we will use the term “structure” when referring to “secondary structure”.

The general problem of RNA structure prediction (RNA folding) with pseudoknots is

NP-hard [3, 43], and several algorithms have been developed to address this challenge. The

complexity of the current best practices for PK-structure prediction ranges from O(n4) to

O(n6) in time and from O(n2) to O(n4) in space, which can be formidable, especially for

longer sequences. Alternatively, no software approaches exist for “PK-detection”, the chal-

lenge of predicting the presence or absence of PK-structures without actually computing

their structures.

We present a solution to the PK-detection problem called Pseudoknow, which uses

features extracted from RNA sequences in O(n) time, and accurately di↵erentiates RNAs

containing pseudoknots from those that do not, utilizing Machine Learning (ML). By

distinguishing PK-structures from PKF-structures, one can choose an appropriate tool to
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predict RNA structures and improve the overall accuracy of prediction. The benefit of this

approach is especially significant in genome- and transcriptome-wide studies where the

computational prediction of RNA structure is costly, as it allows transcripts to be placed

into PK and PKF bins to be further analyzed, thereby preventing unneeded computational

complexity and improving structure prediction by selecting the appropriate algorithm. In

addition, the analysis of the feature importance of this approach could provide further

insight into PK formation useful in RNA folding.

A B

i j
i' j'

k l
ji

i'
j' A

U
G
C

Figure 3.1: RNA secondary structures representation. A. A secondary structure of an
RNA without a pseudoknot that has base pair (i, j) with all other base pairs such that
i < i0 < j0 < j as with (i0, j0), or i < j < k < l as with (k, l). B. A secondary structure
with a pseudoknot and base pairs (i, j) and (i0, j0) such that i < i0 < j < j0.

One can predict restricted classes of RNA structures without overlapped base pairings

in polynomial time with the mfold and ViennaRNA software packages (O(n3)) [65, 106].

Although these programs are very powerful in predicting some classes of RNA structures,

they do not predict pseudoknot base pairs. However, in many cases it is important to

compute PK-structures since they appear to be in various types of RNAs such as transfer-

messenger RNAs (tmRNA), ribosomal RNA (rRNA), and viral RNAs [169]. Pseudoknot

structures are known to be involved in the formation of ribozymes, self splicing introns,

telomerase RNAs, riboswitches, and can contribute to the process of ribosomal frameshift-

ing mainly in viruses [131, 163, 1, 111, 147, 116, 156]. There exist multiple algorithms that

predict di↵erent types of PK-structures and, depending on the type of the PK, the running

time of these algorithms can vary from O(n4) to O(n6) [136, 101, 3, 166].

However, for a newly discovered RNA sequence, where nothing is known about the

structure, it is not obvious which algorithm would give the most accurate structure pre-

diction. If, for example, the sequence has a PK-structure and we run software that does

not predict pseudoknots, the predicted structures do not tell us whether the sequence has
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a PK potential or not. Using a program that predicts PK-structures on an RNA that

actually produces a PKF structure could use unnecessary resources, and in many cases

predict erroneous PK-structures. It is the lack of available software for classifying RNAs

by their potential to form PK-structures that motivated us to create Pseudoknow.

3.2 Materials and Methods

3.2.1 RNA Structure Data

In order to train and test our ML models, we used the sequences from CompaRNA bench-

marks [127]. CompaRNA provides an established benchmark data set for RNA struc-

tural studies, and contains abundant PK- and PKF-structures. The CompaRNA data are

derived from the RNA STRAND v2.0 database, which compiles various types of exper-

imentally derived RNA structures from 6 di↵erent sources [8]. The CompaRNA set is

produced by removing sequences less than 20 nucleotides and redundant sequences from

RNA STRAND v2.0. These redundant sequences are filtered using CD-HIT-EST [95] by

requiring less than 90% sequence identity, and a value of 70% for the minimal alignment

coverage of the longer sequence. The data set contains 1987 sequences, 1068 of which are

PKF structures and 919 are PK.

Because the RNA folding methods examined here are designed for predicting structures

of a single RNA molecule, we further filtered CompaRNA to exclude structures that contain

multiple nucleic acid sequences base-paired to each other. For example, PDB 00018 and

PDB 01194 are “multi-molecular structures” that have annotated secondary structures

(bpseq files) in RNA STRAND v2.0/CompaRNA that depict them as single molecules.

Furthermore, these two accessions and many others are annotated as having pseudoknots,

even though the base pairs leading to this designation are intermolecular, hence technically

not pseudoknots. This filter results in 1760 sequences ranging from 21 to 4000 nt long,

among which 865 are PK- and 895 are PKF-structures. We refer to this data set as

“CompaRNA-1m” (1m = one molecule) to di↵erentiate it from the full CompaRNA data

set. We did most of our analysis on CompaRNA-1m; however, the results from the original

CompaRNA data set also summarized in B.1 and B.2.
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3.2.2 Feature Extraction

Central to our approach is the extraction of features to be used as input for our ML models.

We have defined 103 features that can be extracted from the RNA sequence in linear time.

Consider an RNA sequence x of length |x| = n, where individual residues are identified by

x[i] 2 {A,C,G,U} and subsequences by x[i..j].

We begin with some basic composition-based features, including GC-content, 16 fea-

tures for di-nucleotide composition (dimer frequencies), and 64 features for tri-nucleotides

(trimer frequencies).
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Figure 3.2: Analysis of window size in the feature calculations for the annotated PK-
quartets in CompaRNA-1m. A. The histograms of the distance between the closest nu-
cleotides participating in base pairs in annotated PK-quartets in RNA STRAND v2.0 and
CompaRNA-1m demonstrate that the vast majority have base pairs involving nucleotides
within 100nt of each other. B. The accuracy (ACC) and AUROC values using our best
models, Random Forest (RF) and Support Vector Machine (SVM), exhibit trends with
window size w consistent with the distribution of distances observed in CompaRNA-1m.
The analysis is done with 100 iterations for each window size using leave-p-out cross vali-
dation (p=10%). As is shown, both ACC and AUROC increase as the window size changes
from 0,10,20,50,70 up to 100 and plateau after 100 nt window size.

Not content with these basic sequence features, we sought to define features that provide

more information about the possible structures that could be formed. We can define a set

of unordered pairs P = {{A,U}, {C,G}, {G,U}} as the set of allowable base pairs. An

RNA secondary structure S can be described as a set of ordered pairs (i, j) such that

1  i < j  n, corresponding to positions of paired nucleotides with {x[i], x[j]} 2 P. A
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structure can be described as a PKF-structure if for all base pairs (i, j) and (i0, j0) 2 S

where i < i0, it is such that i < i0 < j0 < j or i < j < i0 < j0. Alternatively, a structure

is described as a PK-structure if there exist two pairs such that i < i0 < j < j0. Fig 3.1

depicts these two situations. We refer to a quartet of positions i, j, i0, j0 as a “PK-quartet”

if it consists of two base pairs that satisfy the PK ordering, and as a “PKF-quartet” for

those that satisfy the PKF ordering. It is useful to define the notation for the pair of

nucleotides at positions i and j by xij = {x[i], x[j]}. In what follows, we will compute

quantities relative to positions i and j when xij 2 P.
We can quantify the propensity for the formation of PK- and PKF-quartets by an

aggregate score that counts the number of possible PK and PKF base pairs. The reasoning

is that PK-quartets are more likely if there are more ways for PK-quartets to happen.

To compute this score, we first define a count matrix Ci,b that quantifies the number of

occurrences of nucleotide b in x[1..i]. After applying the base case C0,b = 0 for all b, the

terms of this matrix can be computed in linear time by the recurrence relation:

Ci,b =

(
Ci�1,b + 1, if x[i] = b

Ci�1,b, otherwise

This matrix can be useful for computing the number of occurrences of a nucleotide b

inside and outside the positions i and j. For example, we can define the “inner count” as

number of occurrences of b in x[i + 1..j � 1] by Iijb = Cj�1,b � Ci,b. The “outer count”,

defined as the number of occurrences of b within x[1...i� 1] or x[j + 1..n], is computed by

Oijb = Cnb � Cjb + Ci�1,b.

One can compute the number of possible “nested” base pairs either strictly inside or

outside xij , such that they are consistent with PKF base pairs. We can quantify such a

count for a particular base pair � = {�1,�2} 2 P by

Nij� = Iij�1 ⇥ Iij�2 +Oij�1 ⇥Oij�2

Similarly, we can define counts for the number of possible “(pseudo)knotted” base pairs

overlapping a set of base pairs i and j, consistent with PK base pairs.

Kij� = Iij�1 ⇥Oij�2 + Iij�2 ⇥Oij�1

Clearly, both equations are not changed by swapping �1 and �2, consistent with the

notion that � is an unordered pair. We can then define 2|P|2 = 18 features corresponding
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to both nested and knotted base pair counts for two base pairs ↵ and �. These scores can

be computed for PKF-base pairs as

PKF↵� =
nX

i=1

i+wX

j=i+dmin

�↵xijNij�W↵W�

and for PK-base pairs as

PK↵� =
nX

i=1

i+wX

j=i+dmin

�↵xijKij�W↵W� (3.1)

Where dmin provides the minimum distance allowed between base pairs (default = 3),

and �↵xij is the Kronecker delta that will pick out appropriate base pairs is defined as

�↵xij =

(
1, if xij = ↵

0, if xij 6= ↵

The terms W↵ are optional weights that quantify the strength of base pairs for each

↵ 2 P. This score reflects the pairing stability, so we chose values as the approximate

negative energy, so W{C,G} = 3, W{A,U} = 2, and W{G,U} = 1 [32]. The quantities PK↵�

and PKF↵� correspond to 18 total features. These features give an estimate of the number

of ways that the given RNA can form PK- and PKF-quartets using base pairs ↵ and �.

Note the use of the window w. We are able to reduce the complexity for computing PK↵�

and PKF↵� from O(n2) to O(n⇥w). This is under the hypothesis that at least one of the

base pairs participating in any PK-quartets would have nucleotides within some distance

w along the transcript. To verify this hypothesis, we examined the minimum distance

between closest base pairs in PK-quartets using both RNA STRAND v2.0, CompaRNA-

1m databases (Fig 3.2A). We found that the closest base pair of 78.3% of PK-quartets

consisted of nucleotides less than 100 nt apart, and 99.3% are less than 600 nt apart for

CompaRNA-1m. Furthermore, to investigate how the window size a↵ects the performance

of our model, we plotted the accuracy values with respect to each window size for two

of our best ML models (See “Model Selection”) in Fig 3.2B. As is shown in the figure,

changing the window size after 100 nt does not significantly a↵ect the accuracy. However,

given the distribution presented in Fig 3.2A, we chose the window size of 100 nt to include

most of the observed PK-quartets while still being fast. Clearly, sequences less than or

equal to w will produce an O(n2) calculation, but these sequences will be short enough
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to make this not formidable. For sequences substantially greater than 100 nt, in our case

approximately 70%, this calculation is O(n).

We recognize that PK↵� and PK�↵ are both estimating the same quantity, the number

of possible PK-quartets consisting of base pairs ↵ and � in the sequence. However, our

use of the window leads to an asymmetry, resulting in these quantities being di↵erent.

Therefore, given the reduced computational complexity a↵orded by the windowing, we

have distinct features for PK↵� and PK�↵, and similarly for PKF↵� and PKF�↵.

Taken together, we refer to these features as “PK-features” and “PKF-features”. In

addition, we also included a term PPK , the “PK-proportion”, defined as the proportion of

counts for PK-feature found within all counts for both PK- and PK-features, and given by

the equation

PPK =

P
↵,� PK↵�P

↵,� PK↵� + PKF↵�
.

Similarly, we define PPKF as the “PKF-proportion”. Collectively, we can refer to all

of these proportions and features as “BP-features”, because they consist of potential base

pairs that may or may not participate in PK-quartets. Figure 3.2B not only serves to

motivate the choice of the window size w, but it also serves to demonstrate the added

benefit of the BP-features compared to other features. For example, the accuracy for RF

goes from 81.17% for w = 0 to 93.41% for w = 100 nt.

In addition, we explored considering dinucleotide pairs, such as seen in the nearest

neighbor model [49], and features that analogously count the propensity of dimers to pair

with complementary dinucleotides, “dimer-PK-features” and “dimer-PKF-features”. For

example, for dimer pairs � and  , such as “AC:GU” and “GC:GC”, we can define dPK� 

analogously to Equation 3.1, with weights defined as nearest neighbor energy contribu-

tions [106]. These “dimer-features” did not significantly improve the performance, likely

due to the large number (968) of features relative to the size of our training set. However,

we do include “dimer-PK-proportion”, PdPK , and “dimer-PKF-proportion”, PdPKF , de-

fined analogously as PPK and PPKF as features in the output. These quantities can be

computed in O(nw), similarly to the BP-features.

Overall, we extracted 103 features from each RNA sequence for use in PK-detection.
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3.2.3 Model Selection

To train and validate the extracted features, four supervised learning methods were se-

lected for classification: Random Forest (RF), Support Vector Machine (SVM), Adaptive

Boosting (AB), and Logistic Regression (LR). We evaluated each of the models using 100

iterations, with PK defined as the positive class, and collected accuracy and generalization

error for each iteration. To avoid overfitting, leave-p-out (LPO) and 10-fold (10x) [135]

cross validation strategies were used for splitting the data into training and testing sets for

each iteration. In our LPO cross validation, we used p = 10% so that during each iteration

10% of the data are randomly selected for testing and the rest is considered as a training

set. Whereas, in 10x cross validation, the data are randomly partitioned into 10 equal sizes

(9 sections for training, 1 for testing), and likewise for each combination of 9 and 1. In these

cross validation strategies each subset is selected to be either for training or testing for a

given iteration, ensuring that we never test on the same data used to train the model. For

our machine learning models, we used implementations from the scikit-learn package.

The first model considered was an ensemble learning method called Random Forest

(RF) [22]. Through training time, RF generates ntree decision trees based on a randomly

selected subset of mtry features. After training, the output prediction is the average pre-

diction over the ntree decision trees. The RF algorithm overcomes the overfitting problem,

since it averages over multiple decision trees and reduces the variance of the classifier [19].

We used the default value of ntree = 300 and heuristically chose the best value for mtry by

minimizing the training error, giving the optimal value of 32.

The second model considered is Support Vector Machine (SVM). SVM is a supervised

learning algorithm that divides the training set into separate classes (in our problem two

classes) and later assigns the testing samples to a relative class [38]. SVM with a kernel

can map the data to a space where the data are linearly separable with a non-probabilistic

binary classifier. We found that the kernel with the best performance was with the Gaus-

sian or radial basis function (RBF) [28]. To find the best parameters for SVM, we used

GridSearchCV from scikit-learn and determined the best parameters were gamma=0.01

and c=10 using the RFB kernel.

The third model, Adaptive Boosting (AB), is a practical and e�cient boosting algo-

rithm that invokes weak learners many times on di↵erent distributions over the training

data [50]. Simply, in machine learning the algorithms that perform slightly better than
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random guessing are called weak learners, and AB combines weak learners to construct a

strong learner by adding a new weak learner in every iteration during the training. The

result is a strong classifier with higher accuracy since in every iteration the focus is on the

mis-classified examples and hence the error in each step will be used as a focus for the next

iteration over the new weighted training data. AB has the ability to overcome overfitting

most of the time by the use of early stopping, but is sensitive to noise and outliers in the

data. However, AB is still a good candidate for our work since it is robust and e�cient. As

far as the weak learners are concerned, we used the common case of decision tree learners.

Finally, we considered logistic regression (LR) model [20]. LR has the advantage of

being a deterministic model with weight parameters that can be easily interpreted. The

LR model computes weights by maximizing the likelihood estimation over the training set

using the extracted features.

Table 3.1: Average performance of di↵erent machine learning algorithms on PK-detection.

Model Mean Median Median Mean Mean Mean
ACC ACC AUROC Sens Spec PPV

RF � LPO 93.09 94.05 97.67 91.07 95.34 95.24
RF � 10x 92.06 93.18 97.84 91.66 94.74 94.84
SVM � LPO 91.96 93.06 96.94 93.10 92.59 92.72
SVM � 10x 91.90 92.35 97.21 93.21 92.77 93.10
AB � LPO 90.41 92.07 95.89 89.80 93.18 93.75
AB � 10x 91.47 90.34 95.95 90.24 92.63 92.68
LR� LPO 86.60 87.13 93.24 86.53 88.23 88.46
LR� 10x 86.13 86.93 93.75 86.59 87.91 87.78

The average classification accuracy (ACC), AUROC, sensitivity (Sens), specificity (Spec),
and positive predicted value (PPV) for four di↵erent machine learning algorithms on 100
iterations using leave-p-out (LPO) and 10-Fold (10x) cross validation on CompaRNA-1m
demonstrate that RF and SVM perform best compared to other models.

3.2.4 Pseudoknow-Assisted Folding

We next determined if Pseudoknow could help improve secondary structure prediction

by anticipating whether the input RNA has a PK or not, and informing the choice of

the appropriate program accordingly. This method, called Pseudoknow-assisted folding,
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is depicted in Fig 3.5A. The input RNA sequence is evaluated using Pseudoknow, with

Leave-One-Out (LOO) cross validation [135], and is triaged according whether it has a

PK or not. If the probability of a PK is greater than 0.5, we compute the structure using

IPknot [140], otherwise, we use CONTRAfold [44]. These two particular programs were

selected because they were previously determined to have the highest accuracy in non-

comparative secondary structure prediction [127]. The program ContextFold [186] had

higher accuracy compared to CONTRAfold, but it is a machine learning program that was

trained on RNA STRAND v2.0; hence, we did not use this program because we are testing

on structures derived from this data set. For this analysis, we used IPknot version 0.0.4

and ContraFold version 2.02, both of which are currently the latest versions.

3.2.5 Evaluation Metrics

We consider the following metrics for the purpose of comparison of our results with other

existing methods: accuracy (ACC), sensitivity (Sens), specificity (Spec), and positive pre-

dicted value (PPV). These equations are all based on the definitions of true positives (TP),

false positives (FP), true negatives (TN), and false negatives (FN). TP is the number of

truly classified PKs and FP is the number of incorrectly classified PK-structures in our

analysis. Likewise, TN is the number of correctly classified PKF-structures, and FN is

the number of PK-structures that are incorrectly identified as PKF-structures. The ACC

formulation is the total valid predictions (sum of TP and TN) over the total number of

samples.

ACC =
TP + TN

TP + TN + FP + FN

Sensitivity or true positive rate (TPR) measures the proportion of the correctly classi-

fied PK-structures:

Sens =
TP

TP + FN

The specificity, or true negative rate (TNR), evaluates the proportion of PKF structures

that are correctly identified in our model.

Spec =
TN

TN + FP
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The PPV value explains the positive proportions of results over the sum of both true

positive (TP) and false positives (FP).

PPV =
TP

TP + FP

For structure prediction, the accuracy, specificity, etc calculations correspond to the

prediction of individual base pairs in the annotated structures. The di↵erence is, this

calculation involves a much larger TN term, corresponding to the total number of unpaired

nucleotides, which tends to dominate many calculations such as accuracy, resulting in very

small di↵erences between programs for di↵erent software. Quantities such as sensitivity

and PPV , which do not include TN , do not su↵er from this e↵ect. We estimated the total

number of possible base pairs as NA⇥NU +NG⇥NC +NG⇥NU . Therefore, we compute

TN by

TN = NA ⇥NU +NG ⇥NC +NG ⇥NU � TP � FN � FP

For secondary structure prediction evaluation, we next introduce the quantity ✏, the

number of compatible false-positive base pairs. As in [127] and [55], we only penalize base

pairs as false positives if they are incompatible with the annotated structure. This results

in a modified calculation for PPV , given by

PPV =
TP

TP + FP � ✏

We also used the Matthews correlation coe�cient (MCC) to measure the performance

of di↵erent methods in the structure prediction. The formulation of MCC is as follows:

MCC =
TP ⇥ TN � (FP � ✏)⇥ FNp

(TP + FP � ✏)⇥ (TP + FN)⇥ (TN + FP � ✏)⇥ (TN + FN)

3.3 Results and Discussion

3.3.1 PK-detection

Overall, we trained and tested the four models—RF, SVM, AB, and LR—for 100 iterations

and the error of each model was captured in every iteration. Fig 3.3 represents the ACC,

Sens, Spec, and PPV box plots of the four models in the 100 iterations. In addition, Table
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3.1 demonstrates the mean and median values for ACC, as well as for the AUROC, Sens,

Spec, and PPV for all ML models, and for both LPO, and 10x cross-validation strategies.

Among all these four models, RF has the best performance with 94.05% accuracy on

average. SVM is next on the list with 93.06% average accuracy within the 100 iterations.
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Figure 3.3: Performance results of four di↵erent ML models using 100 iterations and LPO
cross-validation. Box plots of accuracy (ACC), sensitivity (Sens), specificity (Spec), and
positive predicted value (PPV) of LPO cross-validation on 100-iterations. When compar-
ing Random Forest (RF), Support Vector Machine (SVM), Adaptive Boosting (AB), and
Logistic Regression (LR), RF and SVM have the highest values on average.

The area under ROC curve (AUROC) value of each model also was calculated through

the runs. ROC curve diagram in Fig 3.4A shows the overall performance over all models

and demonstrates that RF and SVM have more accurate results compared to the other

two methods, while Fig 3.4B demonstrates the AUROC values trends of all models for 100

iterations on average. As is shown, RF has the best AUROC compared to other models,

and again SVM is the next best on the list.

To better assess Pseudoknow’s performance in PK-detection, we compared it to pseu-
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Figure 3.4: ROC curve trend and AUROC box plot of RF, SVM, AB, and LR models. A.
ROC curve comparison for four di↵erent machine learning techniques shows that RF and
SVM perform best on average with our feature sets and data. B. AUROC boxplots for
100-iterations applied to the four models examined. Among all four, RF and SVM perform
best with an average AUROC of 97.67% and 96.94%.

doknot presence or absence in pre-computed secondary structure predictions for IPknot,

ProbKnot, DotKnot, McQFold, and pknotsRG [140, 14, 153, 109, 134], downloaded as part

of the CompaRNA data set. Table 3.2 shows a comparison of Pseudoknow’s performance in

PK-detection compared to programs designed for pseudoknot secondary structure predic-

tion. For this table, we only considered programs that predict non-comparative secondary

structure and have no limitations on the input size. Pseudoknow performs better in every

category of PK-detection performance. For example, the program IPknot gives an accuracy

of 74.64% when used to detect the presence or absence of PK-structures in CompaRNA-1m

using the McCaskill model and default weighting compared to 93.86% for Pseudoknow.

Table B.3 shows a comparison of Pseudoknow’s performance in PK-detection compared

to other software when using di↵erent disjoint subsets of CompaRNA-1m for training and

testing. While the LPO and 10x cross-validation strategies train and validate on comple-

mentary subsets, this result shows how Pseudoknow performs when we consider training

and validation sets that originate from di↵erent sources. Overall, Pseudoknow has an aver-

age accuracy of 91.71%, whereas the second best method, IPknot, has an average accuracy

of 76.70%.
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Table 3.2: Comparison of the mean performance in PK-detection between Pseudoknow and
other software.

Software ACC(%) Sens(%) Spec(%) PPV(%) MCC

Pseudoknow 93.86 92.39 92.40 95.38 0.87
IPknot 74.64 77.69 72.00 70.48 0.50
ProbKnot 71.72 59.63 82.12 74.15 0.43
DotKnot 70.81 84.66 58.90 63.93 0.45
McQFold 66.78 49.08 82.02 70.14 0.33
pknotsRG 60.64 28.62 88.20 67.61 0.21

Pseudoknow performs better in classifying PK-structures compared with existing RNA
folding algorithms. The results show that even though these existing programs have high
accuracy in structure prediction, they often fail at PK-detection. These values were
computed using Leave-One-Out (LOO) cross-validation for Pseudoknow in order to
compare one sequence at a time.

3.3.2 Improved Secondary Structure Prediction

When predicting secondary structure, researchers often have to choose programs for PK-

or PKF-structure prediction. These programs can vary in their sensitivity and specificity

in structure prediction. For example, IPknot version 0.0.4 predicts structures with pseu-

doknots, but with lower sensitivity and lower specificity than CONTRAfold [44], which does

not predict pseudoknots. We found that using Pseudoknow to assist in the selection of

which software to use based on PK-detection probability, led to improved mean accuracy,

specificity, and PPV compared to these two methods. In addition, we found that this

approach led to the improvement in sensitivity and MCC compared to the average of these

two approaches on CompaRNA-1m. These results are summarized in Table 3.3, and in

addition, the median accuracy, specificity etc. is presented in Table B.1

We further evaluated our model using an additional validation set that was completely

di↵erent from our training set. We downloaded the PDB data set from the CompaRNA

server (http://genesilico.pl/comparna/), hereafter “PDB-validation”, consisting of the

342 RNA structures deposited to PDB between February 2009 and February 2016. Note

that our validation set “PDB-validation” is di↵erent from the data set “PDB”, which is

part of CompaRNA-1m. We applied a similar approach of filtering to this validation set by

removing redundant structures using CD-HIT-EST. Many of the structures in this data set

http://genesilico.pl/comparna/
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Table 3.3: Secondary structure prediction results on CompaRNA-1m.

Software ACC(%) Sens(%) Spec(%) PPV(%) MCC

Pseudoknow 98.34 59.69 98.75 74.65 0.658
IPknot 93.02 49.13 93.54 69.50 0.575
Contrafold 98.20 64.93 98.59 71.52 0.676

Pseudoknow as a preliminary step for structure prediction improves the RNA folding of
two well-known programs, IPknot and CONTRAfold, on CompaRNA-1m.
Pseudoknow-assisted folding has higher mean accuracy, specificity, and PPV compared to
these programs on their own. While ContraFold has higher mean sensitivity and MCC,
it can not predict pseudoknots. Pseudoknow predicts pseudoknots and also has higher
mean sensitivity and MCC than the average of the other methods.

Pseudoknow

IPknot ContraFold

p>0.5

yes no

PK-structure PKF-structure

AGCUACUACUGUGCUAGCAACG
CARNAA B

C

A C U G

A C U G

C G G U

C G G U
Figure 3.5: Pseudoknow-assisted folding representation chart and examples of base pairing
possibilities in two cases of definite and indefiniteA. A simple flow diagram of RNA sec-
ondary structure prediction with the help of Pseudoknow. From an input sequence of an
RNA, the features feed into the ML model and, based on the PK-probability, the appro-
priate software will predict the structures.B. Definite quartets: When all nucleotides are
paired, the pairs AU and CG can only form PK-quartets. In this example, AU-CG is an
example of definite pairings. C. Indefinite quartets: When all nucleotides are paired, the
pairs CG and GU can form both PK-quartets and PKF-quartets.

consist of RNAs in complex with proteins and other RNAs that could a↵ect the structure.

Since none of the software we are evaluating can take this into consideration, we removed

all structures for RNAs in molecular complexes. Furthermore, because many structures
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Table 3.4: Secondary structure prediction results on an independent validation set, PDB-
validation.

Software ACC(%) Sens(%) Spec(%) PPV(%) MCC

Pseudoknow 99.60 88.81 99.90 95.35 0.916
IPknot 99.44 85.63 99.92 95.22 0.898
Contrafold 99.55 88.74 99.88 93.74 0.907

Pseudoknow-assisted folding improves RNA structure prediction for the 63 RNA
structures in the PDB-validation set. We improved mean accuracy, sensitivity, PPV, and
MCC compared to IPknot and CONTRAfold. Also, Pseudoknow-assisted folding produces
better mean specificity than the average of these two algorithms.

change conformation when bound to a ligand, including pseudoknots that are stabilized by

the ligand binding [58], we also removed structures of RNAs bound to ligands. The final

set in our validation consists of 63 RNA structures, of which 16 are PKs.

Table 3.4 and Table B.2 show the mean/median performance evaluation of this triage

method for secondary structure prediction using PDB-validation. For this data set, ContraFold

has higher sensitivity than IPknot, whereas IPknot has higher specificity. In comparison,

Pseudoknow-assisted folding has higher mean accuracy, sensitivity, PPV, and MCC than

either method on its own. The specificity of Pseudoknow-assisted folding is also higher

than the average of IPknot and CONTRAfold. These results are certainly in part due to the

fact that Pseudoknow does a better job in PK-detection for the PDB-validation set than

IPknot. Taken together, these data suggest that, by anticipating the presence of pseudo-

knots, Pseudoknow can lead to a greater balance of sensitivity and specificity, resulting in

improved performance.

Besides having a powerful predictive model for classifying PK-structures, identifying

which features are most powerful could potentially shed light on pseudoknot formation.

Accordingly, we used the Boruta algorithm [86] to identify the importance of each feature,

which is a wrapper algorithm around random forest classification that systematically re-

moves features and quantifies the corresponding reduction in classification performance.

In the end, this procedure can identify the most relevant features for classification. The

feature selection analysis shows the most important and relevant features in green, less

relevant in yellow and red (Figure B.3). Most of our features are found to be relevant (85

out of 103).
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The trimer frequency for “UGG” is the most important feature produced from the

Boruta analysis. Analyzing both structures and sequences in CompaRNA-1m, we found

that UGG is significantly enriched in the sequences that form PKF-structure. In addition,

we found that among trimers that are completely base-paired, UGG is the most enriched

in PKF-structures (see Figure B.4). The dimer frequency for “UG” is the fourth most

important feature, and also was found to be enriched in sequences that form PKF-structures

compared to sequences that form PK-structures (see Figure B.5).

The second and third most important features in our list are the BP-features “PKAU,CG”

and “PKFAU,CG”. To interpret why these two features are most important among other

BP-features, we introduced two categories of nucleotide quartets, “definite” and “indefi-

nite”. In the definite case, the situations where all four nucleotides are base-paired always

produce either nested pairings or pseudoknotted pairings, while in an indefinite case, nu-

cleotides have the ability to participate in both PK- and PKF-quartets (Fig 3.5B-C). After

this analysis, we concluded that the importance of BP-features with AU-CG quartets in

PK-detection could be due to the fact that it is the only definite nucleotide quartet.

3.4 Summary and Conclusions

Our machine learning approach quickly classifies a given RNA as being likely to have

pseudoknot structures with 94% accuracy. We have demonstrated the potential utility

of this method for genome-wide structure analyses, in that it could enable an e�cient

grouping of RNAs into PK and PKF categories, thus informing which type of structure

prediction to subsequently perform. Moreover, it can group RNAs into these categories

more accurately than the best non-comparative RNA folding methods. Because of this,

Pseudoknow is a valuable utility as a first step in secondary structure prediction analysis.

We have defined 103 features, including our novel BP-features, for input to our ML

model. In general, the more data available for training ML models, the better they per-

form in classification. We expect the performance of the Pseudoknow to improve as more

experimentally determined secondary structures become available for training. With the

growing interest in RNA structure and function, we expect these data to become avail-

able in the near future, leading to further improvements to PK-detection and structure

prediction with Pseudoknow.
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Chapter 4: An Interpretable Deep Learning Approach for Cancer

Detection and Relevant Gene Identification 1

4.1 Introduction

The analysis of gene expression data has the potential to lead to significant biological

discoveries. Much of the work on the identification of di↵erentially expressed genes has

focused on the most significant changes, and may not allow recognition of more subtle

patterns in the data [77, 115, 181, 92, 187, 113]. Tremendous potential exists for computa-

tional methods to analyze these data for the discovery of gene regulatory targets, disease

diagnosis and drug development [103, 141, 146]. However, the high dimension and noise

associated with these data presents a challenge for these tasks. Moreover, the mismatch

between the large number of genes and typically small number of samples presents the

challenge of a “dimensionality curse”. Multiple algorithms have been used to distinguish

normal cells from abnormal cells using gene expression [132, 51, 108, 161]. Although there

has been a lot of research into cancer detection from gene expression data, there remains a

critical need to improve accuracy, and to identify genes that play important roles in cancer.

Machine learning methods for dimensionality reduction and classification of gene ex-

pression data have achieved some success, but there are limitations in the interpretation of

the most significant signals for classification purposes [40, 83]. Recently, there have been

e↵orts to use single-layer, nonlinear dimensionality reduction techniques to classify samples

based on gene expression data [162]. In similar studies of computer vision, unsupervised

deep learning methods have been successfully applied to extract information from high

dimensional image data [89]. Similarly, one can extract the meaningful part of the expres-

sion data by applying such techniques, thereby enabling identification of specific subsets of

genes that are useful for biologists and physicians, with the potential to inform therapeutic

strategies.

In this work, we used stacked denoising autoencoders (SDAE) to transform high-

dimensional, noisy gene expression data to a lower dimensional, meaningful representation

1A version of this chapter has been published [Danaee, Padideh, Reza Ghaeini, and David A. Hendrix.
PACIFIC SYMPOSIUM ON BIOCOMPUTING, 2017]
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[173]. We then used the new representations to classify breast cancer samples from the

healthy control samples. We used di↵erent machine learning (ML) architectures to observe

how the new compact features can be e↵ective for a classification task and allow the eval-

uation of the performance of di↵erent models. Finally, we analyzed the lower-dimensional

representations by mapping back to the original data to discover highly relevant genes that

could play critical roles and serve as clinical biomarkers for cancer diagnosis. The perfor-

mance of these methods a�rm that SDAEs could be applied to cancer detection in order

to improve the classification performance, extract both linear and nonlinear relationships

in the data, and perhaps more important, to extract a subset of relevant genes from deep

models as a set of potential cancer biomarkers. The identification of these relevant genes

deserves further analysis as it potentially can improve methods for cancer diagnosis and

treatment.

Classification and clustering of gene expression in the form of microarray or RNA-seq

data are well studied. There are various approaches for the classification of cancer cells

and healthy cells using gene expression profiles and supervised learning models. The self-

organizing map (SOM) was used to analyze leukemia cancer cells [59]. A support vector

machine (SVM) with a dot product kernel has been applied to the diagnosis of ovarian,

leukemia, and colon cancers [51]. SVMs with nonlinear kernels (polynomial and Gaussian)

were also used for classification of breast cancer tissues from microarray data [132].

Unsupervised learning techniques are capable of finding global patterns in gene ex-

pression data. Gene clustering represents various groups of similar genes based on similar

expression patterns. Hierarchical clustering and maximal margin linear programming are

examples of this learning and they have been used to classify colon cancer cells [4, 93].

K-nearest neighbors (KNN) unsupervised learning also has been applied to breast cancer

data [108].

Due to the large number of genes, high amount of noise in the gene expression data, and

also the complexity of biological networks, there is a need to deeply analyze the raw data

and exploit the important subsets of genes. Regarding this matter, other techniques such

as principal component analysis (PCA) have been proposed for dimensionality reduction

of expression profiles to aid clustering of the relevant genes in a context of expression

profiles [185]. PCA uses an orthogonal transformation to map high dimensional data to

linearly uncorrelated components [177]. However, PCA reduces the dimensionality of the

data linearly and it may not extract some nonlinear relationships of the data [61]. In

contrast, other approaches such as kernel PCA (KPCA) may be capable of uncovering
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these nonlinear relationships [142].

Similarly, researchers have applied PCA to a set of combined genes of 13 data sets to

obtain the linear representation of the gene expression and then apply a autoencoder to

capture nonlinear relationships [47]. Recently, a denoising autoencoder has been applied

to extract a feature set from breast cancer data [162]. Using a single autoencoder may

not extract all the useful representations from the noisy, complex, and high-dimensional

expression data. However, by reducing the dimensionality incrementally, the multi-layered

architecture of an SDAE may extract meaningful patterns in these data with reduced loss

of information [15].

4.2 Materials and Methods

We have applied a deep learning approach that extracts the important gene expression

relationships using SDAE. After training the SDAE, we selected a layer that has both low-

dimension and low validation error compared to other encoder stacks using a validation

data set independent of both our training and test set [64]. As a result, we selected an

SDAE with four layers of dimensions of 15,000, 10,000, 2,000, and 500. Consequently we

used the selected layer as input features to the classification algorithms. The goal of our

model is extracting a mapping that possibly decodes the original data as closely as possible

without losing significant gene patterns.

We evaluated our approach for feature selection by feeding the SDAE-encoded features

to a shallow artificial neural network (ANN) [174] and an SVM model [37]. Furthermore,

we applied a similar approach with PCA and KPCA as a comparison.

Lastly, we used the SDAE weights from each layer to extract genes with strongly prop-

agated influence on the reduced-dimension SDAE-encoding. These selected “deeply con-

nected genes” (DCGs) are further tested and analyzed for pathway and Gene Ontology

(GO) enrichment. The results from our analysis showed that in fact our approach can

reveal a set of biomarkers for the purpose of cancer diagnosis. The details of our method

are discussed in the following subsections, and the work-flow of our approach is shown in

Figure C.1.
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4.2.1 Gene Expression Data

For our analysis, we analyzed RNA-seq expression data from The Cancer Genome Atlas

(TCGA) database for both tumor and healthy breast samples [176]. These data consist of

1097 breast cancer samples, and 113 healthy samples. To overcome the class imbalance of

the data, we used synthetic minority over-sampling technique (SMOTE) to transform data

into a more balanced representation for pre-training [30]. We used the imbalanced-learn

package for this transformation of the training data [90]. Furthermore, we removed all

genes that had zero expression across all samples.

4.2.2 Dimensionality Reduction Using Stacked Denoising Autoencoder

An autoencoder (AE) is a feedforward neural network that produces the output layer as

close as possible to its input layer using a lower dimensional representation (hidden layer).

The autoencoder consists of an encoder and a decoder. The encoder is a nonlinear function,

like a sigmoid, applied to an a�ne mapping of the input layer, which can be expressed as

f✓(X) = �(Wx + b) with parameters ✓ = {W, b}. The matrix W is of dimensions d0 ⇥ d

to go from a larger dimension of gene expression data d to a lower dimensional encoding

corresponding to d0. The bias vector b is of dimension d0. This input layer encodes the

data to generate a hidden or latent layer. The decoder takes the hidden representations

from the previous layer and decodes the data as closely as possible to the original inputs,

and can be expressed as z = g✓0(y) = �(W 0y+ b0). In our implementation, we imposed tied

weights, with W 0 = W T . We can refer to the weight matrix W and bias b as ✓ = {W, b}

and similarly ✓0 = {W 0, b0}.

A SDAE can be constructed as a series of AE mappings with parameters ✓1, ✓2, ..., ✓n

and the addition of noise to prevent overfitting [173]. In order to get a good representation

for each layer, we maximize the information gain between the input layer (modeled as a

random variable X from an unknown distribution q(X)) and its higher level stochastic

representation (random variable Y from a known distribution p(X|Y ; ✓0)). For layer i, we

then learned a set of parameters ✓i and ✓0i from a known distribution p where q(Y |X) =

p(Y |X; ✓i) and also q(X|Y ) = p(X|Y ; ✓0i) that maximize the mutual information [173].

This maximization problem corresponds to minimizing the reconstruction error of the

input layer using hidden representation. In this construction, the hidden layer contains

the compressed information of the data by ignoring useless and noisy features. In fact, the
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autoencoder extracts a set of new representations that encompass the complex relation-

ships between input variables. The reconstruction error of the input layer using this new

representation is non-zero, but can be minimized. In practice, the weights of the model

are learned through the stochastic gradient descent (SGD) algorithm [138, 21].

Autoencoders extract both linear and nonlinear relationships inherent in the input data,

making them powerful and versatile. The encoder of the SDAE decreases the dimensionality

of the gene expression data stack-by-stack, which leads to reduced loss of information

compared to reducing the dimension in one step [15]. In contrast, the decoder increases

the dimensionality to eventually achieve the full reconstruction of the original input as close

as possible. In this procedure, the output of one layer is the input to the next layer. For

this implementation, we used the Keras library with Theano backend running on an Nvidia

Tesla K80 GPU [33]. Although it is di�cult to estimate the time complexity of the deep

architecture of the SDAE, with batch training and highly parallelizable implementation on

GPUs, training takes a few minutes and testing of a sample is performed in a few seconds.

It is proven in practice that pre-training the parameters in a deep architecture leads to

a better generalization on a specific task of interest [173]. Greedy layer-wise pre-training

is an unsupervised approach that helps the model initialize the parameters near a good

local minimum and convert the problem to a better form of optimization [15]. Therefore,

we considered the pre-training approach as supposed to achieve smoother convergence

and higher overall performance in cancer classification. After starting with the initial

parameters resulting from the pre-training phase, we used supervised fine-tuning on the

full training set to update the parameters.

To avoid overfitting in the learning phase (both pre-training and fine-tuning) of the

SDAE, we utilized a dropout regularization factor, which is a method of randomly excluding

fractions of hidden units in the training procedure by setting them to zero. This method

prevents nodes from co-adapting too much and consequently avoids overfitting [155]. For

the same purpose, we provided partially corrupted input values to the SDAE (denoising).

The SDAE is robust, and its accuracy does not change upon introducing noise at a low

rate. In fact, SDAE with denoising and dropout can find a better representation from the

noisy data. Figure 4.1 shows the SDAE encoded, decoded, and denoised representations

on the subset of genes.
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Figure 4.1: SDAE representation using the enriched genes in the TCGA breast cancer. In
this depiction for illustrative purposes, the top 500 genes with median expression across
cancer samples enriched above health samples, and the top 500 genes with reduced median
expression across cancer samples is shown.

4.2.3 Di↵erentially Expressed Genes

We used significantly di↵erentially expressed genes as a comparison to our SDAE features

for cancer classification. First, we computed the log fold change comparing the median

expression in cancer tissue samples to that of healthy tissue samples. We then computed a

two-tailed p-value using a Gaussian fit, followed by a Benjamini-Hochberg (BH) correction

[16]. We identified two sets of di↵erentially expressed genes. The first, DIFFEXP0.05 was

the 206 genes, 98 up-regulated and 118 down-regulated, that were significant at an FDR

of 0.05. The second set, DIFFEXP500, contains the top 500 most significant di↵erentially

expressed genes (the same dimension as the SDAE features) using the same 2-tailed p-

values, containing 244 up-regulated and 256 down-regulated genes.

4.2.4 Dimensionality Reduction Using Principal Component Analysis

As a second level of comparison, we extracted features using linear PCA to provide a

baseline for the performance of linear dimensionality reduction algorithms for our ML

models. The same reduced dimensionality of 500 was used. In addition, we used KPCA

with an RBF kernel to extract features that by default are of the same dimension as the

number of training input samples. For both PCA and KPCA we used an implementation

in the scikit-learn package [121].
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4.3 Results and Discussion

4.3.1 Classification Learning

In order to evaluate the e↵ectiveness of our autoencoder-extracted features, we used two

di↵erent supervised learning models to classify cancer samples from healthy control sam-

ples. First, we considered a single-layer ANN with input nodes directly connected to output

layers without any hidden units. If we consider the input units as X = (x1, x2, ..., xn), the

output values are calculated as y = �(
P

iwixi + b). Second, we considered both an SVM

with a linear kernel and with a radial basis function kernel (SVM-RBF). We applied 5-

fold cross-validation for to exhaustively split the data into train and test sets to estimate

the accuracy of each model without overfitting. In each split, the model was trained on

4 partitions and tested on the 5th, ensuring that training and testing are performed on

non-overlapping subsets.

4.3.2 Comparison of Di↵erent Models

To assess the e↵ectiveness of the SDAE features, we compared their performance in classi-

fication to di↵erentially expressed genes and to principal components for di↵erent machine

learning models. The performance of the SDAE features for classification is summarized

in Table 4.1. The best method varies depending on the performance metric, but on these

data the SDAE features performed best on three of the five metrics we considered. The

highest accuracy was attained using SDAE features applied to SVM-RBF classification.

This method also had the highest F-measure. The highest sensitivity was found for SDAE

features as well, but using the ANN classification model. KPCA features applied to an

SVM-RBF had higher specificity and precision.

4.3.3 Deep Feature Extraction and Deeply Connected Genes

Going beyond classification, there is potential biological significance in understanding what

subsets of genes are involved in the new feature space that makes it an e↵ective set for the

cancer detection. Previous work on cancer detection using a single-layer autoencoder has

evaluated the importance of each hidden node [162]. Here, we analyzed the importance

of genes by considering combined e↵ect of each stack of the deep architecture. To extract

these genes, we utilized a strategy of computing the product of the weight matrices for
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Features Model ACC SENS SPEC PPV F-measure

SDAE
ANN
SVM

SVM-RBF

96.95
98.04
98.26

98.73
97.21
97.61

95.29
99.11
99.11

95.42
99.17
99.17

0.970
0.981
0.983

DIFFEXP
(500)

ANN
SVM

SVM-RBF

63.04
57.83
77.391

60.56
64.06
86.69

70.76
46.43
71.29

84.58
70.42
67.08

0.704
0.618
0.755

DIFFEXP
(0.05)

ANN
SVM

SVM-RBF

59.93
68.70
76.96

59.93
82.73
87.56

69.95
57.5
70.48

84.58
65.04
65.42

0.701
0.637
0.747

PCA
ANN
SVM

SVM-RBF

96.52
96.30
89.13

98.38
94.58
83.31

95.10
98.61
99.47

95.00
98.75
99.58

0.965
0.965
0.906

KPCA
ANN
SVM

SVM-RBF

97.39
97.17
97.32

96.02
96.38
89.92

99.10
98.20
99.52

99.17
98.33
99.58

0.975
0.973
0.943

Table 4.1: Comparison of di↵erent feature sets using three classification learning models.

each layer of our SDAE. The result is a 500 ⇥ G dimensional matrix W , where G is the

number of genes in the expression data, computed for an n-layer SDAE by

W =
nY

i=1

Wi.

Although the weights of each layer of the SDAE are computed with a nonlinear model,

the matrix W is a linearization of the compounded e↵ect of each gene on the SDAE

features. Genes with the largest weights in W are the most strongly connected to the

extracted and highly predictive features, so we called these genes DCGs. We found that

the terms of matrix W were strongly normally distributed (Figure 4.2). We identified the

subset of genes with the most statistically significant impact on the encoding by fitting the

distribution of these values in W to a normal distribution, computing a p-value using this

fit,and applying a BH correction with an FDR of 0.05.

4.3.4 Gene Ontology

We examined the functional enrichment of the DCGs through a GO term and Panther

pathway analysis. Table C.1 presents the statistically-enriched GO terms under “biological
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Figure 4.2: Histogram of z-Scores from the dot product matrix of the weights connectivity
of the SDAE.

process”, and having a Bonferroni-corrected p-value of less than 1e-10. Many of the most

significant terms are related to mitosis, suggesting a large number of genes with core

functionality that is relevant to cell proliferation. In addition, an analysis of the enrichment

of Panther pathways led to a single enriched term, p53 pathway, where we observe 10 genes

when 1.34 are expected, giving a p-value of 2.21E-04. P53 is known to be an important

tumor-suppressor gene [107, 68, 76] , and this finding suggests a role of tumor suppressor

function in many of the DCGs.

4.3.5 Classification Learning Using Deeply Connected Genes

Finally, we used the expression of the DCGs as features for the ML models previously

mentioned. These genes served as useful features for cancer classification, achieving 94.78%

accuracy (Table 4.2). Although these features performed a few percentage points below that

of the SDAE features, they still have advantage of being more readily interpreted. Future

work is needed to improve the extraction of DCGs to enhance their utility as features for

classification.
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Features Model ACC SENS SPEC PPV F-measure

DCGs
ANN
SVM

SVM-RBF

91.74
91.74
94.78

98.13
88.80
93.04

87.15
97.50
97.5

85.83
97.25
97.20

0.913
0.927
0.951

Table 4.2: Cancer classification results using deeply connected genes (DCGs).

4.4 Summary and Conclusion

In conclusion, we have used a deep architecture, SDAE, for the extraction of meaningful

features from gene expression data that enable the classification of cancer cells. We were

able to use the weights of this model to extract genes that were also useful for cancer

prediction, and have potential as biomarkers or therapeutic targets.

One limitation of deep learning approaches is the requirement for large data sets, which

may not be available for cancer tissues. We expect that as more gene expression data

becomes available, this model will improve in performance and reveal more useful patterns.

Accordingly, deep learning models are highly scalable to large input data.

Future work is needed to analyze di↵erent types of cancer to identify cancer-specific

biomarkers. In addition, there is potential to identify cross-cancer biomarkers through the

analysis of aggregated heterogeneous cancer data.
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Chapter 5: Dimensionality Reduction of Gene Expression Data for

Time-of-death Imputation

5.1 Introduction

Alzheimer’s disease is an irreversible neurodegenerative disorder that a↵ects approximately

44 million people worldwide. There is a strong correlation between Alzheimer’s disease and

the elderly, since 95% of the patients develop symptoms after the age of 65. Analyzing

the human post-mortem samples reveals changes in rhythmicity during aging. Further

investigations are required to understand the mechanism and extent of these changes.

Clinical studies have shown that patients with Alzheimer’s disease have a disruption in sleep

activity rhythms. However, there is a need for large-scale studies to identify the underlying

genes and associated expression patterns in aging and Alzheimer’s disease. Since human

brain samples can only be collected in a post-mortem manner and at irregular periods, most

tissue samples are missing the time of death labels. New advanced data science techniques

are needed to impute a time of death for each sample accurately. This critical labeling can

be an initial step towards revealing rhythmic patterns that might be correlated with aging

and Alzheimer’s disease. We used the denoising autoencoder (DAE) model to transform

post-mortem gene expression data into a more compact representation. We then used

the trained encoded representations to predict the time of death in a binary (day/night)

classification task. Our high-performance results ascertain the time of death inference,

which can be used to create more labeled samples. Having more large labeled samples

opens tremendous opportunities to study the changes in oscillatory gene expression and

identify gene correlations with aging and Alzheimer’s disease.

5.2 Materials and Methods

5.2.1 Data Collection and Pre-Processing

We collected human brain samples from the largest cohort of time-of-death (TOD) labeled

gene expression data [31]. There are 420 overall samples of 210 individuals. However, only
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147 individual samples have associated TOD labels (294 total samples).

There is a variety in terms of age and phase shift clear from the distribution of the

samples (Figure 5.1 A), which needs to be considered when training a classification model.

This implies that a machine learning model needs to be selected that is robust to the

di↵erences in the data.

Moreover, the density of sampled time points varies significantly, and the samples are

non-uniform in time of death (Figure 5.1 B). Therefore, as an initial step, we made a binary

label for each sample: TOD ranges from ZT0 to ZT12 labeled as “day,” and TOD ranges

from ZT12 to ZT24 labeled as “night.” There are 173 samples with TOD set as day, and

there are 121 samples with TOD set as night. We further split the data into train and

test for the binary classification task. The test contains 10% of the data, and the rest was

considered as training.
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Figure 5.1: This figure represents the Meta-data analysis of the gene expression data and
time-of-death data distribution.

5.2.2 Dimensionality Reduction using Denoising Auto Encoder

We used autoencoder (AE) [13] o reduce the dimension of the gene expression data. This

step is essential for the TOD classification task since there is a dimensionality curse asso-

ciated with the gene expression data. In other words, the number of genes (features) is

more than the number of samples; this makes the data challenging for the classification

task. AE can reduce the dimension of the data while preserving the vital information by

reconstructing the input data in the training phase. AE captures the non-linearity infor-

mation while transforming data into lower-dimensional representation. The main goal of
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the AE model is to learn reduced dimension features and still be able to reconstruct the

input with the low re-construction error. In a high-performance AE model, the encoded

data is very similar to the original sample data.

Moreover, to overcome the intrinsic age-bias of the data, we used a denoising strategy

[172]. By introducing noise to the input data, the learned AE is capable of capturing

meaningful patterns and ignoring any biases associated with the samples.

As an unsupervised pre-training step, we incorporated all of the samples (labeled/unlabeled)

to learn more accurate encoded representation. We also generated additional augmented

data for pre-training purposes using synthetic minority over-sampling technique (SMOTE)

[30]. We further performed supervised fine-tuning using the labeled data. The final en-

coded representation was extracted for binary classification of the TOD of the human brain

samples.

5.2.3 Time-Of-Death Classification using Low Dimensional Represen-

tation

As discussed, we inferred TOD as a binary classification. In order to make the most

out of the available samples, we performed a leave-one-out (LOO) [81] assessment for the

classification task. A support vector machine (SVM) [37] with radial basis kernel function

(RBF) [29] was applied for the night/day binary classification using the learned lower-

dimensional representations of DAE.

5.3 Results and Discussion

5.3.1 Dimensionality Reduction and Denosing Representation

We trained an unsupervised denoising autoencoder (DAE) model to extract a lower rep-

resentation of the gene expression data of the human brain. The ideal lower-dimensional

features are the set that causes minimum re-construction error in the DAE model archi-

tecture. We selected the lower representation of size 300 after tuning this parameter with

di↵erent values (100, 200, 300, and 500).

Moreover, having larger data size along with synthetic samples, helped our network to

have a lower re-constructing error and better generalization.
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Figure 5.2: t-SNE plots are visualizing gene expression data. A. The t-SNE representation
of the unprocessed gene expression data, color-coded by TOD. B. The t-SNE plot for the
reduced-dimensional of the gene expression data, which shows greater separation when
color-coded by TOD.

5.3.2 Time-Of-Death Classification Results

We performed a binary classification on the samples to impute TOD (day/night) using

the kernel SVM machine learning model. We were able to achieve 95.5% accuracy using

the LOO cross-validation approach. The high performance of the classification a�rms

that DAE was able to encode meaningful features of the data that could benefit the TOD

inference.

Widespread phase changes exist during aging in flies’ studies [85]. Therefore, we antic-

ipate that the age-dependent classification model could be useful for TOD inference. We

tried two additional age-specific classification tasks. First, we trained the SVM model on

old samples (greater than 35 years old) and tested on the younger samples. This number
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is selected based on the age gap in the distribution of the data (Figure 5.1 A). The total

samples of 44 were used as a test set. Next, we used young samples for training and old

samples for tests. The samples greater than 80 years old were considered as old in this task

based on the data distribution. There are only four samples in this category that the SVM

model can correctly classify them. The result of age-specific TOP classification is shown

in Table 5.1.

The results a�rm further validation that our encoded features are robust to noise and

the age-bias of the samples.

Table 5.1: TOD classification results using two approaches: 1) train on the old samples
and test on the young population. 2) train on the young samples and test on the old
population.

Test Set Accuracy Sensitivity Specificity Precision F1-Score

Young Samples 95.45 93.75 100.00 100.00 96.77
Old Samples 100.00 100.00 100.00 100.00 100.00

Figure 5.3: t-SNE plot of DAE-features, color-coded by the age of the individuals reveals
the age stratification.

5.3.3 Interpretation of Reduced Representation

To interpret the learned feature set and to further confirm the validity of the DAE tech-

nique, we compared the feature set of the original data with that of the newly generated

data in 2-dimension t-SNE representation [102] (Figure 5.2). This comparison depicts the

strength of the DAE method and also assists us to observe the distinction between TODs.



59

The t-SNE representation of the encoded features also explains the high performance of the

classification task. There are some areas in the plot that are not linearly separable; how-

ever, the RBF kernel could benefit when transforming the samples to a higher dimension

space.

Besides, we observed some amount of age stratification when the age-based t-SNPE rep-

resentation was used. We hypothesize that there exist considerable di↵erences for di↵erent

ages that may correspond to the up-regulated genes.

5.4 Summary and Conclusion

The inference of TOD in gene expression data opens an excellent possibility to investigate

the pathways and functional annotations associated with aging and Alzheimer’s disease.

This step is critical as the existing samples are untimed since they are sampled at random

time points.

We used DAE methodology along with the SVM model to first extract the compact

representation of the post-mortem human brain gene expression samples and then infer

the day/night of death through a binary classification task. We further interpreted the

learned representation of the DAE by comparing it to the original samples using t-SNE

plots. The comparison showed that, in fact, lower-dimensional representations, learned by

the autoencoder, could separate the day/night of death despite the noise and age-biases of

the data a�rming the robustness and generalization of the DAE model. We also observed

that the new compact features have some age-stratification that may be because there exist

significant variations for di↵erent ages. This step needs to be further investigated to figure

out potential connections to the up-regulated genes.

Future work is required to identify the genes that played an important role and assisted

autoencoder to drive the lower compact representations. This interpretability step is pos-

sible by analyzing the weights of the autoencoder model. The genes identified in this step

can be used to analyze the biological function by investigating their statistical enrichment

of Gene Ontology (GO) terms.
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Chapter 6: Interpretation of the Rules Learned by a Deep

Convolutional Neural Network to Recognize Core Promoters

6.1 Introduction

During transcription, DNA is copied into RNA by RNA polymerase and a multitude of

transcription factors, collectively known as the transcription initiation complex. Transcrip-

tion factors guide RNA polymerase to the site of transcription initiation by binding to key

motifs in the DNA sequence, including the core promoter. Core promoter elements, which

are sequence features located within the core promoter, contribute to the regulation of

transcription initiation. Core promoters include the 50 end of genes and contain transcrip-

tion start sites (TSS). Typically, these elements are binding sites that are recognized by

the molecular complex transcription factor IID (TFIID). Formation of the transcription

initiation complex is essential for development and survival in eukaryotic organisms [24].

Core promoters have been studied computationally using position-specific scoring ma-

trices (PSSMs) [73] and sequence similarities comparison [182], as well as traditional ma-

chine learning techniques such as decision tree [42], support vector machines (SVM) [11],

hidden markov model (HMM) [119], and nearest neighbor search [53] with pre-defined

promoter-specific features. While these methods have been successful for identifying several

core promoter elements and annotating TSSs, several challenges remain. First, integrative

databases of human promoter sequences compute the frequency of occurrence of the TATA

box to be around 10 % [183], while other studies vary considerably between 11 % [80] and

17 % [72]. These studies are lower than expected given the prominent role of the TATA

box in models of core promoters, and the variability between estimates suggests new ap-

proaches are needed to count their occurrence. Furthermore, while studies have shown that

deep CNNs are capable of accurately identifying TSS locations [152, 167, 128, 168], have

not been characterized. The learned weights could provide insight into which sequence

patterns are used by the network to locate TSS positions and to improve characterization

of the motifs. The remaining challenge is to develop methods to better understand the

reasoning behind the decision-making process.

The challenge of model interpretability demands intelligent systems that can both un-
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cover new core promoter motifs and provide insight into the process of identifying core

promoter motifs. In this paper, we present DeepTSS, a deep CNN capable of distinguish-

ing core promoter sequences from other random genomic regions, while focusing on two

main goals: improving training strategies and model interpretation. We improved training

strategies by addressing class-imbalance due to non-TSS regions greatly outnumbering TSS

regions, and used adversarial strategies to improve the detection of sequence patterns. We

investigated beyond what has been done previously to interpret the model by analyzing

the deeper layers of the network to observe their relationships and discover new meaningful

patterns.

6.2 Materials and Methods

The goal of this work is to improve performance and interpetability of deep learning ap-

proaches for core promoter detection. In order to achieve high performance of the model,

we need to collect and process the appropriate data for training and validating the model.

Moreover, we utilize various training strategies to improve model generalizability and to de-

tect meaningful and complex biological patterns. Finally, we analyze filters and weights be-

tween convolutional layers to discover important factors leading to model decision-making.

6.2.1 Classification Task

We performed binary classification of DNA sequences of length 251 bp with a defined span

of -200 to +50 relative to the TSS. Our trained model performs this classification task exclu-

sively from input DNA sequences without incorporating pre-defined features. We converted

each DNA sequence to a one-hot encoded representation, allowing for visualization of DNA

sequence patterns in a 2D image-like format (Figure 6.1). A deep CNN classification model

identifies patterns through filter activation and integrates them in higher layers of the net-

work. CNNs have a powerful architecture for 2D image classification and object detection

[84], and also perform well with analogous 1D sequence classification and motif detection

tasks. The architecture of the implemented CNN model is illustrated in Figure 6.1.
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Figure 6.1: Architecture of the convolutional neural network (CNN) model used to train
our TSS classification tool. The input sequences are converted into one-hot encoding
representation and then are input to the first convolution layer. Our model features three
layers of convolution followed by a max pooling layer. The network ends with a fully
connected layer and a sigmoid activation function to produce the binary classification
prediction.

6.2.2 Data set and data pre-processing

We performed model training and evaluations on the data set from FANTOM5 [117], which

includes experimental data from Cap Analysis Gene Expression (CAGE)[159], mapping

active promoter regions in mammalian primary cell lines.

Each tag in the CAGE data has an associated enrichment score representing read counts

[97]. We filtered the CAGE data based on score in order to collect a higher- confidence set

of promoters. We set the threshold to 500 to remove low-coverage TSS regions based on

the empirical score distribution (Figure 6.2A). This pre-processing step resulted in 132, 714

promoter sequences. To evaluate the power of our model without chromosome-level bias,

we set aside an entire chromosome for testing and performed training and validations on the

remaining chromosomes. Using the held-out chromosome allows us to evaluate promoter

sequences on this chromosome from other data resources. Previous research demonstrated

that this technique is a proper approach to evaluate the model when dealing with cross-

chromosome data [143]. We set aside chromosome 21 as a test set similar to [78] and then

used a random 10% of the sequences from the remaining chromosomes for validation. The
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remaining sequences served as a training set for both positive and negative samples. This

validation set is used to compare all of the following training steps.

To assess the generalizability of our model, additional tests were performed using two

di↵erent databases. The eukaryotic promoter database (EPD) [46, 122] is a database

containing experimentally-validated promoters. Additionally, gene locations were obtained

from Washington University St. Louis epigenome browser (WUSTL)[188]. In order to

maintain the consistency of our methodology, we tested the final CNN using chromosome

21 from each of these resources.

6.2.3 Training Strategies

Our training strategies accomplished two main goals. First, we improved the discovery and

identification of meaningful biological sequence patterns in promoter sequences. Improved

motif detection could help biologists understand the sequence-specific rules that direct the

transcriptional machinery. Second, we addressed the large discrepancy between the number

of genomic regions overlapping a TSS compared to those without a TSS.

6.2.3.1 Using random genomics sequences as negative samples

There are many more non-promoter regions than promoter regions in the human genome.

In order to have a negative set to train the CNN model, we randomly selected non-promoter

sequences proportionally to our promoter sequences. We also sampled negative sequences

from each chromosomes in proportion to the number of positive promoter sequences to

attain a more-balanced data set for training and testing. We then set aside 10 % of the

data for validation.

6.2.3.2 Using k-shu✏ed adversarial data as negative samples

Because of the diverse composition of non-promoter sequences, sampling a small set of

non-promoters for training results in weaker generalization over unseen negative data. We

addressed imbalance in the negative set by generating adversarial negative samples with

the k-shu✏ing algorithm [71] while maintaining the number of each k-mer in the positive

set. The higher the k, the more similar the negative sample is to the positive one, and

therefore more challenging to the CNN network. At the same time, the ubiquity of simple
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Figure 6.2: A. Distribution of the CAGE tag scores. Larger tag scores indicate higher
confidence in the data. We selected a threshold of 500, based on this histogram, to obtain
a more refined set for training our convolutional neural network (CNN). B. The area under
the curve (AUC) of the CNN model for di↵erent negative samples (k-shu✏ed) is shown
across three datasets. For all three cases, k=6 is challenging but has the least a↵ect on
the prediction performance, which makes it a good candidate for generating adversarial
negative samples.
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sequence features, including GC-content and dinucleotide frequencies, between positive and

adversarial negative sequences forces the model to learn more complex sequence features.

This strategy was first introduced in [35] for CNN-based prediction of enhancer se-

quences. The authors demonstrated that the new set of negative examples used for pre-

training forced the model to pay attention to larger and more complex patterns in sequences

rather than short, low complexity motifs. We utilized the same training strategy in identi-

fication of TSS-containing sequences. Our goal was to attain better generalization of TSS

identification and also to challenge the model to learn complex motifs.

We selected the value for k by comparing prediction performance of models trained on

generated adversarial negative samples derived from the three available promoter resources.

All three models were validated with the same set to provide consistency in picking the

right value for k. The AUC values for tuning the value of k during validation are shown

in Figure 6.2B for each data set. We selected the value of k = 6, which has the highest

performance.

6.2.3.3 Using both k-shu✏ed sequences and random genomics se-

quences

An additional training strategy consists of using unbalanced data for training the CNN

model. In [78], the authors proposed a new training strategy that included X-fold more

negative than positive samples where X was set to intervals from 1 to 100. They showed

that this training technique reduced false positives when validated with a held-out test set.

However, even though the model detected non-promoter regions accurately, TSS prediction

was not demonstrated. A combination of k-shu✏ed and random genomic sequences in

the negative set could help to reduce false positive predictions and improve detection of

meaningful learned patterns.

6.2.3.4 Using k-shu✏ed adversarial data to pre-train the convolu-

tional filters

To improve the performance of the model and improve motif detection during training, we

implemented an approach that was similar to one used in the enhancer identification task

[35]. First, we trained the CNN model using the k-shu✏ed adversarial negative samples
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(k = 6) and further used the pre-trained convolutional filters to train a new model using

random negative samples. We basically, planted pre-trained CNN filters in the new model in

order to achieve a better initialization for the training and hence more accurate prediction.

Moreover, this strategy forces the model to learn more significant motifs that further assists

in model interpretation.

The comparison of information content and sequence complexity of filters in CNN

with di↵erent training strategies are shown in Figure 6.3. This analogy validates the fact

that negative adversarial k-shu✏ed samples assist the model to learn more complex motifs

(filters).
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Figure 6.3: Comparison of Information content and sequence complexity across di↵erent
training strategies.

6.2.3.5 Model Parameter Tuning

we tuned the parameters for the neural network in order to improve classification perfor-

mance using Hyperas [125], a keras adapted wrapper around Hyperopt [17], that utilizes

Baysian hyperparameter search [151]. We sampled over a range of hyperparameter values

for the convolution kernel size, number of kernels, pooling map size, hidden units, and

dropout rates. We applied hyperparameter search on 10 di↵erent runs and selected the top

3 models with the highest overall mean. To further choose the best model, we performed

an additional 10 training replicates on the top 3 hyperparameter combinations. Figure D.1

and D.2 illustrate the AUC of these replicates over the di↵erent models.
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6.2.3.6 Model Interpretability

There are complex patterns around the TSS that help with the activation of gene tran-

scription. To identify these biologically meaningful elements, we need to dive deep into

the convolutional neural network and its learned parameters. The aim of this section is to

understand the logic behind the convolutional neural network and essentially discover the

learned features that helped with precisely identifying the TSS locations in sequences.

Before moving forward with methods to discover new patterns from the CNN model,

we need to define several terms that are necessary to consider in finding motifs.

Positional Weight Matrix. To discover a motif in a subset of sequences, first the

frequency of each nucleotide over all the samples is captured in each position, which is

simply called position frequency matrix (PFM). A position probability matrix (PPM) is

then formed by normalizing the frequencies with total number of sequences

Mb,i =
1

N

NX

j=1

I(Xj,i = b) (6.1)

where N is the total number of sequences; i 2 1, 2, ..., k, b refers to each base pair

(A,C,G, or T); and I is an indicator function. Later, the elements of PWM are calculated

as log likelihood of the PPM, which is a general representation of a motif. The PWMs

can also be graphically represented using WebLogo tool [39]. In a CNN network, each

convolutional filter of the initial layer is believed to be a positional weight matrix (PWM)

[157] that are optimized as part of the training to identify relevant patterns in sequences.

Sequence Complexity. Deep learning models can learn complex structures and patterns

from the data itself. Motif complexity can be considered to evaluate the extracted patterns

from the trained network. The complexity of a motif sequence using the Wootton-Federhen

calculation [178] is defined as follows:

CWF =
1

k
log4(

k!

nA!nC !nG!nT !
) (6.2)

where k is the number of nucleotides in the sequence.

Motif Information Content. The information content of a motif explains how well

the motif is defined compare to the probability of each nucleotide in the whole genome,
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which is referred to as background model. The information content is calculated as follows:

IC = �
X

b,i

pb log2(pb) +
X

b,i

fbi log2(fib) (6.3)

where pb refers to the background model.

Changes in Score. This value represents the variation of the performance when changing

specific weights or an input sequence. Here, the sum squared error calculation is used as

the change in score:

SSE =
nX

i

(Smodel � Sinit)
2 (6.4)

where n is the total number of sequences we consider in this calculation and S refers to

the score of the model before going into the sigmoid function.

The main purpose of our model interpretation task is to extract and evaluate a set of

motifs from the CNN network that potentially have high complexity, information content,

and changes in score, which leads us to validate the accountability of the model with an

existing motifs and plausibly identify new biologically meaningful motifs.

We further utilized a model interpretability technique that identifies the patterns learned

by the model in a backward manner. Using this technique, we can observe the e↵ect of

each layer on the input or any other intermediate layers through a method called saliency

map [148]. The basic idea behind saliency map is to assume that the prediction model S

is di↵erentiable with input x 2 R4⇥`. The variable x refers to a one-hot encoding DNA

sequence of length `. Consider the Taylor series expansion of the score S(x) around the

term xbi of the matrix x,

S(x) = S(x(0)) +
@S

@xbi

����
x
(0)
bi

(xbi � x(0)bi ) + ...

= S(x(0)) +
@S

@xbi

����
x
(0)
bi

xbi �
@S

@xbi

����
x
(0)
bi

x(0)bi + ...

(6.5)

Due to the non-linearity of the deep learning models, we cannot directly estimate the
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influence of each nucleotide in the input sequence on the S. However, for each point in x

we can approximate the S(x) around a sample sequence x(0) using the first-order Taylor

expansion:

S(x) ⇡
@S

@xbi

����
x
(0)
bi

xbi + c (6.6)

where c = S(x(0))�
@S

@xbi

����
x
(0)
bi

x(0)bi is a constant. The saliency map, µ is then calculated

as the gradient of S(x) with respect to variables of the input sequence x at the point x(0)

µbi =
@S

@xbi

����
x
(0)
bi

(6.7)

The terms of this matrix µbi explain the behaviour of the model relative to a particular

base b at position i of the input sequence. Larger gradient values determine the area of

input that has highest impact on S(x) if changed, therefore more significant.

The results of our model interpretability will be discussed in details in the next section.

6.3 Results and Discussion

We trained multiple models using di↵erent training strategies, performed validation using

our unique validation set, and tested on the held-out human chromosome 21.

6.3.1 Results on Validation Set

In order to compare our results from di↵erent training strategies, we set aside 10% of both

positive and negative samples as a validation set. The negative samples were taken from

random genomic regions. The results are shown in table 6.1.

6.3.2 Results on Test Set

To further validate our model performance, we used a held-out set with TSS-containing

sequences and random genomic sequences from chromosome 21. By setting aside one

chromosome as a test set, we were able to validate the generalizability of our model at the

genome-wide level. The results of testing on chromosome 21 are shown in table 6.2.
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Table 6.1: Model performance on the validation set using CAGE data. This table depicts
the average validation performance over 10 di↵erent runs using di↵erent training strategies.

Training
Strategy

Accuracy Sensitivity Specificity Precision AUC F1-
Score

Random
Negative

92.71 92.34 93.07 93.03 97.89 92.68

K-Shu✏ed
Negative

85.61 90.03 81.19 82.74 93.54 86.22

K-Shu✏ed
+ Random
Negative

89.99 88.17 91.82 91.52 96.37 89.81

K-Shu✏ed
Planted
Filters

93.02 92.59 93.44 93.39 97.99 92.99

Table 6.2: Model performance on held-out test set from chromosome 21 over three data
sources. This table demonstrates the performance of the CNN model using human chro-
mosome 21 in CAGE, EPD, and WUSTL datasets.

Test Set Accuracy Sensitivity Specificity Precision AUC F1-Score

CAGE 91.93 92.14 91.71 91.74 97.63 91.94
EPD 91.56 89.29 93.83 93.54 97.02 91.36
WUSTL 86.81 90.08 83.54 84.55 93.44 87.23

6.3.3 Biological interpretation

Two di↵erent approaches are proposed for interpreting the deep CNN model: (I) investigate

and better understand the impact of each layer on the output. We are also interested in

understanding how di↵erent filters act together to make an impact on the prediction; (II)

perform a backward pass analysis, which involves taking the gradient of the prediction score

with respect to the original sequence. This provides information about how the output

value changes with respect to a small change in the input, and represents the important

region of the sequence that contributed to accurate prediction. Additional details about

each proposed method are provided further in the following sub-sections.
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6.3.3.1 Model Interpretability Using Forward Pass

The initial step towards model interpretability in our CNN model involved analysing the

filters and the weights of the initial convolutional layer. We employed di↵erent techniques

to extract the patterns learned by the network and to understand the correlation between

filter pairs.

Filter Analysis. The weights of the initial convolutional layer correspond to position

weight matrices. We took a similar empirical approach as presented in [129] to identify the

motifs associated with each filter in the CNN. We first found the activation of each filter

by scanning over all positive samples in each position and then filtering out the ones that

had positive maximum activation at each position. For each filter, all positions with maxi-

mum activation were aggregated. This method is stringent and may exclude less frequently

occurring motifs since it only considers maximum activation and discards the rest. The

purpose of this step is to understand the enrichment of motifs in TSS-containing samples,

and to aid in motif discovery. We accumulated the chunk of sequences starting at the

maximum position up to the size of the filter and built a position frequency matrix (PFM),

representing it visually as a motif logo.

Pairwise Filter Analysis. We also analyzed the maximum activation in a pair of

filters in the initial layer of CNN. As shown in figures 6.4 A and B, we identified pairs of

filters within a close distance that together contributed to a longer, meaningful initiator

and TATA motif. The initiator motif captured by this analysis is almost identical to the

motif consensus found in [66] (BBCA+1BW).

Filters Influence. To analyze the influence of each filter in the CNN model, we

adopted a similar approach to [75], where we nullified each filter individually and calculated

the sum of squared changes in the output score of the model. As part of the same analysis,

we captured the information for each filter using equation 6.3. We also color-coded each

filter by the degree of its complexity using the Wootton-Federhen calculation 6.2. Our

analysis in human CAGE data is illustrated in Figure 6.5.

This analysis led to several di↵erent observations. First, the highly influential filters

(motifs) have higher GC content. This observation indicates that promoter sequences in
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Figure 6.4: Pairwise analysis of filters in the initial layer of the CNN model. We identified
pairs of filters that together generated a longer and more complex biological motif. A. By
looking at the position histogram for every pair of filters in the first later, we discovered
four filters that contributed to an initiator motif. B. Similarly, paired TATA-containing
filters were identified using pairwise analysis technique.

general are GC rich [2] and are therefore more influential on the network when nullified.

Second, the initiator motifs have less influence over the model when nullified but have

higher information content and complexity. This is due to the fact that there are various

initiator-like filters in the CNN that may not be influential individually but in combination

have higher impact. We also identified TATA-like filters that have low influence on the

model performance when nullified.

Filter Cross-Correlations. We calculated the cross-correlation between every pair of

filters in the first layer to measure their similarities and understand their relationships in the

network. We first looked at the overall cross-correlation values over all pairs of filters using

all CAGE core promoter sequences. Meaning, we only considered the distance between the

correlated pairs and ignored their position. We calculated the normalized cross-correlation

values considering distances in range [�5, 5] between each pair. This approach helped us to

identify highly correlated filters while ignoring their positional biases. We further selected

highly correlated filters based on a heuristic threshold of 0.93 and illustrated their linkage
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Figure 6.5: Influence of each filter in the initial convolutional layer is captured in human
promoter sequences. The scatter plot of information content versus the influence (sum
of squares error (SSE)) for each filter in the CNN model was further color-coded with
Wootton-Federhen complexity value to capture the sequence complexity. We specifically
investigated motifs with high information content and high complexity for which nullifica-
tion a↵ected the prediction model.

using directed graphs (Figure 6.6). The distance separating filters is also shown in the

graph representation. We made several observations while analyzing the linkage graphs:

• The large linkage network on the left of the figure 6.6 depicts the highly correlated

GC-containing filters and it is most likely due to the fact that the core promoter

sequences are GC-rich by nature. The network also expands to a more T-rich region

as we follow the graph to the right. We hypothesis that the filters in this network

co-activate to create a larger pattern and possibly an SP1 binding site since it is an

enriched motif in human core promoters [183].

• We also observed that the initiator filters 32 and 94 are highly correlated. We previ-
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Figure 6.6: The linkage of highly correlated filters of the first convolutional layer are
depicted as directed graphs.

ously identified these two initiator-like filters in the pairwise analysis study (Figure

6.4 A).

• We also analyzed the positional frequencies of filters 70 and 36 in the network. We

observed that the positions of these filters are enriched near the TSS and together

are part of the TCT motif’s core (YCTTTY) in human promoters (Figure 6.7 A)

[120].

• Another observation is the C-rich pattern of filters 80 and 1. Looking at their position

histogram, we discovered that these filters are enriched upstream of the TSS. To the

best of our knowledge, there is no study illustrating such a pattern in core promoter

sequences. We hypothesize that the CNN learned a novel pattern based on the core

promoter sequences, which warrants further analysis and validation.

We also calculated the position-based cross-correlation between pairs of filters. Simi-

lar to the previous calculation, we considered the range of distances [�5, 5] between pairs
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Figure 6.7: Motif-finding through filter correlation analysis. A. A TCT initiator motif was
identified while investigating the linkage of highly correlated filters. B. We identified a
T-rich region upstream of the initiators by analyzing the pairwise correlation of the filters.

of filters while also taking their sequence position into the account. We found a set of

initiator-like filters that were highly correlated near the TSS. Supporting table D.1 repre-

sents the top 10 highly correlated initiator-like filters. Similarly, we detected TATA-like

filters while examining highly correlated filters located 25 to 35 bp upstream of the TSS

(Supporting Table D.2). Among the identified TATA filters, filter three had the highest

positional bias in the TATA-containing region and showed a strong signal for being a TATA

motif. This strong TATA filter was activated in 8.65% sequences of CAGE core promoter

data in the 25 to 35 bp upstream of the TSS. We also performed the same calculation

using the EPD core promoter sequences and identified around 10.99% of sequences with

this pattern. This observation is in accord with previous research showing that 10% of

sequences contain the canonical TATA box [183]. Moreover, other studies discovered that

around 24% of sequences in human core promoters have TATA-like patterns that cannot be

unambiguously identified due to their diversity. However, with the CNN model and proper

interpretation approaches, we identified TATA-like filters that allowed for the discovery of

TATA-like biological patterns and sequences. We concluded that 26.73% and 28.70% of

unique sequences from CAGE and EPD core promoters were activated by our TATA filters

in table D.2 around the TATA region (25 to 35 upstream of the TSS).

Additionally, we identified a novel, T-rich pattern upstream of the TSS. Figure 6.7B

depicts sets of filters that together show a strong T-rich region upstream of the initiator.

This pattern was previously identified in yeast core promoter sequences [99]. Future in-
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vestigation and biological experiments are needed to validate this novel pattern in human

core promoter sequences.

6.3.4 Model Interpretability Using Backward Pass

As a second step toward model interpretability we applied a saliency map technique. There

are several research papers about genomics-related problems that used saliency maps to

understand the relationship between the output of the model with respect to the input

[87, 82, 167, 78]. However, to the best of our knowledge no research has been published on

identifying core promoter motifs using saliency maps. Our application of the saliency map

technique is explained in more detail below:

Impact of Output Layer to Input Sequence. The saliency map assisted in dis-

covering the a↵ect of the model prediction score on each input sequence and identifying

the important regions. We calculated the saliency maps from the output layer to each

TSS-containing sequence in the CAGE data-set to observe the area that the CNN model

mostly focused on. The average saliency values over all sequences in the set is captured

in Figure 6.8. There is a strong enrichment around the initiator, which demonstrates that

CNN learned the exact TSS region. The maximum average saliency values is right at the

TSS location which depicts an enrichment for A nucleotide. The TATA region is notice-

able around 25 to 35 bp upstream of the initiator where shows that C and G are depleted

in that region (blue color regions in TATA-region). Another observation is the depletion

of A and T right after the downstream of TATA-box which deserves a further analysis.

There are also some strong patterns downstream of the initiator which requires further

evaluation. We applied the same analysis on di↵erent sets of EPD sequences: one set only

contains initiators and another set that contains only TATA box (Figure D.3 A and B).

Similar to CAGE data set, there is a strong enrichment near the transcription start site.

However, there is also a strong enrichment in the TATA-box region. This analysis fur-

ther validate that saliency technique can decipher important patterns that the CNN model

learned during the training to detect core promoters.

Impact of Intermediate Convolutional Layers to Input Layer. We also calcu-

lated the saliency maps of deeper layers with respect to the input data. The feasibility

and application of this approach is depicted in a natural language task [56, 57] for model

interpretability. Recent publications in genomics, are mainly focused on the relationship

between the model score to the input. It is more valuable to study the impact of each
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Figure 6.8: Average Saliency maps representation in CAGE data. The region around the
initiator shows a strong pattern of initiator motif along with the maximum average absolute
values. The TATA region has also strong maps.

layer or more specifically the impact of each convolutional filters on the input. To show

the e↵ect of each layer on the input sequence, we selected a TATA-containing promoter

from EPD dataset and captured the saliency maps of each layer. As it is shown in Figure

6.9, each convolutional layer contributes toward identifying certain patterns that together

direct the network to identify TATA region. We also noticed that the saliency patterns

captured from convolutional layer one is very similar to the input sequence, which a�rms

that it is responsible to capture the simple patterns from the input sequence. However, as

presented in the figure the layer 2 triggers TATA region of the sequence. We hypothesize

that the second layer is responsible to connect the patterns learned by layer one. As we

go deeper in the model, the unimportant regions are depleted and important patterns are

highlighted with higher saliency values (either in positive or negative direction). These

steps of the saliency vividly depicts that deeper layer of the network are responsible to

amplify important aspect of the input. It also represents that the deeper layers are more

robust to the variation of the input data.

To further understand the functionality of di↵erent layers in our CNN model, we iden-

tified motifs with strong enrichment in our promoters set from JASPAR [139] database

using fimo [60] algorithm under the meme suite software toolkit [12]. We selected an ex-

ample (KLF16) motif that showed high enrichment 50 bp upstream of the TSS in promoter

sequences (Figure 6.10 A). We then calculated the saliency maps of second layer convo-

lution to these positive sequences. We observed that one filter shows enrichment around

50 bp upstream of the TSS. The extracted gradient values for that filter were normally

distributed (data is not shown). We then detected the positions, which had significant

gradient values using the false discovery rate (FDR) cuto↵ of 1e � 4 . The frequencies of

these significant values were captured with respect to the position of the input sequence
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Figure 6.9: Saliency maps on a TATA-containing sequence from EPD database. The e↵ect
of each convolutional layer on the input data is captured through saliency map technique.
These steps represents deeper layers of CNN are responsible to connect the patters from
the initial layers.

(Figure 6.10B). Interestingly, we observed the similar positional trend and enrichment in

�50 of the TSS. The result suggest that, we further can incorporate this technique to iden-

tify important filters with high enrichment that most likely contribute toward meaningful

biological patterns.

Interpreting Mutually dependent Filters in Higher level Convolution Layers.

In spite that the first layer of convolution captures simple patterns in the data, the second

layer and third layers are responsible to extract the relationship between low level features

that captured by the initial layer. In particular, we investigated the connection between

the first layer of convolution and the second one. We centred our analysis around the

initiator and TATA sequences to perceive the e↵ect of second layer in the CNN model. We

calculated the saliency values of the second layer convolution with respect to the lower level

filters and discern pairs of filters that contributed most in this map across initiator and

TATA-containing samples downloaded from EPD database. The average saliency values

along with the maximum positional and filter plots are captured in Figure 6.11 and Figure

D.4. Using this method, we could identify more initiator and TATA-like filters that together

aid in accurate TSS detection.
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on the KLF16 distribution in our positive set, we expected to see the same trend when
looking at the most significant gradient values of the convolutional layers with respect to
input sequences.

An interesting observation is that some of the previously found initiator filters (94,

49,and 60) were not highly activated in analyzing the EPD initiator sequences, which

suggests the initiator motifs in the EPD are not C-rich in the 3 bp downstream of the TSS.

Further analysis needs to be done to validate this point.

6.4 Summary and Conclusions

In this work, we presented a high performance CNN model for identifying TSSs in human

core promoter sequences. We trained our TSS-detection network using a variety of strate-

gies for the purpose of extracting motifs with high information content and complexity.

We challenged the CNN model by incorporating adversarial k-shu✏ed promoter sequences

as a negative set. The k-shu✏ing strategy maintains the nucleotide composition of the

TSS-containing sequences, forcing the CNN model to learn patterns that are more com-

plex. This pre-training step was fine-tuned subsequently using random negative sequences

from the human genome. After implementing this training strategy, we built an accurate

deep learning model to detect core promoters that we tested on a held-out set from chro-

mosome 21 from three di↵erent promoter databases (CAGE, EPD, and WUSTL). Then,
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Figure 6.11: The saliency maps of layer 2 convolutional neural network on the first layer
convolutional network. This plot represents the e↵ect of second layer on the first layer
using the saliency map techniques. The data used in this analysis is initiator sequences
from EPD database.

we developed a series of novel interpretability approaches that assisted in deciphering new

biological patterns within core promoter sequences and identifying known motifs.

We took two main steps towards network interpretability that can be applied to similar

problems:

First, we analyzed the weights and filters learned by the CNN model in a forward

manner. We studied the e↵ect of filters learned by the initial layer on the output prediction

score. We also identified filters correlated with accurate prediction of initiator and TATA-

containing sequences. In addition, we discovered new biological patterns that deserve

further computational and in vivo analysis. Additional steps include applying the same

analysis to other species to determine whether the discovered biological pattern occur in

other species as well.

Second, we used saliency maps to examine the influence of the first layer of the CNN

model, as well as deeper layers of input. Using this approach, we studied the role of each

convolutional layer as well as their e↵ect on the input and the initial layer of the CNN
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network. We can further study each convolutional layer in the network by summing over

the gradients with respect to the input data across di↵erent samples. This method provides

insight into the functionality of each layer in the complex deep learning model. Another

approach involves taking the gradient of each filter in the convolutional layer with respect

to the input. This method captures the contribution of each filter towards recognizing core

promoter sequences. The goal is then to identify complex meaningful motifs from analyzing

the positions of k-mers across samples.

The future direction of this work revolves around interpretability of the deeper layers of

the network. Despite developing several novel techniques for explaining the higher layers of

the network, there are opportunities remaining for understanding how the network identifies

complex patterns of promoter sequences.
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Chapter 7: Conclusions

7.1 Summary

In this thesis, we mainly focused on ML and DL methods and their applications in biology

and genomics. Our main goal was to introduce novel methodologies to not only solve a

specific problem with high performance but broaden the possibilities for discovering new

patterns in biological sequences. Advances in ML techniques have introduced tremendous

opportunities for deepening our scientific knowledge. However, understanding how a model

learns features and patterns is an open area of research. Although model interpretability

is an essential part of understanding intelligence systems, it is usually ignored due to the

complexity of the model. There is a need to introduce new approaches and methodologies

for explaining and interpreting the results in order to gain the trust of end-users of the ML

predictive models. Model interpretability can further help us as data scientists to validate

ML models, identify and evaluate errors, and take actions to improve.

In this thesis, we looked at model interpretability from three di↵erent angles.

1. We first looked at model interpretability as a way to understand the data and its

underlying patterns. We developed a method to annotate RNA secondary structures

automatically, wherein we could explore patterns and specifications of di↵erent RNA

structure types. Our annotation approach culminated in the creation of a large,

integrated meta-database of RNA secondary structures obtained from seven di↵erent

data resources, known as bpRNA. Along with secondary structure, bpRNA contains

detailed base-pairing information and annotations for each RNA molecule, providing

tremendous opportunities for several applications. The dataset generated by bpRNA

contains over 100, 000 RNA structures, benefiting the training of ML models on

RNA-related problems.

2. We then achieved interpretability as we built a model for detecting pseudoknots in

RNA secondary structures. We introduced novel features specific to RNA pseudo-

knot structures and trained a rule-based ML model to classify pseudoknot-containing
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sequences from other RNA sequences. We captured the importance of features by

investigating the rules learned by the model during training.

3. Model interpretability in DL models is more critical than ML models since DL models

are highly complex by nature and do not accept pre-defined features. Understanding

the decision-making process underlying DL models, including identifying patterns

and features learned by the model, is an open area of research. With this in mind,

we explored di↵erent DL applications and developed novel interpretability techniques

specific to each problem.

• We implemented a stacked denoising autoencoder to reduce the dimensionality

of gene expression profiles in breast cancer samples. We then incorporated the

compact representations to classify cancerous vs non-cancerous samples. To

identify essential genes and interpret what the model learned, we analyzed the

weights of the deeply connected layers of the autoencoder. We extracted a set

of genes, known as deeply connected genes (DCGs), that we hypothesized the

DL model focused on during training. We then tested the DCGs in the cancer

classification task to validate their importance. We also examined the functional

enrichment of the DCGs through a GO term and Panther pathway analysis. Our

novel methodology can be used to identify important genes for cancer prediction

and biomarker discovery in any cancer.

• We used denoising autoencoder methodology to extract encoded features of gene

expression samples from post-mortem human brain tissue. Our approach takes

an initial step towards time-of-death inference that will open the possibility

for large-scale investigation of how daily rhythms of gene expression change

with age and Alzheimer’s disease. We inferred the time of death through a

binary classification task using a kernel support vector machine (SVM). We

interpreted the extracted features to test the validity of the proposed approach

further. The t-SNE representation of the lower dimensional features clearly

showed the capability of this method to impute the time of death. Moreover,

we achieved high performance in classifying the time of death when using age-

dependent samples for training and testing the model. Our results confirm that

our approach is robust to noise and age-related biases in the data.

• We used a deep CNN to recognize core promoter sequences in DNA and inves-
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tigate how the model identified complex biological motifs. Our CNN, in concert

with new training strategies, accurately identified TSSs. We developed two

di↵erent approaches to interpret the weights of the model and to explain how

motifs were discovered. Our first approach involved investigating the weights of

the CNN from the first convolutional layer to the output. We developed meth-

ods to identify initiator and TATA-containing sub-motifs and made additional

findings that warrant further investigation. We also studied the correlation be-

tween the first and second layers with pairwise synergy analysis. Our second

approach involved analyzing the e↵ect of the predicted output on the input using

a backward strategy. We also studied the e↵ect of the second layer on the first

layer. Through our analysis, we demonstrated how di↵erent layers cooperate to

predict TSSs. To the best of our knowledge, no previous research has involved

model interpretation at such a granular level. Our novel techniques for explain-

ing the rules of the model can be used for similar applications in data science

to understand the underlying decision-making of CNNs or other DL models.

The focus of this thesis was developing novel methodologies to discover new patterns

in biological sequences. We cover interpretability from understanding patterns of an RNA

structure to detecting genes involved in cancer, to inferring time-of-death from gene ex-

pression samples of post-mortem human brain, all the way to identifying motifs associated

with core promoters in biological sequences.

7.2 Future Directions

The next step in the bpRNA project will be to go beyond the single-molecule and consider

all sequences in the database. Further exploratory analysis will be performed for each RNA

structure type to better understand the relationship between RNA sequence, structure, and

function.

To improve pseudoknot structure prediction, we can use the available data in bpRNA.

Future work on this project will involve performing the same analysis with a larger dataset

like bpRNA. The next step in this project will be to implement a gradient boosting tech-

nique and compare the performance with previous results. Another approach to consider for

model interpretability is SHapley Additive exPlanations (SHAP) [100], which is compatible

with tree-like ML approaches and can quickly and precisely extract important attributes
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involved in driving classification prediction.

Further, we can apply SDAE on combinations of cancer types and do pan-cancer analy-

sis to detect essential genes that are involved in various types of cancer. Using the available

data from TCGA, we can study the similarities and variations in di↵erent types of cancers.

We can also use gradient-based attribution methods from [5] to asses important genes in

the cancer genomics data. Besides, the more in-depth model interpretability of SDAE is

needed to identify genes associated with pathways in aging and Alzheimer’s disease.

To better understand the functionality and patterns in core-promoter elements, we can

apply the same type of analysis to other species and compare the results across species.

Further interpretability approaches are also possible to study a higher level of the CNN

model. For example, an additional step is to apply saliency maps to di↵erent layers and

understand the e↵ect of each layer. A potential future method to study core promoter se-

quences involves applying an attention mechanism to the existing CNN [171]. An attention

mechanism directs the focus of the model toward some regions of the input, resulting in

more accurate performance. This technique could potentially aid in identifying additional,

prominent biological motifs.
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and Ramana V Davuluri. Genome-wide analysis of core promoter elements from
conserved human and mouse orthologous pairs. BMC bioinformatics, 7(1):114, 2006.

[73] David T Jones. Protein secondary structure prediction based on position-specific
scoring matrices. Journal of molecular biology, 292(2):195–202, 1999.

[74] Frank Jühling, Mario Mörl, Roland K Hartmann, Mathias Sprinzl, Peter F Stadler,
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Appendix A: Interpretability through Exploratory Data Analysis and

Large-scale Automated Annotation of RNA Secondary Structures

A.1 Definition of a Segment

Let’s consider an RNA sequence r such that r [i] 2 {A,C,G,U} . The length of r given by

|r| . We can define a structure S of r to be a set of pairs of positions of r called base-pairs.

That is, (i, j) 2 S , where 1  i < j  |r| , and the nucleotides r [i] and r [j] form a base

pair, and that they are typically required to be such that j � i > dmin for some dmin .

It can be helpful to define a function � (i) that maps a position i to the position j to

which it is paired. Therefore, � (i) = j and � (j) = i for each (i, j) 2 S . For unpaired

nucleotides i , � (i) = 0 .

We can define the “next paired nucleotide” n (i) is the next nucleotide in the 3’ direction

that forms a base pair:

n (i) =
argmin

k : k > i,� (k) 6= 0
k � i

and “previous paired nucleotide” as, and p (i) is the previous paired nucleotide in the

5’ direction.

p (i) =
argmin

k : k < i,� (k) 6= 0
i� k

The functions n (i) and p (i) are inverse functions, meaning n (p (i)) = i . We further

add to these functions that they return 0 when there is no next paired base or previous

base.

Two base pairs (i, j) 2 S and (i0, j0) 2 S are said to be its “adjacent base pairs” if

either

n (i) = i0 and p (j) = j0

p (i) = i0 and n (j) = j0

A segment � ✓ S is a set of adjacent base pairs �1,�2, . . . ,�|�| such that �i is adjacent

to �i+1 for i = 1, . . . , |�| � 1 . A base pair cannot occupy more than one segment. A
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segment is di↵erent from a stem because it can contain bulges and internal loops.

We can define an ordering on the segments based on the numerical ordering of the

lowest position of each segment. In this way, segments can be numbered from 5’ to 3’, such

that �1 < �2 < . . . < �N .

Here is the algorithm for identification of segments:

Algorithm 1 IdentifySegments(�), is the algorithm for identification of segments.

1: procedure IdentifySegments(�)
# The input the base pair function �(i) for an RNA

2: S  {} . the set of segments
3: (F ,L) getF irstAndLast(�) . get the first and last paired position
4: i F

5: j  �(i)
6: while F  i  L do
7: �  {} . initialize the segment to the empty set
8: if i < j then
9: �  � [ {(i, j)} . add base pair to segment

10: INSEGMENT  True
11: while INSEGMENT do
12: if n(i) > 0andp(j) > 0 then
13: if �(n(i)) = p(i)andn(i) < p(j) then
14: �  � [ {(n(i), p(j)} . add the next base pair to segment
15: i n(i) . update the i position to the next base pair
16: j  p(j) . update the j position to next pair
17: else
18: INSEGMENT  False
19: S  S [ {�} . store the segment

20: else
21: INSEGMENT  False
22: S  S [ {�} . store the segment

23: i n(i)
24: j  �(i)
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Algorithm 2 MWISPathGraph(c), a dynamic programming algorithm to search for
Maximum Weighted Independent Subset on path graphs

1: procedure MWISPathGraph(c, v(.), w(.))
# input is a connected component where all the vertices are in a path (Figure 2.2)
#w() is an array of the weights (number of base pairs) w(i) of vertex i
#v() is an array of the vertex labels v(i) of vertex i
#Set S stores the maximum-weighted independent set
#vertices assumed to be numbered 1, ..., |c|

2: S  {}

3: Wmax = Array . Weight array Wmax stores maximum weight so far
4: Wmax[0] 0
5: Wmax[1] w(1)

# First, assign terms to weight array
6: for i 2 {2, ..., |c|} do
7: Wmax[i] = max(Wmax[i� 1],Wmax[i� 2] + w(i))

# Now, traverse weight array, extract maximum subset
8: i |c|
9: while i � 1 do

10: if i = 2 then
11: if w(i) = w(i� 1) then . special case for first two vertices
12: S  S [ {max(v(i), v(i� 1))} . when equally weighted, store more 30

vertex
13: i i� 1
14: if i = |c| then
15: if w(i) = w(i� 1) then . special case for last two vertices
16: if Wmax[i] = Wmax[i� 2] then
17: if v(i) > v(i� 1) then
18: S  S [ {v(i)}
19: i i� 2
20: if Wmax[i] = Wmax[i� 1] then
21: i i� 1
22: else
23: S  S [ {v(i)}
24: i i� 2
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Algorithm 3 PK-detection algorithm identifies segments that are PKs. These segments
contain the smallest set of base pairs that when removed result in a PK-free structure. This
algorithm is a heuristic approach for identification of the maximum-weighted independent
set of the PK graph. For path graphs, MWISPathGraph() is called, which is an exact
solution for path graphs.

1: procedure PK Detection(G)
2: while PK(G) do
3: CC  ConnectedComponents(G) . Collect all connected components in the

PK-Graph
4: for c 2 CC do
5: if |c| = 2 then
6: (v1, v2) c . If only two vertices, vertex with smallest weight is PK
7: if w(v1) < w(v2) then
8: Delete(G, v1)
9: else if w(v1) > w(v2) then

10: Delete(G, v2)
11: else . vertices have equal weight, 50 vertex is PK (heuristic)
12: if v1 < v2 then
13: Delete(G, v1)
14: else
15: Delete(G, v2)

16: else if pathGraph(c) then
17: if |c| = 3 and w(v2) = w(v1) + w(v3) then

. check special case of 3-vertex path graph
18: (v1, v2, v3) c . tie: choose middle vertex as PK to make kissing

hairpin
19: Delete(G, v2)
20: else
21: S  MWISPathGraph(c)

. delete the complement of max weighted independent set
22: Delete(G, {1, ..., |c|}\S)

23: else . complex non-path graph with > 2 nodes
24: minW  minWeight(c) . vertices with lowest weight
25: maxD  maxDegree(c) . vertices with highest degree
26: for v 2 maxD do
27: score(v) = neighborWeightSum(v)–w(v)

28: v⇤ = maxScore(c) . identify vertex with maximum score
29: if score(v⇤) > 0 then . highest degree vertex is PK
30: Delete(G, v⇤) . Its neighbors collectively have more weight (base

pairs)
31: else . no max-degree vertex has positive score
32: {v} minW . minimum-weight vertex is PK
33: Delete(G, v)



108

Algorithm 4 MaxFirstPagePairs(S,L) algorithm uses a bottom-up CKY-approach to
identify a minimum set of base pairs to produce a PK-free structure. The output is a
dot-bracket sequence with PK base pairs removed.

1: procedure MaxFirstPagePairs(S,L)
#input is a set of base pairs S for an RNA of length L.

2: score = 2D Array . matrix score stores the number of pairs on each span [i, j]
3: backptr = 2D Array . backptr for the corresponding [i, j] span
4: for i 2 {0, ...,L} do . initialize the length = 0, 1 spans
5: score[i][i] 0
6: score[i][i+ 1] 0

. bottom-up CKY
7: for span 2 {2, ...,L} do
8: for i 2 {0, ...,L� span} do
9: j  i+ span

10: if (i, j � 1) 2 S then . pair(i, j � 1)
11: score[i][j] 1 + score[i+ 1][j � 1]
12: backptr[i][j] PAIR,�1)
13: else
14: score[i][j] 0

. loop over all split points
15: for k 2 {i+ 1, ..., j � 1} do
16: if score[i][k] + score[k][j] > score[i][j] then
17: score[i][j] score[i][k] + score[k][j]
18: backptr[i][j] (SPLIT, k)

19: return BACKTRACK(i, j)

Algorithm 5 BACKTRACK(i, j) algorithm uses dynamic programming to recursively
produce a dot-bracket sequence. Here, “+” refers to string-concatenation, and “.”⇥n copies
the “.” character n times.

1: procedure backtrack(i, j) . recursively backtrack to get structures
2: if score[i][j] = 0 then
3: return “.”⇥(j � i)
4: else if backptr[i][j][0] = PAIR then
5: return “(” + BACKTRACK(i+ 1, j � 1)+ “)”
6: else if backptr[i][j][0] = SPLIT then
7: k = backptr[i][j][1]
8: return BACKTRACK(i, k)+ BACKTRACK(k, j)
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A.2 Pseudoknots

A pseudoknot (PK) is characterized by crossing base pairs called a PK-quartet. A PK-

quartet consists of two base pairs (i, j) and (i0, j0) in S that satisfies the PK-ordering such

that either i < i0 < j < j0 or i0 < i < j0 < j .

Theorem: If any two segments � and ⌧ that each have a base pair that comprise a

PK-quartet, then every base pair in � forms a PK-quartet with every base pair in ⌧ . This

follows from the definition of a segment. Consider (i, j) 2 � and (i0, j0) 2 ⌧ such that they

form a PK-quartet, and without loss of generality, assume that i < i0 < j < j0 .

Proof: Consider (k, l) 2 � to be a adjacent to (i, j) . Let’s assume that n (i) = k and

p (j) = l , but a similar proof follows in the other direction. It must be the case that either

k < i0 or i0 < k . Because i < i0 , the first case, i
0
< k , requires that the segment �

has adjacent nucleotides i and k with an intervening paired nucleotide i0 that is not in � ,

which would violate the definition of adjacent nucleotides. Therefore, k < i0 . Similarly, it

can be shown that i0 < l . Finally, since n (l) = j , and j < j0 , it follows that that l < j0 .

Therefore, k < i0 < l < j0 . This approach can be continued for all base pairs in � and ⌧ .

For each structure, we define a subset of segments as the PK-segments, which are

the minimum set of segments that can be removed to produce a PK-free structure. We

annotate di↵erent PK-segments as a set of base pairs connecting what would otherwise

be loops if the PK-segments were removed. This can be achieved through the creation

of PK-free segment graph, followed by annotation of each loop in this substructure. In

general, the base pairs of a PK-segment can form PK-quartets with base pairs from many

di↵erent segments. We can process these by forming a PK-segment graph.

A PK-segment graph is an undirected graph with the nodes corresponding to segments,

and the edges connecting segments that have base pairs that form PK-quartets with each

other. As proven above, this is equivalent to checking if one pair of base pairs has this

property. Clearly, the vertices of the PK-segment graph are a subset of the vertices in the

segment graph of a structure because only segments that form PKs with other segments

can be included. The PK-graph will in general consist of several connected components. It

is not su�cient to remove, for each connected component of this graph, the segment with

the smallest weight (smallest number of base pairs), and labeled a PK-segment. This fails

on many examples. We used the following algorithm to satisfactorily process all structures

in bpRNA-1m, using the following functions:

ConnectedComponents (G) = list of connected components c in the graph G .
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w (v) = the weight of the vertex v in number of base pairs.

Delete (G, v) = delete the vertex v from graph G ( v is labeld as a PK).

pathGraph (c) = returns True if the connected component c is a path graph, False other-

wise.

neighborWeightSum (v) = sum of the weights w (u) for each neighbor u of vertex v .

score (v) = neighborWeightSum (v) –w (v)

MWISPathGraph (c) = Dynamic programming algorithm for Maximum Weighted Inde-

pendent Subset on path graphs, defined here:
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A.3 bpRNA-1m Database Schema

The full database schema for bpRNA-1m is presented in Figure A.1. There are 3 categories

of tables in the database. (1) Main table: the RNA table (blue table in the diagram) is

the main table in our database, which means all other tables are connected to this table

even directly or indirectly and it is the core of our database schema. This table has all

the information about an RNA such as bpRNA name, length of the RNA sequence, the

original source and identification number, organism, lineage, and etc. (2) General tables:

such tables have one to one relationship with the main table (green tables). For example,

there is only one RNA type is associated with each RNA in the main table. Reference

database, RNA type, method, and validation are the tables in this category. (3) Structural

tables: These types encompass all the structural details about any types of loop (hairpins,

bulges, internal, and multi), unpaired regions, stems, segments, and pseudoknots (red and

yellow colored tables). The information that these tables provide are base pairs, positions,

length of the structure, the loop sequence, whether a loop has pseudoknot, and etc.

In case of Internal loops, multiloops, and pseudoknots there was a need for additional

tables that are indirectly connected to the main tables and contain data from the struc-

tures that have more than one loop. For example, there are several loops are involved in

multiloops structures to save the information of every branch we need an additional table

(MultiloopBranch table), which is connected to Multioop table with a unique id of that

specific structure. These tables are colored yellow in the database diagram.

There is a unique back-end numerical RNA-ID for each RNA in bpRNA-1m, which is

used for accessing data from all other tables. There is also a unique RNA-Name that is

used for accessing the data on the webserver through our interactive PHP website. We

have three di↵erent types of tables in the database. The first is the main table, which is

connected to all other tables directly or indirectly. The second type are general tables with

data that can be shared with di↵erent RNAs. For instance, we have comparative sequence

analysis as one of the methods for RNA generation that can be shared by many RNA

structures produced by the same method. The third table type is structure-based tables

like bulges, hairpins, internal loops, multiloops, pseudoknots, and unpaired regions. The

main table (RNA) has a one-to-many relationship with the structure-based tables. All of

the relational information and details can be found in the database diagram. (Figure A.1)

The scripts for bpRNA-1m database creation and loading are available in MySQL

format and can be downloaded from the bpRNA webserver. We also provide perl scripts to
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create and load the tables. Beside all the structural details in our database, we also have

files like FASTA, BPSEQ, CT, dot-bracket, as well as other novel structure file formats,

for each RNA that are accessible by the RNA-Name. Moreover, high-resolution structure

drawings produced by VARNA(Darty, Denise, & Ponty, 2009) are provided, along with the

structure representations.

In some structures, bpRNA automatically detected errors in the BPSEQ file. Table

A.1 has the bpRNA ID, the original ID and the reason for changing the bpseq file. In some

cases, a nucleotide X was pairing to nucleotide Y but also to 0, which means unpaired. In

these cases, we selected the paired nucleotide. There were also some cases that the bases

were paired to itself, which should not be possible.

A.4 Dot-bracket File

One of the outputs of bpRNA is a compact dot-bracket file. This file contains PK charac-

ters, or higher-order brackets such as “[“, “{ “, and “ < ” , and does so with fewer symbols

(lower page number) than RNA STRAND v2.0 ( Figure A.2).

A.5 Structure Type File

One of the outputs of bpRNA is the structure type file. An example of this file for the

structure in Figure 2.2 is presented as Figure A.3.

A.6 Annotation of Loops

As stated above, a segment can contain bulges and internal loops. In fact, all bulges and

internal loops are within segments, and can readily be identified as unpaired nucleotides

within a segment. Internal loops can be classified as either symmetric or asymmetric if

the two strands have the same length or not. Bulges can be thought of as an asymmetric

internal loop with one strand having zero length. These can be easily distinguished by the

lengths of the unpaired strands.

As stated above, hairpin loops can be readily identified as self-edges of the segment

graph. All other edges of the segment graph are either multiloop branches or external loop

branches.
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A.7 Identification of Multiloops and External Loops

While bulges and internal loops are easily identified, multiloop branches and external

loops can be di�cult to identify because they can have zero length due to some branches

consisting of just a backbone. In order to distinguish multiloops and external loops, the

segment graph needs to be identified (See Methods). After pseudoknot detection, and after

the removal of base pairs involved in pseudoknots segments. At this point, all Hamiltonian

cycles in the PK-free segment graph correspond to multiloops. In practice, we can make

this easier by using adjacent base pairs to confirm the cycle. We create a branch graph,

where the vertices are the putative multiloop or external loop branches, which should be all

loops connecting segments. We form an edge between vertices if the loops are adjacent to

a common base pair. The connected components of this graph, if any, are either multiloops

or all the loops for the external loop. Each connected component that is a multiloop is

such that each vertex is a branch of a multiloop.

A.8 Comparisons to other Databases

We found many di↵erences between RNA STRAND v2.0, which is the most similar meta-

database to what we have created in bpRNA-1m. In particular, when the nucleotides

in a loop sequence are involved in a pseudoknot, these loops are no longer annotated as

such. We take the approach that when a hairpin loop is involved in a pseudoknot, we still

annotate it as a hairpin loop, but also label it as being involved in a PK.

We define bulges as a loop flanked by base pairs (i, j) and (i0, j0) where either |i�i0| = 1

or |j � j0| = 1 . We suspect that although RNA STRAND v2.0 also uses this definition,

there may be some condition on whether the loop is flanked by PK-forming nucleotides be-

cause we found 1,042 examples where our annotations di↵er regarding bulges. We couldn’t

directly compare the annotations because whereas we provide detailed annotation of each

bulge, including flanking base pairs, start and end positions, loops sequence etc., RNA

STRAND only reports the number of bulges.

One example is presented in Figures A.4. The secondary structure image from RNA

STRAND v2.0 for List.wels. AF440351 1-321 is presented in Figure A.4A. The RNA

STRAND v2.0 annotation lists this structure as having 0 bulges. However, in Figure

A.4 B we provide the bpRNA-1m structure, which has 4 bulges indicated with light green

highlighting.
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A.9 Secondary Structure Images

In addition to a plain secondary structure image, we provide structure images color-coded

by di↵erent features extracted by bpRNA. First, is a structure image color-coded by seg-

ment number (Figure A.5A). Second, is a structure image color-coded by structure type

(Figure A.5B). Third is a linear structure with base pairs color-coded by their page number

(Figure A.5C).

A.10 Internal Loops

We observed some trends associated with the lengths of internal loops for various mismatch

pairs. We found that while GA mismatches show a strong preference for internal loops of

length 3, AA mismatches showed a strong preference for length 2 (Figure A.6).

A.11 Bulges

We further investigated the length distributions for bulges when separated by their closing

base pairs. By far, the most prevalent bulges had GC closing base pairs (Figure A.7A).

We found fewer bulges flanked by AU and GU pairs (Figure A.7B-C). We examined the

length trends for di↵erent mismatch pairs when the bulge was greater than 1 nt. We found

that bulges of length 2 nt were enriched AA mismatch pairs, and bulges of length 3 were

enriched for GA mismatch pairs. We also found a strong enrichment for bulges of length 6

with GA mismatch pairs (Figure A.7D).

A.12 Multiloops

We examined the closing base pairs and branch lengths associated with multiloops of

di↵erent branch-numbers (Figure A.8). We observed 4-branch loops showed a preference

for C:G closing pairs (Figure A.8B) and that multiloop branches of length 0 for 4-branch

loops had a strong preference for C:G pairs (Figure A.8E).

A.13 Pseudoknots

We found that 12% of structures in bpRNA-1m(90) have pseudoknots. For a detailed

breakdown of the percentage of structures with PKs from each source database for both
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bpRNA-1m and bpRNA-1m(90), see Supplementary Table 2.

Figure A.1: bpRNA-1m database diagram illustrates all the fields, fields type, and rela-
tional connection in the tables (created by SQLEditor). The primary keys of each tables
are bold and has a “P” mark. If a field cannot be Null, is marked by “N” , the foreign
keys are “F” s, and auto increments are “A” . The unique Ids are also shown by “U” .
Each table has a creation date to keep track of the date/time that each data is added to
the database.
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Figure A.2: Histogram compares the 1,497 structures where the page number di↵ers for
bpRNA-1m and RNA STRAND v2.0.
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#Name: bpRNA_RFAM_34891 
#Length:  191  
AUCAGCCUUCGUUCUGUAAACGGGGUUGGAUCCGACUCUCAUAGGCUCUCCAACCCAACUCCUACUCAAUACGUCCU
CGUCGUACAGAACGGUAACAUGUUUUCCGAACAUCCGCGCUUGGGUAUACGAGUAUACACCUUACCCAACCCUCGCC
AACGGGGAGGAUGGAAAACAUGGCUAAAUUGAGAGGG 
..........[[[[[[[.....((((((((.((..........))...))))))))...((((.(((((((((.{{.
...)))]]]]]]]}}..(((((((((((....((((....((((((.................)))))).(((....
....))).)))))))))))))))....)))))))))) 
EEEEEEEEEEEEEEEEEEEEEESSSSSSSSISSHHHHHHHHHHSSIIISSSSSSSSXXXSSSSBSSSSSSSSSHHHH
HHHSSSMMMMMMMMMMMSSSSSSSSSSSBBBBSSSSMMMMSSSSSSHHHHHHHHHHHHHHHHHSSSSSSMSSSHHHH
HHHHSSSMSSSSSSSSSSSSSSSMMMMSSSSSSSSSS 
NNNNNNNNNNKKKKKKKNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNKKN
NNNNNNKKKKKKKKKNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN
NNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNNN 
S1 23..30 "GGGUUGGA" 49..56 "UCCAACCC" 
S2 32..33 "CC" 44..45 "GG" 
S3 60..63 "UCCU" 188..191 "AGGG" 
S4 65..70 "CUCAAU" 182..187 "AUUGAG" 
S5 71..73 "ACG" 81..83 "CGU" 
S6 95..105 "ACAUGUUUUCC" 167..177 "GGAAAACAUGG" 
S7 110..113 "AUCC" 163..166 "GGAU" 
S8 118..123 "UUGGGU" 141..146 "ACCCAA" 
S9 148..150 "CCU" 159..161 "GGG" 
H1 34..43 "GACUCUCAUA" C:G  
H2 74..80 "UCCUCGU" G:C PK{2} 
H3 124..140 "AUACGAGUAUACACCUU" U:A  
H4 151..158 "CGCCAACG" U:G  
B1 64..64 "A" U:A C:G  
B2 106..109 "GAAC" C:G A:U  
I1.1 31..31 "U" A:U  
I1.2 46..48 "CUC" G:C  
M1.1 71..70 "" U:A A:U  
M1.2 84..94 "ACAGAACGGUA" U:A A:G PK{1,2} 
M1.3 178..181 "CUAA" G:A A:U  
M2.1 114..117 "GCGC" C:G U:A  
M2.2 147..147 "C" A:U C:G  
M2.3 162..162 "A" G:C G:C  
X1 57..59 "AAC"  
E1 1..22 "AUCAGCCUUCGUUCUGUAAACG" PK{1} 
PK1 7bp 11..17 84..90 E1 1..22 M1.2 84..94 
PK2 2bp 75..76 91..92 H2 74..80 M1.2 84..94 
PK1.1 11 G 90 C 
PK1.2 12 U 89 A 
PK1.3 13 U 88 A 
PK1.4 14 C 87 G 
PK1.5 15 U 86 A 
PK1.6 16 G 85 C 
PK1.7 17 U 84 A 
PK2.1 75 C 92 G 
PK2.2 76 C 91 G 
NCBP1 95 A 177 G S6 
segment1 10bp 23..33 GGGUUGGAUCC 44..56 GGCUCUCCAACCC 
segment2 10bp 60..70 UCCUACUCAAU 182..191 AUUGAGAGGG 
segment3 3bp 71..73 ACG 81..83 CGU 
segment4 15bp 95..113 ACAUGUUUUCCGAACAUCC 163..177 GGAUGGAAAACAUGG 
segment5 6bp 118..123 UUGGGU 141..146 ACCCAA 
segment6 3bp 148..150 CCU 159..161 GGG 

Figure A.3: The “structure type” file for bpRNA record bpRNA RFAM 34891, which
corresponds to RFAM sequence RF01788 AAAB01008846.1 3701932-3701742, and shown
as Figure 2.2. Note that unlike Figure 2.2, the pseudoknot segments and segments are
renumbered here starting at 1.
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Figure A.4: The secondary structure image for record for List.wels. AF440351 1-321
(TMR 00327) in RNA STRAND v2.0. The structure annotation indicates that the struc-
ture has no bulges at time of writing (http://www.rnasoft.ca/strand/show_results.
php?molecule_ID=TMR_00327. B. The bpRNA-1m secondary structure image has the
same structure (apart from rotation), with the bulges indicated with light green.

http://www.rnasoft.ca/strand/show_results.php?molecule_ID=TMR_00327
http://www.rnasoft.ca/strand/show_results.php?molecule_ID=TMR_00327
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Figure A.5: Examples of the secondary structure images available for all structures in
bpRNA-1m, for bpRNA RFAM 34891, the same structure as in Figure 2. A. A secondary
structure image color-coded by segment number B. A secondary structure image color-
coded by structure type. C. A linear secondary structure image color-coded by page
number.
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Figure A.6: A. The length distribution for the 5’ sequence of internal loops with the most
common mismatch pairs. B. The length distribution for the 3’ sequence of internal loops
with the most common mismatch pairs.
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Figure A.7: A. The length distributions of bulges for GC closing base pairs. B. The length
distributions for bulges with AC closing base pairs. C. The length distributions for bulges
with GU closing pairs. D. The length distributions for bulges with the two most common
mismatch pairs.
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Figure A.8: A. The closing base pair frequency heat map for multiloop branches within
3-branch multiloops. B. The closing base pair frequency heat map for multiloop branches
within 4-branch multiloops. C. The closing base pair frequency heat map for multiloop
branches within 5-branch multiloops. D. The length distribution for multiloop branches
within 3-branch multiloops for C:G and G:C closing base pairs. E. The length distribution
for multiloop branches within 4-branch multiloops for C:G and G:C closing base pairs. F.
The length distribution for multiloop branches within 5-branch multiloops for C:G and
G:C closing base pairs. G. The length distribution for multiloop branches within 3-branch
multiloops for A:U and U:A closing base pairs. H. The length distribution for multiloop
branches within 4-branch multiloops for A:U and U:A closing base pairs. I. The length
distribution for multiloop branches within 5-branch multiloops for A:U and U:A closing
base pairs.
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bpRNA ID Original ID Source
Reason for the change in bpseq
File

bpRNA CRW 54533 a.16.e.G.muris CRW positions 316 paired to 295 and 0
bpRNA CRW 54853 d.16.b.H.aurantiacus CRW positions 702 paired to 610 and 0
bpRNA CRW 55041 d.16.e.B.hominis CRW positions 585 paired to 27 and 0
bpRNA CRW 54549 a.I1.b.Synechococcus.sp2.C3.tLEU CRW positions 203 paired to 150 and 1
bpRNA CRW 54788 d.16.b.B.anthracis CRW positions 533 paired to 516 and 0
bpRNA CRW 55390 d.235.c.E.gracilis CRW positions 2325 paired to 2283 and 0
bpRNA CRW 54532 a.16.e.G.intraradices CRW positions 285 paired to 273 and 272
bpRNA CRW 55315 d.233.c.E.gracilis CRW positions 2325 paired to 2283 and 0
bpRNA CRW 55385 d.235.b.S.ambofaciens CRW positions 439 paired to 366 and 0

bpRNA CRW 54715 b.16.m.M.polymorpha CRW
positions 1248 paired to 1241 and
1240

bpRNA CRW 54959 d.16.b.S.putrefaciens CRW positions 1525 paired to 1512 and 0
bpRNA CRW 54689 b.16.e.C.koreana CRW positions 1076 paired to 1059 and 0
bpRNA CRW 54531 a.16.e.G.ardeae CRW positions 318 paired to 297 and 0
bpRNA CRW 55310 d.233.b.S.ambofaciens CRW positions 439 paired to 366 and 0
bpRNA CRW 54616 a.I1.e.P.spiralis.D. C1.SSU.1506 CRW positions 625 paired to 610 and 0
bpRNA CRW 54653 a.I1.m.S.sclerotiorum.C2.SSU.570 CRW positions 124 paired to 112 and 0
bpRNA CRW 54615 a.I1.e.P.spiralis.B.C1.SSU.1506 CRW positions 461 paired to 446 and 0

bpRNA CRW 54904 d.16.b.P.marina CRW
Position 47 is paired to both 339 and
1472

bpRNA CRW 54853 d.16.b.H.aurantiacus CRW
Position 611 is paired to both 700
and 701

bpRNA CRW 55360 d.235.b.C.psittaci CRW
Position 2852 is paired to both 2870
and 2924

bpRNA CRW 54913 d.16.b.P.staleyi CRW
Position 47 is paired to both 340 and
1525

bpRNA CRW 54614 a.I1.e.P.sarcinoidea.C1.SSU.943 CRW
Position 413 is paired to both 439
and 441

bpRNA CRW 55390 d.235.c.E.gracilis CRW
Position 2283 is paired to 2325, but
2325 is paired to 0

bpRNA SRP 317 Fuso.nucl. AE009951 SRP Position 24 was paired to itself
bpRNA SRP 852 Ther.teng. AE012978 SRP Position 138 was paired to itself
bpRNA SRP 582 Onch.volv. BF727619 SRP Position 120 was paired to itself
bpRNA SRP 581 Onch.volv. AI249203 SRP Position 113 was paired to itself

bpRNA RNP 426 N.olivacea-chloroplast RNaseP
Position 18 is paired to both 40 and
45

bpRNA RNP 434 P.purpurea-chloroplast RNaseP
Position 20 is paired to both 42 and
47

bpRNA RNP 413 C.paradoxa-cyanelle RNaseP
Position 20 is paired to both 36 and
41

Table A.1: List of the RNA structures that needed modifications in their original bpseq files.
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bpRNA-1m PKs Total Percentage

CRW 16,668 55,600 29.98
tmRNA 713 728 97.94
RNP 381 466 81.76
RFAM 3,941 43,273 9.11
PDB 238 669 35.58
SRP 0 959 0.00
tRNAdb 0 623 0.00
Total 21,941 102,318 21.44

bpRNA-1m(90) PKs Total Percentage

CRW 1,095 4,368 25.07
tmRNA 332 339 97.94
RNP 189 253 74.70
RFAM 1,642 22,521 7.29
PDB 62 330 18.79
SRP 0 352 0.00
tRNAdb 0 207 0.00
Total 3,320 28,370 11.70

Table A.2: The percentage of structures with PKs from each source database.
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Appendix B: Model Interpretability as Part of a Rule-based method

for Fast and Accurate RNA Pseudoknot Detection
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Figure B.1: Box plots of accuracy, sensitivity, specificity, and positive predicted value using
LPO cross-validation on CompaRNA. Similar to what we had in Figure 3.3, we captured
the results from 100 iterations using four di↵erent ML models on the original CompaRNA
set. Likewise, RF and SVM have the highest value on average in comparison with AB and
LR models.
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Figure B.2: ROC curve and AUROC box plots of four di↵erent machine learning techniques
on CompaRNA. A. Represents the ROC curve comparison of our ML models. The RF and
SVMmodels have the highest AUROC values on average (96.38 % and 98.57 % respectively)
B. The box plots of AUROC values in 100 iterations of LPO cross-validation also represents
that RF and SVM perform best using the original CompaRNA set.

Table B.1: Pseudoknow-assisted folding median results using CompaRNA-1m. Similar
to what we had in Table 3.3, Pseudoknow performs better than the average of the two
structure prediction algorithms (IPknot and ContraFold). While the median ACC was
slightly better for CONTRAfold, our Pseudoknow-assisted folding has a median ACC that is
higher than the average of IPknot and CONTRAfold, and unlike CONTRAfold, our strategy
predicts pseudoknots.

Software ACC(%) Sens(%) Spec(%) PPV(%) MCC
Pseudoknow 99.76 60.19 99.95 80.86 0.694
IPknot 99.72 50.00 99.95 78.16 0.625
Contrafold 99.77 68.67 99.93 77.94 0.729
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Table B.2: Pseudoknow-assisted folding median results using PDB-validation. Similar to what we had
in Table 3.4, Pseudoknow performs better than the average of the two structure prediction algorithms
(IPknot and ContraFold

Model ACC(%) Sens(%) Spec(%) PPV(%) MCC TP FN TN FP
Pseudoknow 79.37 75.00 80.85 57.14 0.516 12 4 38 9
IPknot 77.78 31.25 93.62 62.50 0.325 5 11 44 3
ProbKnot 77.78 18.75 97.87 75.00 0.297 3 13 46 1
DotKnot 85.71 68.75 91.49 73.33 0.616 11 5 43 4

Table B.3: Average PK-detection accuracy for Pseudoknow and other software on each specific subset
of CompaRNA-1m.

Database PK PKF Pseudoknow IPknot ProbKnot DotKnot McQFold pknotsRG

ASE 218 67 75.33 69.12 45.61 78.94 65.96 29.82
CRW 331 115 90.84 81.39 77.57 76.91 35.87 51.12
PDB 25 159 92.52 87.50 85.87 89.13 90.76 90.76
RFA 16 117 83.51 72.18 77.44 59.40 91.72 80.45
NDB 0 1 100 100 0 0 100 100
SRP 0 244 97.84 61.88 83.19 57.38 52.45 80.74
SPR 0 230 100 62.60 74.78 39.13 94.78 94.78
TMR 235 2 93.67 78.90 54.43 82.27 70.88 13.92
Average - - 91.71 76.70 62.36 60.40 75.30 67.70

For further evaluation, we divided the RNAs into di↵erent subsets based on the database that they
belong to. We set aside each subset as a validation and trained on the rest. The accuracy results
demonstrate that in almost every subset, Pseudoknow performs better. In addition, we outperform on
average compared with other RNA folding algorithms. The subsets correspond to the database source
of each structure, RNase P Database (ASE), Gutell Lab CRW Site (CRW), RCSB Protein Data Bank
(PDB),Rfam Database (RFA), Nucleic Acid Database (NDB), SRP Database (SRP), Sprinzl tRNA
Database (SPR), tmRNA Database (TMR).
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Figure B.3: Feature Importance in Pseudoknow using Brouta package. The importance
of each feature is calculated by using the Random Forest classification algorithm with
wrapper (Boruta feature selection). Green features represent the most powerful ones in
our classification problem.



129

UAA
ACA
UAG
UUA
GAC
GCU
CGC
AAA
CUA
AAG
AAC
CAC
AGA
AGU
GUA
UAC
UGA
AUA
AGC
CGA
AAU
AGG
GCA
UGC
CAA
ACU
GAG
AUG
GAA
CGU
GAU
GGU
CAG
UCG
ACC
GCG
GUU
AUU
GCC
CUU
GUG
CCG
GGC
CCA
CGG
GGA
UUG
CCU
CUC
UUU
GGG
CUG
UAU
UGG
CAU
GUC
CCC
UCC
UCA
UUC
AUC
UGU
UCU

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

UUA
AAG
CUA
AAA
UAG
AAC
AGC
AAU
AUU
ACC
UGC
AGU
UUU
GAC
AUA
GAA
GCA
UAC
ACU
GCU
GUU
CUU
AGG
GAG
UAU
AGA
AUG
GUA
CAC
CUC
CGA
GGU
AUC
GCC
GGA
GUC
ACG
CAG
CAU
CCU
UCC
GAU
GUG
ACA
UUG
UUC
CGC
UCG
UGA
GGC
CAA
CUG
GCG
UCU
UGU
UCA
GGG
CCA
CGU
CCC
CCG
CGG
UGG

0.
0

0.
2

0.
4

0.
6

0.
8

1.
0

1.
2

A B

Enrichment Enrichment

A
ll 

Tr
im

er
s

B
as

e-
pa

ir
ed

 T
ri
m

er
s

Figure B.4: Enrichment of trimers in PK versus PKF sequences and structures. Bar graph
showing the enrichment of trimers in total A. and those participating in base pairs B. in
PKF over PK.
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Figure B.5: Enrichment of dimers in PK versus PKF sequences and structures. Bar graph
showing the enrichment of dimers in total A. and those participating in base pairs B. in
PKF over PK.
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Appendix C: An Interpretable Deep Learning Approach for Cancer

Detection and Relevant Gene Identification
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Figure C.1: The pipeline representing the stacked denoising autoencoder (SDAE) model
for breast cancer classification and the process of biomarkers extraction.
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GO biological process Total Observed Expected Enrichment P-value

cell cycle process (GO:0022402) 1079 100 16.46 6.07 1.12E-45
cell cycle (GO:0007049) 1311 108 20 5.4 3.28E-45
mitotic cell cycle process (GO:1903047) 741 85 11.31 7.52 1.06E-44
mitotic cell cycle (GO:0000278) 760 85 11.6 7.33 7.33E-44
nuclear division (GO:0000280) 470 63 7.17 8.78 1.52E-35
organelle fission (GO:0048285) 492 64 7.51 8.53 1.99E-35
mitotic nuclear division (GO:0007067) 357 56 5.45 10.28 1.34E-34
cell division (GO:0051301) 477 58 7.28 7.97 3.72E-30
chromosome segregation (GO:0007059) 274 46 4.18 11 5.46E-29
sister chromatid segregation (GO:0000819) 176 36 2.69 13.41 7.62E-25
nuclear chromosome segregation (GO:0098813) 230 38 3.51 10.83 3.97E-23
mitotic cell cycle phase transition (GO:0044772) 249 35 3.8 9.21 8.10E-19
mitotic prometaphase (GO:0000236) 99 25 1.51 16.55 1.56E-18
cell cycle phase transition (GO:0044770) 255 35 3.89 9 1.72E-18
regulation of cell cycle (GO:0051726) 943 62 14.39 4.31 2.48E-18
chromosome organization (GO:0051276) 984 63 15.01 4.2 4.15E-18
DNA metabolic process (GO:0006259) 768 52 11.72 4.44 2.67E-15
organelle organization (GO:0006996) 3133 112 47.8 2.34 4.27E-15
mitotic cell cycle phase (GO:0098763) 211 29 3.22 9.01 7.67E-15
cell cycle phase (GO:0022403) 211 29 3.22 9.01 7.67E-15
biological phase (GO:0044848) 215 29 3.28 8.84 1.25E-14
sister chromatid cohesion (GO:0007062) 113 22 1.72 12.76 1.18E-13
cellular resp. to DNA damage stimu. (GO:0006974) 719 48 10.97 4.38 1.27E-13
regulation of cell cycle process (GO:0010564) 557 42 8.5 4.94 2.53E-13
mitotic sister chromatid segregation (GO:0000070) 90 20 1.37 14.56 3.01E-13
cell cycle checkpoint (GO:0000075) 196 25 2.99 8.36 1.09E-11
M phase (GO:0000279) 173 23 2.64 8.71 6.55E-11
mitotic M phase (GO:0000087) 173 23 2.64 8.71 6.55E-11
regulation of mitotic cell cycle (GO:0007346) 461 35 7.03 4.98 1.10E-10
single-organism process (GO:0044699) 12451 253 189.98 1.33 4.67E-10
DNA replication (GO:0006260) 213 24 3.25 7.38 5.74E-10
anaphase (GO:0051322) 154 21 2.35 8.94 6.13E-10
mitotic anaphase (GO:0000090) 154 21 2.35 8.94 6.13E-10
cellular component organization (GO:0016043) 5133 139 78.32 1.77 7.74E-10

Table C.1: Enriched GO terms associated with DCGs in breast cancer data from TCGA.
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Appendix D: Interpretation of the Rules Learned by a Deep

Convolutional Neural Network to Recognize Core Promoters
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Figure D.1: Tuning plot of the top 10 CNNmodels for TSS detection using hyperas package.
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Figure D.2: Tuning plots of top 3 selected models are represented here. A. The box plot of
top 3 selected models over 10 replicates validates that model 1 has the highest performance
on the validation set compared to model 2 and 3. B. Additional k-shu✏ed tuning for the
top 3 models depicts that k = 6 is still a better parameter value.
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Figure D.3: Average Saliency maps representations over EPDnew data. A. Heatmap of
average saliency map values using initiator sequences only. B. The heatmap representation
of average saliency maps over TATA-containing sequences.
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Table D.1: Initiator filters identified by our deep learning model using CAGE data. This table
demonstrates that the CNN network was able to capture the variability between initiator motifs,
which together assist in accurately detecting core promoter sequences.

Filter Logo Position histogram Filter Logo Position histogram
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Table D.2: TATA-like filters are represented in this table along with their logo and positional
histogram using the CAGE dataset. This table represents that our CNN model could identify
TATA motifs from core promoter sequences.

Filter Logo Position histogram Filter Logo Position histogram
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Figure D.4: The saliency maps of layer 2 convolutional neural network on the first layer
convolutional network in TATA-containing sequences. This plot represents the e↵ect of
second layer on the first layer using the saliency map techniques averaged over all TATA-
containing sequences that were extracted from EPD database.




	Introduction
	Motivation
	This Work
	Stages Of Work

	Interpretability through Exploratory Data Analysis and Large-scale Automated Annotation of RNA Secondary Structures A version of this chapter has been published [Danaee, Padideh, et al. Nucleic acids research, 2018]
	Introduction
	Materials and Methods
	RNA Secondary Structure Types
	Segment Graph representation
	Reference Databases

	Results and Discussion
	The bpRNA approach
	The bpRNA-1m and bpRNA-1m(90) databases 
	Secondary Structure Feature Analysis

	Summary and Conclusions

	Model Interpretability as Part of a Rule-based method for Fast and Accurate RNA Pseudoknot Detection
	Introduction
	Materials and Methods
	RNA Structure Data
	Feature Extraction
	Model Selection
	Pseudoknow-Assisted Folding
	Evaluation Metrics

	Results and Discussion
	PK-detection
	Improved Secondary Structure Prediction

	Summary and Conclusions

	An Interpretable Deep Learning Approach for Cancer Detection and Relevant Gene Identification A version of this chapter has been published [Danaee, Padideh, Reza Ghaeini, and David A. Hendrix. PACIFIC SYMPOSIUM ON BIOCOMPUTING, 2017]
	Introduction
	Materials and Methods
	Gene Expression Data
	Dimensionality Reduction Using Stacked Denoising Autoencoder
	Differentially Expressed Genes
	Dimensionality Reduction Using Principal Component Analysis

	Results and Discussion
	Classification Learning
	Comparison of Different Models
	Deep Feature Extraction and Deeply Connected Genes
	Gene Ontology
	Classification Learning Using Deeply Connected Genes

	Summary and Conclusion

	Dimensionality Reduction of Gene Expression Data for Time-of-death Imputation
	Introduction
	Materials and Methods
	Data Collection and Pre-Processing
	 Dimensionality Reduction using Denoising Auto Encoder
	Time-Of-Death Classification using Low Dimensional Representation

	Results and Discussion
	Dimensionality Reduction and Denosing Representation
	Time-Of-Death Classification Results
	Interpretation of Reduced Representation

	Summary and Conclusion

	Interpretation of the Rules Learned by a Deep Convolutional Neural Network to Recognize Core Promoters
	Introduction
	Materials and Methods
	Classification Task
	Data set and data pre-processing
	Training Strategies

	Results and Discussion
	Results on Validation Set
	Results on Test Set
	Biological interpretation
	 Model Interpretability Using Backward Pass

	Summary and Conclusions

	Conclusions
	Summary
	Future Directions

	Bibliography
	Appendices
	Interpretability through Exploratory Data Analysis and Large-scale Automated Annotation of RNA Secondary Structures
	Model Interpretability as Part of a Rule-based method for Fast and Accurate RNA Pseudoknot Detection
	An Interpretable Deep Learning Approach for Cancer Detection and Relevant Gene Identification
	Interpretation of the Rules Learned by a Deep Convolutional Neural Network to Recognize Core Promoters

