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Chapter 1: General Introduction

High-impact low-frequency (HILF) events [11] present the greatest threat to the bulk

power system, a key component of the United States’ (US) critical infrastructures [12]. Even

though such events rarely occur – or, in some cases, have never occurred – they have the

potential to cause catastrophic impacts: unpredictable system-wide disruptions and severe

long-term damage in generation, transmission and distribution networks; endangering the

continuous and reliable operation of the entire electrical grid [11,13]. Examples of HILF risks

include major natural disasters (e.g., earthquakes, tsunamis, extreme weather conditions,

pandemics, geomagnetic disturbances) and acts of human volition (e.g., coordinated cyber-,

physical-, and blended attacks, and high-altitude detonation of nuclear weapons). HILF

events transcend other risks to the electrical sector due to their magnitude of impact and

the relatively limited operational experience in addressing them [11,14,15].

The U.S. Pacific Northwest (PNW) region faces complex and devastating HILF disaster

scenarios (see Section 1.2). An imminent Cascadia Subduction Zone (CSZ) megathrust

earthquake [16], yielding the creation of a powerful tsunami, hundreds of aftershocks and

increased volcanic activity. A severe geomagnetic disturbance (GMD) caused by intense

solar activity [17] – due to the high latitude geographical location of the region – resulting

in extreme stress on the transmission network and its numerous assets.

In order to prepare for these events, and later be able to successfully cope with their

consequences, the resilience of the electrical grid must be improved [18,19]. One way to do

that is through shortening recovery times; quick (but also reliable) restoration is important,

not just following HILF events, as it results in prevented life-loss and avoided economic-

loss. This research, consequently, examines ways to considerably accelerate power system

restoration processes, focusing on the operational schedule determination sub-task. After

discussing the motivations (see Section 1.1) and relevant backgrounds (see Section 1.2) of

this work, a new generation prioritization method is proposed for time-sensitive system

restorations; this serves as the basis of the two dissertation hypotheses (see Section 1.3).

1.1 Motivation

Power system restoration is one of the five stages of power system operation. The

system is in an abnormal status, and characterizable with: partial or complete collapse of

the electrical grid, widespread unserved loads and disconnected assets (including generating

units, transformers, transmission and distribution lines, and protection devices), severely
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disrupted communication network, and many more [20–22]. It is a complex process, in

which the objective is to restore the system to normal operation as quickly as it may be

consistent with system-security, while at the same time minimizing the amount of unserved

demand and diminishing adverse impacts on the society [21,23].

Prepared restoration strategies determine the manner in which various tasks are co-

ordinated, and the sequence in which they are executed. These are designed as general

guidelines, i.e., to be flexible in application and adaptable to anticipated scenarios. The

exact group of tasks depend on the system involved and the exact circumstances; not all

tasks are always carried out, or not necessarily in the same sequence [24, 25]. A number of

tools have been developed over the years to support planning and decision making [26–29].

The major tasks throughout the restorative stage of power system operation are the

following [30–33]:

• status identification: information gathering; assessment of the system and the statuses

of its assets

• communication and coordination (with affected transmission operators, balancing au-

thorities, generation operators, reliability coordinators)

• determination of a restoration plan (tailored to prevailing conditions): definition of

the target power system

• preparation of system (generating units for startup, and network for re-energization)

• implementation of the restoration plan: re-energize network; coordinate power gener-

ation and demand; synchronize sub-networks (existing islands); establish interconnec-

tions with neighboring networks

• return to normal operation: restoration is complete when the target power system

configuration is reached

A key step in any restoration process is the determination of an operational schedule

for all available generating units – those that, during and following a HILF event, remained

intact or are already restored – to enable the execution of prepared system restoration

plans. HILF events present a unique, particularly challenging threat, which requires special

considerations throughout this step [34–36].

By nature, HILF events affect vast areas and result in extensive destruction: probable

damage in all levels of power systems (i.e., generation, transmission, and distribution lev-

els), in the supporting infrastructure (such as operation centers, access roads, power supply,

etc.), and in the communication system. Reduced visibility greatly limits available infor-

mation: data about the system-state (online parts of the system, or the exact status of

certain assets) is often unavailable or not accurate; in case of malicious attacks, straight-up

untrustable. The restoration process itself is extremely time-sensitive: it is critical to be

completed in a minimal amount of time, as quick action results in prevented life-loss and
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avoided economic-loss; any delay may result in tragic consequences. However, due to the

degraded system-state, many resources are unavailable to quickly restore the system.

Common unit commitment approaches (see Section 4.2), which determine operational

schedules during normal system operation, are not adequate in these situations. Depending

on integrated modeling details and solution technique, they might take an extended amount

of time to find realistic and/or optimal schedules. The data required for decision-making is

often unavailable, presenting a barrier in their usability. In addition, they are not necessar-

ily suitable for modern power systems with significant renewable penetrations, and likely

under-perform or simply fail in such environment. Consequently it is unequivocal that a

novel approach is needed to tackle prevailing challenges: a generation prioritization method

designed for power system restorations.

Most renewable generating units – hereinafter hydro, wind, and solar energy resource

categorizes are differentiated [37] – are able to withstand HILF threats quite well; remark-

ably better than traditional ones [38]. Early efforts have been made to take advantage of

their ability to quickly respond to and recover from an extreme event: a handful of works

explored and discuss the application possibilities of renewables as blackstart units during

restoration, and – in general – their increased use in system restoration processes [39–45].

Nevertheless, this advancement in power system operation is not a common practice today;

shortening system recovery times, however, would not only result in saved expenses, but

importantly in saved lives as well.

To sum up the desired goal to achieve: A way to determine an operational schedule for

all generating units, in each moment of a power system restoration process, which is

• fast (faster than alternative approaches) yet simple enough to be a prudent choice

– relies on less and more simple data, which can be collected quicker, especially

when computational capability is limited or temporarily non-existent

– simple, so easy to understand and use, even for those unfamiliar folk

• takes advantage of readily available renewable generation, which – by itself – accelerate

restoration time-frames and thus improve system resilience

– due to the fact that renewables withstand HILF events quite well

– nowadays - with appropriate planning – renewables are forecastable

HILF events are inevitable: it is just a matter of time when the next occurs, such as

disaster scenarios presented in Section 1.2. It is time to get ready, to educate our communi-

ties, and to prepare protocols and useful toolsets aimed to mitigate expected consequences.

Increasing the resilience of the bulk power system, via shortening recovery times after an

occurred catastrophe, is of the utmost importance; summary of relevant knowledge and a

proposed elegant solution to the discussed problem is one way to do that.
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1.2 Background

The Cascadia Subduction Zone

The CSZ is an approximately 600 miles long offshore fault, which lies in the coastal

region of the PNW, stretching from Cape Mendocino in northern California – through the

States of Oregon and Washington – to the Brooks Peninsula in southern British Columbia,

Canada [6,16,46–48]. The fault is part of a great arc of subduction zones that surrounds the

Pacific Ocean, creating a formation called the “Ring of Fire,” and is a geologic mirror image

of the subduction zone lying east of Japan. Since the 1980s, when researchers recognized it

as an active fault, the scientific community has been aware of the major geological hazard

that the region faces: the possibility of a tremendous earthquake and tsunami caused by

this fault, which can strike at any moment and can cause enormous destruction [16].

In the CSZ, three denser oceanic tectonic plates (namely the Explorer, Juan de Fuca, and

Gorda plates) are sliding from west to east and subducting beneath the less dense continental

plate (North American plate) that moves in a general southwest direction, overriding the

oceanic plates. The movement of these plates is neither constant nor smooth: the plates

stick, building stress until the fault suddenly breaks and releases the accumulated energy in

the form of an earthquake(s) [47]. Thereafter, the plates start moving again, and continue

to move, until getting stuck again.

Figure 1.1: Schematic view of the tectonic plates in the CSZ area [6]

There is no doubt that another subduction earthquake will strike the PNW in the

future. In the last decade, research has confirmed that the CSZ has a long history of great

earthquakes. The most recent happened on January 26, 1700, creating a magnitude 9.0
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earthquake followed within minutes by a large tsunami. Energy for the next earthquake is

currently building up along the fault, and has been since the last earthquake [6,16,47]. The

time interval between previous CSZ events varied from a few decades to many centuries,

but most intervals were shorter than the time elapsed since the last event in 1700 [16].

The calculated odds that the next earthquake will occur in the next 50 years range from

7-15% for a “great” earthquake affecting the entire PNW to about 37% for a “very large”

earthquake affecting southern Oregon and northern California [6, 16,46–48].

Geologists assembled a ten-thousand-year record of past events, by studying sediments

in coastal marshes and on the ocean floor. This shows that half of the past earthquakes have

been “very large” (estimated magnitude of 8.3 to 8.6) and centered on the southern Oregon

coast, while the other half have been “great” (estimated magnitude 8.7 to 9.3) and extended

along the full length of the fault [16]. Although it is possible that the next earthquake(s)

will be a partial rupture of the fault, section by section, in a series of large events over a

period of years, it is strongly anticipated by many scientists that it will be similar to the

last event in 1700, and will be the result of the entire fault rupturing, causing one great

earthquake measuring magnitude 9.0, with ground shaking lasting 4-6 minutes [6, 47].

Earthquake Resilience in Oregon

After the discovery of the major threat, the rate of change to increase Oregon’s resilience

has been slow. The first-time that explicit seismic provisions were adopted in Oregon’s

building codes was in 1993 [16,49]. Only following the 2011 Tohoku, Japan earthquake and

tsunami disaster, was special attention given to the CSZ threat at the state governmental

level. The Oregon Seismic Safety Policy Advisory Commission, with the help of more than

150 volunteer professionals, prepared the Oregon Resilience Plan in 2013 [16]. This plan

was the first comprehensive study and had the following goals: assess the state of resilience

in Oregon, plan for the impacts of a CSZ event, and map a path of policy and investment

priorities for the next fifty years. Up until today, two CSZ earthquake scenario documents

have been created, [47] and [6] (with multiple versions), with the goal to provide information

for the public on the hazards the PNW faces.

These three studies [6, 16, 47] identified the following key findings on the current state

of resilience of Oregon’s electrical grid:

• Electrical facilities and network components – including power plants, substations,

transmission lines – are seismically vulnerable to damage and have significant risk due

to ground shaking and ground failure, especially landslides, soil liquefaction, lateral

spreading and coastal subsidence hazards.

• Most of Oregon’s critical and non-critical energy infrastructure has been constructed

with seismic design deficiencies, and not initially built to with-stand earthquakes.
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Substantial improvements, investments, and a uniform set of design and construction

codes are needed to minimize extensive direct earthquake damage, indirect losses, and

possible ripple effects.

• A CSZ event will cause the failure of numerous power system components, and over

half of the region’s electrical grid may suffer medium to high damage on all grid-

levels. Outages and blackouts may occur not only within 100 miles of the coastline,

but even in areas that were not directly affected by the earthquake. The destruction

on the coastal areas may be severe enough as to render the equipment and structures

irreparable. In the I-5 corridor, considerable damage on generation and distribution

levels may result in the loss of over half of the system’s capacity.

• Oregon’s liquid fuel supply is extremely vulnerable. Besides the high dependency

on Washington State – more than 90% of Oregon’s refined petroleum products come

from the Puget Sound area, which is also vulnerable to a CSZ earthquake – the

storage facilities along Oregon’s Willamette River lie on liquefiable riverside soils.

This significantly affects most sectors of the economy critical to emergency response

and economic recovery.

• Estimated restoration time of electrical grid after a CSZ event ranges from 1-3 months

(in the Willamette Valley) to 3-6 months (Coastal region), depending on the degree

of destruction, available utility personnel, contractors and road conditions.

The PNW, and specifically Oregon, is prone to earthquakes, just like all other regions

inside the Pacific Ring of Fire. Even though small steps – conducted studies, funded re-

search, legislative changes — have been taken in the recent years to start and accelerate

the needed change in this issue, Oregon’s electrical grid today is still far from resilient to

the impacts of a CSZ event.

Geomagnetic Disturbances

GMDs are driven by severe space weather: mainly, large solar flares and associated

coronal mass ejections during solar maximums, and co-rotating interaction regions (high-

speed solar winds) during solar minimums. Charged and magnetized particles are being

blown away from the Sun, which then interact with and perturb the Earth’s magnetic

field, bringing about rapid short-term variations in its configuration [50, 51]. The created

low-frequency geoelectric fields (0.1 [mHz] – 1 [Hz]) over the surface of the affected region

generate geomagnetically induced currents (GICs) at the surface. These quasi-dc currents

– which depend on the rate of change of magnetic field experienced at a location, and the

deep earth conductivity at that location – appear in the conductive infrastructure and flow

into the high-voltage network through the neutrals of transformers [51–54].
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Figure 1.2: The space weather environment [7]

GICs may adversely impact power transmission systems and equipment, as they are

superimposed on the ac currents, consequently increasing the maximum currents through-

out the entire system. They have the potential to induce harmonics by causing half-cycle

saturation in transformers, which may lead to the misoperation of protection devices caus-

ing system relay interference and tripping of over-current relays. Premature aging, lasting

damage or complete failure of large high-voltage transformers due to overheating and ther-

mal degradation is also a great threat. The increased reactive power consumption caused

by the circulating GICs in the network may lead to the loss of reactive power support and

to voltage collapses. In the worst case, widespread infrastructure damage and tripping of

transmission lines may lead to cascading failures and extended power disruptions [55–59].

Understanding and mitigating the impacts of GMDs on power systems has been a subject

of research for many years now. There have been significant improvements in GIC modeling

and monitoring both in regulatory level and in the electric power industry [7, 57, 59–62].

Efforts have been made to include GIC related analysis in power system simulation [63–66];

as of today, a handful of commercial software solutions provide modeling and analysis ca-

pabilities, such as MATLAB® based MATGMD [67], PowerWorld®’s GIC add-on [68],

and PSS®E’s GIC module [69]. Regarding mitigation, the current main approach is reduc-

ing transformer reactive power consumption with dc-current blocking devices; installation of

such devices, however, is very expensive, even if they are selectively and strategically placed

by optimization algorithms [56,57,70–72]. Another approach would be limiting transformer

heating caused by GICs, however, current research is limited in this area [73,74].

The first comprehensive, in every aspect accessible and open-source software for both an-

alyzing and mitigating the impacts of GMDs is PowerModelsGMD.jl (PMsGMD) [2]. PMs-

GMD is a Julia [75] package, an extension to the PowerModels.jl framework [76] developed

by the Advanced Network Science Initiative (ANSI) at Los Alamos National Laboratory

(LANL). It was designed to be an easy-to-handle and customizable toolkit, which evalu-

ates the risks of GICs, and also provides mitigation strategies by treating the transformer

overheating problem as an optimal transmission switching formulation.
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1.3 Formed Hypotheses

General wisdom that complicated solutions have a tendency to waste money and only

create more problems; simple, thoughtful solutions that cut through complexity are the only

way to move forward. This dissertation proposes a simple, elegant solution to the problem

of determining operational schedules for generating units in restoration processes during

and following HILF disasters.

The presented generation prioritization method – starting with available renewable gen-

erating units then lowering priority to conventional units – conveniently supports power

system restoration processes. As it was specifically designed for real-life power systems –

with modern generation and load profiles, and mid- to high-level renewable penetrations –

the planned operational schedules are well-balanced and optimal, in which the fulfillment

of power demands are maximized at every movement. In the light of all these, the following

two hypotheses are formed and proven in this research:

Hypothesis I.

In electric power systems with significant renewable penetration, the proposed Gen-

eration Participation Weight index is more adequate, relative to common approaches, to

characterize the importance of generating units in any given system state.

Hypotheses II.

In electric power systems with significant renewable penetration, during time-sensitive

system restoration, the proposed (GPW index based) Universal Selection Scheme method

is a faster, more adequate technique to determine the optimal operational schedule of gen-

erating units, than common approaches.
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Chapter 2: Case Study Datasets

The power systems research community greatly relies on network models to explore

and study a wide range of (current and future) operating conditions, and to compare,

evaluate and validate developed tools, algorithms and techniques. Due to the sensitive

nature of such data, detailed real-world models are hard to obtain, even under non-disclosure

agreements. As a result, researchers are forced to use fictitious test cases that mimic existing

infrastructure. These, however, are often designed for a specific purpose and not for general

use, sometimes outdated and far-from-realistic representations of power systems, lacking

important characteristics and key network parameters.

Over the years there have been efforts to collect frequently used test cases into databases

and archives, while at the same time improve them through reconstruction and completion.

Datasets are typically available in a variety of different formats: often the IEEE Common

Data Format [77] or the MATPOWER case format [78], PowerWorld® Simulator format

[68], and PSS®E format [69]. The transition between different formats usually happens

through a Comma-Separated Values (CSV) source file.

Arguably, the most commonly used open format today is the MATPOWER (file exten-

sion “.m”) case format; a significant number of networks have been curated in this format,

and also many are distributed within the MATPOWER research platform [78]. Several

universities have created notable test case archives for purposes of research and education;

e.g. the University of Washington [79], the University of Illinois [80], the University of

Edinburgh [81], and the University of Cyprus [82]. The NICTA Energy Systems Test Case

Archive [83], and its successor, the Institute of Electrical and Electronics Engineers (IEEE)

Power & Energy Society (IEEE PES) Power Grid Library (PGLib-OPF) [84, 85] are both

comprehensive collections of AC transmission network models that were primarily designed

to enable power flow optimization benchmarking studies.

To remedy the shortage of modern AC power system network models and data, the

U.S. Department of Energy’s (DOE) Advanced Research Projects Agency - Energy (ARPA-

E) has been funding the Generating Realistic Information for the Development of Distri-

bution and Transmission Algorithms (GRID DATA) program [86]. A number of new syn-

thetic test cases has been generated, which are designed to be statistically and functionally

similar to real-world electrical grids, while containing no confidential critical energy infras-

tructure information. Several such cases are available through the Experiment Station of

the Texas A&M University [87].
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A test case is appropriate for the purposes of this research if it meets the following

two criteria. First, it must be representative of modern power systems: realistic system-

characteristics with up-to-date parameters and limits; inclusion of both conventional and

renewable generating units, using modern fleet and generation mix; openly accessible and

version-controlled dataset. Second, its associated dataset must have timeseries data for

generations and consumptions, which enables long-run simulation processes. Based on

these criteria, the IEEE Reliability Test System of the Grid Modernization Laboratory

Consortium (RTS-GMLC) [88] (see Section 2.1) test case, and its extended version that

allows GMD studies, the RTS-GMLC-GIC (see Section 2.2) test case, and their associated

dataset are used in this research.

2.1 RTS-GMLC

The IEEE Reliability Test System (RTS) has been a key tool for many decades both

in academic and industry research. It was developed to provide a standardized platform

for studying power system operations strategies and issues. The first version was published

in 1979 (RTS-79) [89], and since then it has undergone several modifications, with the

most recent update being issued in 1996 (RTS-96) [90]. In order to continue serving as a

commonly used model for testing and comparing results, its modernization was necessary;

RTS has grown outdated and not representative of modern power systems or the complex

challenges posed by their operation [8].

As part of the DOE’s Grid Modernization Initiative (GMI) [91], the Grid Modernization

Laboratory Consortium (GMLC) [92], a strategic partnership between the DOE and U.S.

national laboratories, has modernized the RTS test system. The dataset of the 2019 RTS,

also known as RTS-GMLC, is provided by the National Renewable Energy Laboratory

(NREL) and publicly accessible via a GitHub repository [88].

RTS-GMLC meets all expectations desired from a modern 21st century test case. It

reflects the changes of the past two decades in power system composition, allows to ex-

amine challenges and opportunities of new generation sources, and enable the analysis of

various contemporary operational issues. Just as earlier RTS versions, it is not aimed to

represent a specific, real-life power system, but rather to be representative of technologies

and configurations that could be encountered in any power system. [8, 93]

Numerous critical updates to the RTS-96 were implemented in RTS-GMLC to fix short-

comings and add improvements [8, 93]:

• Created relative node locations based on line distances to enable network geo-location.

Assigned the system to an arbitrary geographical location in the southwestern U.S.

• Enabled the simulation of hourly and 5-minute operations for a year: from Jan. 1st

to Dec. 31st, 2020. Added temporal variability in the form of 5-minute load, wind
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and solar data; each with a corresponding hourly time series representing day-ahead

forecasts based on weather patterns experienced in the selected region.

• Revised and improved the transmission system. Introduced a generation mix more

representative of modern power systems.

• Modernized the sources of generation by adding natural gas (combustion turbine and

combined-cycle), wind, solar (photovoltaic, rooftop photovoltaic, and concentrated so-

lar power), and energy storage to the model. Added new generation profiles, updated

heat rates, and introduced production cost models.

Figure 2.1: Network layout of RTS-GMLC, annotated with the relative size and location of
generation capacity [8]

The base RTS-GMLC case represents a peak load flow state, with (by default) discon-

nected wind and solar generations. The system is built up of:

• 3 interconnected areas, each of which consisting 7 subareas respectively. Area 1 is

associated with the California-Arizona border region; Area 2 is associated with the

southern Nevada region; and Area 3 is associated with the Los Angeles and its sub-

urban areas region.

• 73 buses equally divided among the areas (24-24-25 in each area respectively).

• 158 generating units: 73 conventional (1 nuclear, 10 CC combined-cycle gas, 27 CT

combustion turbine gas, 12 CT combustion turbine oil, 7 ST steam turbine oil, and 16

coal) and 81 renewable units (20 hydro, 4 wind, 1 CSP concentrated solar power, 25

PV utility solar photovoltaic, and 31 RTPV rooftop solar photovoltaic). Additionally,

3 synchronous condensers (1 in each area), and 1 disconnected storage unit (in Area 3).

Total active power generation is minimum 3,775 [MW] and maximum 14,549.8 [MW];

total reactive power generation is minimum -1,615 [MVar] and maximum 4,406 [MVar].
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• 100 HVAC transmission lines equally divided among the areas (33-33-34 in each

area respectively), 5 HVAC transmission lines connecting individual areas (3 between

Area 1 and Area 2, 1 between Area 2 and Area 3, and 1 between Area 1 and Area 3),

and 1 HVDC transmission line (between Area 1 and Area 3). Additionally, each area

contains 5 high-voltage transformers (xfmr) that are connecting the 138 [kV] and

230 [kV] voltage levels of the system.

• 51 loads (consumers) equally divided among the areas (17-17-17 in each area respec-

tively). Total active load is 8,550 [MW] and total reactive load is 1,740 [MVar].

The set case-values of system components are based on the RTS-96 case-values, and

do not correspond to any given value of the 2020 year. Forecasted hourly and 5-minute

data are available for the active power generations of hydro, wind, and solar units, and

for the active power demands of the system. Data are not provided for the reactive power

generations and demands, conventional generating units, synchronous condensers, and the

storage unit.

Figure 2.2: One-line diagram of RTS-GMLC

2.2 RTS-GMLC-GIC

Even though RTS-GMLC is a general-purpose test case, by design, it does not allow

the performance of GMD studies. To enable the time-domain simulation of the impacts of

GICs on the model, the RTS-GMLC-GIC extended test case has been developed. In the

following, the details of modeling are discussed, and RTS-GMLC-GIC is introduced.
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Modeling Geomagnetic Disturbances

Modeling aims to accurately simulate the impacts of GMDs, consequently determining

and analyzing the exact threat from GICs at any location and time in a power system. In

this complex process, the level of detail required to model a particular system is more than

what is needed in- and provided for a traditional positive-sequence simulation [60].

A GMD is essentially a temporal variation in the magnetic field of the Earth (see Sec-

tion 1.2); it induces a slow varying potential, known as geoelectric field (GEF), on the

Earth’s surface [94]. GICs, driven by GEFs, depend on the interplay between a num-

ber of factors that all need to be considered in modeling: grid topology and configuration

(geographical location of substations, resistance of assets, characteristics of transformers),

geomagnetic source fields (amplitude, frequency content, and spatial characteristics), and

electrical conductivity structure of the Earth’s crust and mantle (modeling method, sub-

station grounding resistance, influence on GEFs).

The foundations of modeling have been laid out over the years [58,95–99]. Early models

only comprised transmission lines at the highest voltage level, and single resistances rep-

resenting the combined paths to ground through each substation. Often a fixed, uniform

GEF was used; a uniform field is a useful simplifying assumption in many cases, however,

it does not have the same properties as realistic GEFs, it is a mathematical oddity [51].

GIC calculations today involve transmission lines at different voltage levels, the resis-

tances of individual transformers, and detailed characteristics of the geomagnetic fields and

the Earth’s conductivity structure [51,94]. Importantly, the availability of required type of

data has remained a challenge: verifiable information on the threat and detailed description

of the system is needed for accurate results, but often are not easy to obtain [95].

To efficiently simulate the induced GICs in large power systems, the modeled network

needs to be converted to- and described as a network of admittance [51,94,100,101]. Since

the impedances of each phase of the system are identical – i.e., phase conductors (trans-

mission lines and transformer windings in each phase) provide identical parallel paths for

GIC flows – the calculation of GICs can be performed for a single phase only, and the same

result applies to all phases. This is often done by combining the parallel paths of all three

phases to produce an equivalent circuit for calculating the total GIC in all three phases.

Each resistive branch is replaced with its corresponding admittance value and a voltage

source in series. Transmission lines with series capacitive compensation are omitted as series

capacitors block the flow of GICs. Transformers are modeled with their winding resistances

to the substation neutral, and in case of autotransformers, both series and common windings

are represented explicitly [9]. In the equivalent dc circuit the line resistances and transformer

winding resistances need to be divided by 3, and the substation grounding resistance is the

appropriate value to use. Determining the nodal voltages, the currents in the lines, and the
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currents flowing to ground from each node may be done by using the Nodal Admittance

Matrix (NAM) method or the Lehtinen-Pirjola (LP) method. Both is based on Kirchhoff’s

current law, and they are mathematically equivalent [9, 51,100].

(a) Simple ac network (b) Associated dc network

Figure 2.3: Formulation of equivalent dc network [9]

To calculate the voltage potential induced on a transmission line, the GEF is integrated

over the length of the line. With the common assumption that the GEF is uniform (i.e.,

the north and the east components are constant in the geographical area of the line) [60,

71,100,102], the induced dc voltage V is calculated as:

V = ENLN + EELE = |E|(sin(φ)LN + cos(φ)LE) (2.1)

where LN and LE are the north and east components of the displacement of the line, EN
and EE are the strength of the north- and east GEF, and φ is the angle of the GEF relative

to east (assuming that φ is measured in the counter-clockwise direction from the positive

x axis). The induced voltages are converted to the dc current injections through Norton

Equivalent, and the total current injections are derived from Kirchhoff’s law [51,100].

This above described practice assumes a GEF associated with 1-D ground electrical

conductivity structure. In reality, GEFs are non-uniform (their directions vary with geo-

graphical location) and the Earth has a 3-D conductivity structure (lateral variations in

conductivity at any given depth in the Earth’s crust and mantle) [103, 104]. Detailed in-

formation about its structure is necessary to determine the Earth transfer functions, which

enable calculations of the GEFs to be used as inputs in the GIC modeling. When available,

conductivity data obtained from magnetotelluric (MT) surveys involving colocated mea-

surements of magnetic and electric fields is used to calculate the transfer function between

electric and magnetic fields at the Earth’s surface [51].

One-dimensional (1-D) conductivity models consist of a set of horizontal layers with

varying thickness and different conductivities chosen to reproduce the conductivity variation

with depth within the Earth. These values are determined by using a recursive calculation

of the response of the bottom layer that is then used as the terminating impedance for
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calculations for the next layer, and so on, to give the transfer function at the surface of the

Earth. 1-D models ignore lateral variations in the Earth conductivity structure. However,

different 1-D models have been constructed for different regions, so GIC modeling for a

particular system would use the 1-D model for the area of that power system [51]. Two-

dimensional (2-D) and three-dimensional (3-D) conductivity models are more accurate –

may result in large deviations in induced voltages relative to Eq. 2.1 – but also more work

to develop. They involve a tensor impedance function and electric fields that are not

necessarily orthogonal to the magnetic field variations [51].

It is important to note that substation grounding resistance is often approximated using

nonlinear regression based on substation size, maximum kV level, and number of incoming

lines as predictor variables.

RTS-GMLC-GIC

To enable GMD simulations, an extended version of the RTS-GMLC test case (see

Section 2.1), hereinafter referred to as RTS-GMLC-GIC, has been developed with the assis-

tance of LANL ANSI. By adding GMD-specific data to the system, a wide range of studies

– currently the analysis of power system dynamics due to GMDs, load-flow-based solution

of GIC impacts, and solution of nonlinear effects such as transformer saturation – became

possible [2]. RTS-GMLC-GIC is based on a modified version of the base RTS-GMLC case.

To form the dc network model of RTS-GMLC-GIC, first the (by default) disconnected

wind and solar generating units were removed from the system. Next, as Fig. 2.4 illustrates,

the location of conventional- and hydro generating units were changed to make the model

more realistic: instead of directly connecting to buses or substations, individual generator

buses were added to each generating unit, which connect to the original load buses or

substations through added generator step-up (GSU) transformers. Altogether 111 new

GSU transformers were added to the system.

Figure 2.4: Modified location of generating units in RTS-GMLC-GIC
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Determining parameters required for GMD analysis – e.g., geographic coordinates- and

grounding resistances of substations, transformer configurations – is a critical step.

• Geographical location was modified to enable more realistic simulations (GMDs have

greater impacts on higher latitude locations) and also highlight the local relevance

and ties of this research. RTS-GMLC-GIC was shifted over the State of Oregon (see

Fig. 2.5): while the relative distances of node locations and the lengths of transmission

lines were kept unchanged, latitude coordinates were moved by (+9) degrees and

longitude coordinates were moved by (-4) degrees throughout the whole system.

• Determining substation grounding grid resistances is difficult. One approach (that

PowerWorld® Simulator [68] uses) is to use nonlinear regression, and estimate val-

ues based on substation sizes (maximum kV voltage level) and number of incoming

transmission lines.

• When unknown, transformer winding configurations can be estimated with good ac-

curacy. GSU transformers are typically ‘delta-gwye’ with delta on low side. Load

transformers are typically ‘delta-gywe’ with delta on high side. ‘Gwye-gywe-auto’

transformers are typically connect portions of the transformer grid where voltage ra-

tio ≤ 3. ‘Gwye-gwye’ transformers are typically connect portions of the transformer

grid where voltage ratio > 3.

Fig. 2.5 depicts the characteristics of the RTS-GMLC-GIC test case. Fig. 2.5a depicts

the modified geographical location of the system, and Fig. 2.5b scatter plot diagram depicts

the DC currents in each lines related to the length of the lines; GIC voltages on lines were

caused by an assumed 1 V/km uniform EW direction GEF. A key observation about RTS-

GMLC-GIC is that a number of transmission lines are overlapping; this will result in high

neutral currents for the transformers at substations at the end of those lines.

(a) Geographical location (b) Induced GICs in lines

Figure 2.5: Characteristics of the RTS-GMLC-GIC test case [10]
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Chapter 3: Dataset Customization

To better fit the intended application environment and requirements, the above intro-

duced dataset is customized and further improved. The following sections present and

discuss in detail all implemented changes.

The below used term “timestep” refers to a single 5-minute or 1-hour period of time.

The RTS-GMLC dataset consists of 105,408 5-minute-sized and 8,784 hour-sized timesteps.

3.1 Identification Numbers

Individual identification numbers are assigned to each system asset to easily distinguish,

handle and locate them during simulations.

A 3-digit BusID number is assigned to each bus based on their respective areas. The

first digit distinguishes between different areas, and the second and third digits distinguish

between individual buses. As mentioned above, RTS-GMLC has 3 areas (numbered from 1

to 3), each of which consisting 7 subareas respectively (numbered from 1 to 7).

A 4-digit GenID number is assigned to each generating unit based on their resource

and unit types. The first digit distinguishes between different resource types, the second

digit distinguishes between different unit types, and the third and fourth digit distinguish

between individual units. RTS-GMLC has Hydro (1), Wind (2), Solar (3), Nuclear (5), Gas

(6), Oil (7), and Coal (8) resource types, and Other Assets (9); furthermore, Solar CSP

(1) - PV (2) - RTPV (3), Gas CC (1) - CT (2), and Oil CT (1) - ST (2) unit types, and

Synchronous Condenser (1) and Storage (2) other assets.

A 4-digit BranchID number is assigned to each branch (line and xfmr) based on their

respective areas and voltage levels. The first digit distinguishes between different areas, the

second digit distinguishes between different voltage levels, and the third and fourth digits

distinguish between individual branches. The area of a certain branch is determined based

on its “FromBus” area. As mentioned above, RTS-GMLC has two voltage levels, 138 [kV]

and 230 [kV], and a handful of connecting xfmr-type branches.
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3.2 Asset States

Input Format

The key properties of system assets, discussed later in this section, may be defined

through two implemented input channels. Besides listing disconnected- (i.e., offline or non-

restored) and special assets in individual arrays, for convenience and to ease definition in

large power systems, input CSV tables may be used as well.

Input arrays manually list all disconnected- and special assets using the earlier assigned

identification numbers (see Section 3.1). Empty or zero-length array means that there are

no such asset in the system in that particular simulation. Input CSV tables – separate

template tables are used for each group of assets, i.e., for the buses, generating units, and

branches – in their first columns contain the assigned identification numbers of assets, and in

the subsequent column(s) define the properties of these assets in the form of binary values.

“0” state of these variables mean that the asset does not have that certain property (e.g.

not a disconnected asset during the simulation), and “1” state means that it does.

Critical and Dispatchable Loads, and Disconnected Buses

The criticality- and dispatchable state of a certain load are both set through its corre-

sponding bus. Critical buses, and consequently connected critical loads, are defined either

by an array that lists these assets, or in the second column of the input CSV bus-table.

Dispatchable buses, and consequently connected dispatchable loads, are defined either by

an array that lists these assets, or in the third column of the input CSV bus-table. A bus

that is defined as critical and/or dispatchable must have a connected load (i.e., given active

or reactive power demand in a certain timestep), otherwise it is automatically redefined to

non-critical and/or non-dispatchable.

The supply of critical loads takes priority when the available generating capability in

the system is less than the actual demand; dispatchable loads are able to supply a certain

portion of their total demands. Such event often happens during restoration processes when

a great number of generating units may be offline. For details, see Section 4.1.

The list of disconnected buses is an important input as it determines system topology.

Disconnected buses are defined either by an array that lists these assets, or in the fourth

column of the input CSV bus-table. In order to avoid floating-assets in the system, an

algorithm checks for such conditions and corrects the state of assets if needed.
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Blackstart- and Disconnected Generating Units

Generating units that are capable of blackstart are defined either by an array that lists

these assets, or in the second column of the input CSV gen-table. Disconnected generating

units are defined either by an array that lists these assets, or in the third column of the

input CSV gen-table. In order to avoid floating-assets in the system, an algorithm checks

for such conditions and corrects the state of assets if needed.

Critical Paths and Disconnected Branches

A series of branches (both lines and xfmrs) may be designated to form a critical path,

or paths, between key loads and generating units in the system. It is assumed that assets

of such path cannot become disconnected, i.e., are able to withstand any damage caused by

any threats. Critical branches, and consequently formed critical path(s), are defined either

by an array that lists these assets, or in the second column of the input CSV branch-table.

The list of disconnected branches is an important input as it determines system topology.

Disconnected branches are defined either by an array that lists these assets, or in the third

column of the input CSV branch-table. In order to avoid unintentional formulation of islands

or floating-assets in the system, an algorithm checks for such conditions and corrects the

state of assets if needed. If a critical path asset is incorrectly defined as disconnected,

automatically redefined to non-disconnected, so as well its buses at both ends.

3.3 Power Demand Profiles

Depending on dataset, active and/or reactive power demand timeseries data may or

may not be directly available to be used in simulations. This section discusses how the base

loads of buses are modified and updated in the used dataset.

Active Power Demand

In case of RTS-GMLC, active power demand (Pd) timeseries data is provided for each

system area individually. To get the updated Pd nodal load (denoted with newMW, in units

of [MW]) of a specific bus in a specific timestep:

newMW = oldMW · scaler (3.1)
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where oldMW is the Pd in the previous timestep (or at the beginning of a simulation the

base RTS-GMLC value), and scaler ratio is calculated as:

scaler =
timestep load

total demand
(3.2)

where timestep load is the provided regional timeseries demand of the bus’ area, and to-

tal demand is the determined total power demand of the entire area. It should be noted,

evidently, that each area has a scaler ratio in each timestep of the simulations.

Reactive Power Demand

In case of RTS-GMLC, reactive power demand (Qd) timeseries data is not provided.

When the test case was created, the base Qd of buses were kept unchanged from the RTS-

96 version values (see Section 2.1). Using a fixed, peak load flow state value in simulations,

however, is not an accurate characterization of actual reactive load profiles, which varies

throughout a day, a week, a month, and even a year. Consequently, the load profiles of

buses must be improved and modified.

To get the updated Qd nodal load (denoted with newMVar, in units of [MVar]) of a

specific bus in a specific timestep:

newMVar = oldMVar · scaler (3.3)

where oldMVar is the Qd in the previous timestep, and scaler is the above introduced ratio of

the bus’ area. Reactive load profiles now resemble active load profiles (i.e., vary depending

on the time of the year), thus are more realistic in each timestep of the simulations.

3.4 Energy Portfolio

The base energy portfolio of the used dataset is modified for two reasons. On the one

hand, to achieve a more realistic testing environment, the provided generation specific data

needed to be further improved. It is desired to highlight the local relevance and ties of this

research, therefore to change the portfolio to resemble the PNW region’s expected portfolio

of the year 2020. On the other hand, to ease the execution of validation experiments,

creating flexible yet fully controlled testing environments is necessary. It is desired to

enable the setting of varying renewable penetration levels: to be able reach a portfolio with

solely conventional generation, or a portfolio with continuously high renewable penetration

(which characterizes the region).
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Generation in the Pacific Northwest

Since the late 1800s, when the first turbines were installed, hydropower has been playing

the most important role in the energy portfolio of the PNW. This resource, supplemented by

small steam plants (fueled by coal, oil and wood), provided most of the region’s electricity up

until the 1960s. As demand increased and surpassed available hydro generation, other types

of power plants were added: baseload coal and nuclear steam-electric plants, small peaking

combustion turbines fueled by natural gas, and later highly efficient natural gas combined-

cycle plants. In recent years, large numbers of wind turbines have been constructed to

sustainably meet increasing energy needs [105].

In spite of changing trends, today’s energy portfolio is still dominated by hydropower: more

than half of the generated electricity comes from this source. Most of it is generated along

the Columbia River and its tributaries, and there are a number of damns on other major

rivers as well; the exact generatable amount greatly varies with weather-, and consequently

water conditions. Almost the third of the region’s generation capacity is at plants that

burn fossil fuels: most natural gas fueled, while less and less coal is being used. More than

tenth is coming from wind, which resource represents a continuously increasing share in the

region’s energy portfolio. The single operating nuclear plant, located in eastern Washing-

ton, also accounts for a few percent of the region’s generation. Altogether, current installed

nameplate capacity (i.e., how much power the plants are designed to produce at full load

operation) is about 63 [GW], and generating capability (i.e., how much power the plants

are capable of producing over the course of an average year) is about 34 [GW] throughout

the region [105,106].

The Northwest Power and Conservation Council (NPCC) [107] – established and oper-

ated by the U.S. States of Washington, Oregon, Idaho, and Montana – serves as a com-

prehensive planning agency for energy policy in the PNW. This independent organization

is responsible for developing resource strategies: forecasting electricity load-growth and as-

sisting in the decisions of which resources should be build and used. Most member-states

have enacted renewable portfolio standards (RPS), policies that are aimed to encourage re-

newable resource development; these have been created to diversify energy mixes, promote

domestic energy production, and encourage economic development. Roughly half of the

growth in the U.S. renewable energy generation since 2000 can be attributed to enacted

state renewable requirements [108]. However, as NPCC identifies in their latest regional

analysis, the ongoing renewable expansion in the PNW is largely motivated by the need to

satisfy aggressive standards rather than to meet actual demand growth [107].

RPS policies widely vary on several elements: set target-goals (typically a percentage

of retail electric sales), involved entities (typically investor-owned utilities, occasionally

municipalities and electric cooperatives), eligible resources to meet requirements (typically
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wind, solar, biomass, geothermal and some hydroelectric facilities), and cost caps (that limit

increases to a certain percentage of ratepayers’ bills) [108]. In the PNW:

• Idaho has no enacted RPS policies or state-wide renewable energy goals; nearly three-

fourth of the consumed energy comes from out of state, nevertheless, more than three-

fourth of the state’s generated electricity comes from renewable resources, primarily

from hydropower [108,109].

• Montana, in its Montana State Renewable Resource Standard that was enacted in

2005, requires all investor-owned public utilities and competitive electricity suppliers

in the state to obtain at least 15% of their retail electricity sales from eligible renewable

resources by 2015 and each year thereafter [108–110].

• Washington, in its Washington State Energy Independence Act that was enacted in

2006, requires all major utilities in the state (that provide 80% of the electricity sold

to retail customers) to obtain at least 15% of their generated power from renewable

sources by 2020 and each year thereafter [108, 109, 111]. In 2019 additional require-

ments were enacted: transitioning the state’s electricity supply to one hundred percent

carbon neutral by 2030, and achieving entirely carbon free electricity supply by 2045

[112].

• Oregon, in its Oregon State Renewable Portfolio Standard that was enacted in 2007

and increased in 2016 [113], requires that 50% of the used electricity in the state

must be derived from renewable sources by 2040. All utilities and retail suppliers are

subjected to RPS targets depending on their size, which targets increase over time;

e.g. large investor-owned utilities (those with 3% or more of the state’s load) are

subjected to a 20% mandate by 2020 and subsequent calendar years [108,109,114].

• British Columbia – even though almost all of its electricity is derived from renewable

sources [115] – enacted its British Columbia Clean Energy Act in 2010, which requires

that 93% of all electricity must come from clean or renewable sources by 2020 [116].

It is anticipated that the already ongoing renewable expansion in the PNW will continue

in the next years [107]. Hydropower will remain to be the foundation of the region’s power

supply. Wind (currently representing about 15% of the total installed generation capacity)

and solar (about 500 [MW] capacity installed just over the past five years) resources will

likely continue to increase their share in the energy portfolio. With the scheduled retirement

of the Centralia 1 (688 [MW]), Boardman (642 [MW]), North Valmy (127 [MW]) and

Colstrip (308 [MW]) coal power plants in 2020 and 2021, the region will need to add new

generating capacity, which likely will be renewable-based [117,118].

In this research – based on historical data, current trends and anticipated generation-

changes [117–121] – the energy portfolio of the PNW in the year 2020 is predicted to be:



23

Table 3.1: Predicted 2020 energy portfolio of the PNW

Hydro Wind Solar Other Renw. Nuclear Gas Oil Coal

47.25% 14.25% 1.0% 1.5% 3.25% 22.0% 0.25% 10.5%

Regarding renewable resources, it is assumed that hydro generation remains the same,

while both wind- and solar-based generating capabilities significantly increase compared to

past years. Regarding conventional resources, it is assumed that nuclear and gas genera-

tion remain approximately the same, while both oil- and coal-based generating capabilities

significantly decrease compared to past years.

Renewable Portfolio Options

For the purposes of this research, the renewable portfolio of the used dataset is modified

to resemble the PNW region’s portfolio in every timesteps of the simulation processes.

Target penetrations of different resources are listed above, in Table 3.1. Based on the above

discussed legal mandates, it is assumed that the minimum renewable generation requirement

in 2020 is 20% of the total generation. Due to the fact that the network structure of the

used dataset was not designed to operate with (close to) 100% renewable penetration, it is

assumed that the maximum allowed renewable generation is 75% of the total generation;

this parameter can be adjusted.

Table 3.2 presents the four renewable portfolio options that are used in the benchmarking

and validation experiments.

Table 3.2: Implemented renewable portfolio options

Hydro Wind Solar Other Renw. Min. Req. Max. Allow.

Opt. 1. 0% 0% 0% 0% 0% 0%

Opt. 2. 47.25% 14.25% 1.0% 1.5% 20% 75%

Opt. 3. 47.25% 14.25% 1.0% 1.5% 50% 75%

Opt. 4. 47.25% 14.25% 1.0% 1.5% 64% 75%

• Option 1.: a portfolio without any renewable generation

• Option 2.: average renewable generation is aimed to be greater than 20% – i.e, mini-

mum renewable generation requirement is set to the assumed PNW 2020 mandate

• Option 3.: average renewable generation is aimed to be greater than 50% – i.e., mini-

mum renewable generation requirement is set to the Oregon 2040 mandate

• Option 4.: average renewable generation is aimed to be greater than 64% – i.e., mini-

mum renewable generation requirement is set to the predicted PNW 2020 renewable

penetration level
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Achieving Desired Portfolio

To achieve a desired portfolio, the provided timeseries data of renewable generating

units are modified. All renewable units are enabled that are forecasted to have available

generation – being the highest priority assets, as discussed in Section 5.2 – however, their

scheduled generations are adjusted according to the following:

• In case of RTS-GMLC, the desired 1.5% Other Renewable generation is proportionally

distributed between the Wind and Solar categories based on scheduled generations.

• Hydro, wind, and solar change ratios are introduced and used in each timestep:

– total active power demand of the entire system (load mw total) is calculated (see

Section 3.3)

– total available active power generation of each resource-type (total avail type,

where “type” is hydro, wind, or solar) is determined by ignoring disconnected

units

– individual generating units of a specific resource-type are only allowed to gen-

erate as much total active power (Pgmax) as their total avail type share of the

load mw total is less (or equal) to the corresponding desired percentage of that

“type”

– if a “type’s” share is less than the desired portfolio percentage, Pgmax maximum

generations limits are set to be the forecasted generations; otherwise, forecasted

generations are rescaled to achieve the desired percentage, then set as Pgmax

limits

– to safely meet the set minimum renewable generation requirement (Min. Req.),

a +15% buffer is applied

– in case the Min. Req. requirement is not met by this point, and potential is

remained in the forecasted maximum generations, the allowed Pgmax generations

of appropriate units are increased with the remainder generations so as to try to

met the Min. Req. requirement.

• The minimum active power generation limits (Pgmin) are kept unchanged.

3.5 Reactive Power Generation

Transitioning to higher renewable penetration comes with challenges. With greater

use of asynchronous generating units (such as wind and solar), supplying sufficient reactive

power throughout the entire electrical grid may become harder and harder. Reactive support

is a vital ancillary service: it is necessary to ensure the continuity of power flows, the stability

and controllability of the system. Consequently, increasing variable renewable generation

without accounting for adequate reactive resources adversely impacts grid resilience.
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To simply put, reactive power is the form of energy that creates or is stored in the mag-

netic field surrounding a piece of equipment. It plays an important role in both transmission

and distribution networks: provides inertia that maintains a constant voltage level and keeps

the system frequency within acceptable ranges. Traditionally it has been generated or ab-

sorbed by synchronous generating units; the presence of heavy rotating equipment, such

as steam and gas turbines, have served as reliable inertia for years. Even though legacy

baseload units are still able to readily supply reactive power – due to their inconsistent

and increasingly uneconomical operations, and ongoing retirements – their participation

are declining, thus other sources need to be incorporated. A variety of modern technologies

(e.g. capacitors banks, static VAr compensators, synchronous condensers) are ready to take

over, but only where it is specifically designed, required, and implemented [122–124].

Reactive power does not travel as far as active power is capable of, so it is best generated

where it is consumed. This attribute, however, poses a challenge because addressing it

locally is not evident when asynchronous generating units are present. Variable generation

are often located in remote locations with weak transmission connections. Wind farms are

not directly connected to the grid, and the frequency-converters between the turbines and

the grid prevent their rotating mass from providing inertia. Solar plants, while directly

connected to the grid, are without any existing rotating mass. As a results, in systems with

high renewable penetration, power electronics must assist in supplying reactive power and

correcting the power factor when needed [123,125,126].

The renewable generating units of the used dataset are not – or in the case of hydro

units, only little – contributing towards the supply of reactive power (see Chapter 2). With

the introduced high renewable penetration portfolios (see Section 3.4) and preferred use of

renewable units (see Section 5.2), this leads to cases with insufficient reactive support and

substantial generation imbalances across the system. For this reason, the dataset must be

updated and improved with the addition of power electronics.

Synchronous Condensers

A synchronous condenser (sync-cond) is essentially a large synchronous motor with a

freely rotating shaft and a DC exciter system. It is a dynamic source, which stores energy in

the form of inertia, and can continuously adjust and quickly change its output as necessary

to supply or absorb reactive power [124,127,128].

In case of RTS-GMLC, the base case contains 3 sync-cond devices: at the approximate

center of each area, at Bus 114, Bus 214, and Bus 314 (see Section 2.1). These devices

are updated to better serve the modified energy portfolios: their minimum reactive power

generation limits (Qgmin) are adjusted to -150 [MVar], maximum reactive power generation

limits (Qgmax) are adjusted to 150 [MVar], and voltage magnitude setpoint adjusted to
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1 [per unit] Furthermore, since hydro generating units are capable of operating in condense

mode, i.e., as a sync-cond, the 20 hydro units of the base case – 6 units at Bus 122, 1 unit

at Bus 201, 3 units at Bus 215, 6 units at Bus 222, and 4 units at Bus 322 – are updated.

After considering typical sync-cond ratings in electrical grids, the reactive power generation

limits of these units are adjusted to -25 [MVar] Qgmin and 25 [MVar] Qgmax.

Variable Generation

As the number of asynchronous generating units, and consequently the share of variable

renewable generation, have grown beyond insignificant in power systems, it is desired to

require these units to participate in providing reactive power support. The initial approach

– treating variable generation like negative demand, and placing the burden on conventional

(synchronous) generating units to respond properly when active and reactive power gener-

ation output changes – has evolved to using power electronics to aid the compliance with

applicable reactive support requirements and standards [126,129].

For the most part, wind turbines use doubly-fed asynchronous generators or full- conver-

sion machines with self-commutated electronic interfaces, which have considerable dynamic

reactive and voltage capability. Solar PV inverters have a similar technological design to

full-converter wind generators, and can be equipped with reactive power capability when

needed. Both wind and solar plants can be further enhanced with the addition of SVC,

STATCOMS or other reactive support equipment at the plant level [126,129,130].

In case of RTS-GMLC, wind and solar generating units do not have reactive power

generation capability. To compensate for the lack of reactive support and reduce the system-

level generation imbalance, fictional power electronics are added to them to provide this

capability. Since the technology and exact design of individual units are unknown, the

following is assumed. The 4 wind units of the base case – each equivalent to a single wind

farm at Bus 122, Bus 303, Bus 309, and Bus 317 – are updated. In each timestep of the

simulation, the Qgmin minimum and Qgmax maximum generation limits of these units are

adjusted to -/+ 25% [MVar] of the unit’s earlier determined (see Section 3.4), current active

power generation (Pg), respectively. The 57 solar units of the base case – 1 CSP solar: 1

unit at Bus 212; 25 PV solar: 4 unit at Bus 101, 2 units at Bus 102, 1 unit at Bus 103, 1

unit at Bus 104, 1 unit at Bus 113, 1 unit at Bus 119, 1 unit at Bus 215, 2 unit at Bus 310,

1 unit at Bus 312, 2 units at Bus 313, 4 units at Bus 314, 1 unit at Bus 319, 1 unit at

Bus 320, and 3 units at Bus 324; 31 RTPV solar: 10 units at Bus 118, 1 unit at Bus 213,

1 unit at Bus 308, 13 units at Bus 313, and 6 units at Bus 320 – are similarly updated as

well. In each timestep, their Qgmin and Qgmax limits are adjusted to -/+ 15% [MVar] of

the unit’s earlier determined Pg generation, respectively.
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3.6 System Topology

Slack Bus

A slack (also known as swing or reference) bus is a mathematical necessity in power

system simulation. It allows that the solution of the non-linear set of equations, which

describe the system and the flow of power, to be feasible; removes all uncertainty that arise

from the lack of knowledge of the system-state. The arbitrarily selected slack has no physical

relationship to any actual buses. On the one hand, it serves as an ideal generating unit

that regulates the existing supply-dem unbalances: absorbs or emits active and/or reactive

power to and from the power system until a system-wide balance is achieved. On the other

hand, it serves as a virtual reference for all other buses: its voltage magnitude is assumed

to be 1 [per unit], and voltage phase angle is set to 0◦ [122].

Traditional power flow studies rely on a defined single slack bus. In case of high-voltage

transmission networks, this usually is the generator bus with the largest generating unit

(i.e., unit with the greatest active power generating capability) that has a large number of

transmission lines connected to it [131]. In case of terrestrial distribution networks, where

the voltage level is between 4 [kV] and 69 [kV], this generally is a bus that represents a

substation [132]. Numerous authors have suggested methods, e.g. [133–135], that provide

solution for load-flow formulations without reliance on a slack.

With increasing number of renewable energy sources in power systems, distributed gen-

eration has been rapidly growing. Primarily in distribution networks, the concept of dis-

tributed slack has emerged: multiple generator buses serve as slacks based on defined scalar

participation factors. This remedy the inadequacay of a single slack bus, and is a more

realistic representation of real world dynamics [132,136–138]. Another path is selecting the

slack bus during load flow studies; [132] presents a method which selects the best slack bus,

or buses, in such a way that the system power imbalance is minimized.

For the purposes of this research, since transmission networks are simulated and ana-

lyzed, a single slack bus is selected according to the following:

• [139] argues that instead of typical empirical rules, which have no validity in regard

to the optimum choice of slack, using the impedance matrix of the system leads to

finding the optimum: the smallest diagonal element of any impedance matrix of a

system coincides in almost all cases with the optimum reference-slack bus location.

• Consequently, the default slack (Bus 113 in RTS-GMLC) is deselected, and a new

slack is determined from the list of non-disconnected buses for the simulation.

• The new default slack is updated in each timestep after the operational status and

setpoint of each renewable and conventional generating unit is decided.
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To select a new slack, first the impedance matrix of the system is created: MAT-

POWER’s [78] makeYbus function builds the bus admittance matrix, which then is con-

verted to the impedance matrix by using MATLAB’s [140] y2z function. Next, the smallest

diagonal element corresponding to a generator bus is located (a slack must have an enabled

generating unit connected to it); this leads to finding the optimal slack for the current sys-

tem state. Finally, the voltage magnitude and angle of the new slack is set to 1 [per unit]

and 0◦, respectively.

Topology Adjustment

The following adjustments are made to prepare the used dataset for simulation, and to

enhance it to be a better representation of real-life power systems:

• Each simulation is set to start with a flat start; the voltage magnitudes and angles of

buses are set to 1 [per unit] and 0◦, respectively.

• Voltage limits of buses, according to industry practice, are updated to 0.95 [per unit]

minimum and 1.05 [per unit] maximum limits.

• The branch angle difference limits – namely the allowed minimum and maximum

angle differences of individual branches – are updated to -180◦ minimum and 180◦

maximum values.

• The different MVA rating of individual branches – namely A long-term, B short-term,

and C emergency ratings – are kept unchanged from the base dataset values.

Additional topology adjustments are made to simplify the used dataset. The storage

unit(s) is kept disconnected throughout the simulation. The DC transmission line(s) is set

to be out-of-service. The area assignment of system assets is clarified and improved as

needed to facilitate proper simulation.

3.7 Operational Details

Key operational details of generating units are modified to better fit the application

circumstances. This includes the proper setting of total operational costs, the addition of

modern heat rate values, and the modification of operation related properties of units.

In the used MATPOWER format dataset, the total cost model of each generating unit is

provided as a piecewise linear cost function [78]; two end- and two break-points are defined

by coordinates, which are formed by parameters given in units of [$/hr] and [MW]. For

the purposes of this research, piecewise linear functions are interpreted in two ways. To

quicken the algorithm, for each generating unit, units of [$/hr/MW] values are calculated

for every point of a function, which then are averaged into a single value that is set to

characterize the individual unit. To use more accurate cost data, for each generating unit,
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the provided conditionally defined function is accurately modeled using MATLAB’s [140]

piecewise function; it is assumed that the points are connected by straight linear lines,

which gives exact unit of [$/hr/MW] values that characterize individual units.

Heat rate is a measure that quantify how effectively a generating unit converts its fuel

into heat and into electricity. It is commonly expressed in units of [Btu/kWh] – i.e., British

thermal units per net generated kilowatt-hour – and represents the amount of energy used by

a generating unit to generate and supply one [kWh] of electricity to the power system. The

operating heat rates of different energy sources are updated according to the latest available

U.S. Energy Information Administration (EIA) data [141]; for convenience, in this research

units of [MMBtu/MWh] – i.e., million British thermal units per net generated megawatt-

hour – values are used. Renewable generating units (hydro, wind and solar resources) are set

to 9.118 [MMBtu/MWh] average heat rate values; using EIA’s captured energy approach

[142], it is assumed that their efficiency is 37.4%. Conventional generating units are set to

the following average heat rate values: Nuclear to 10.455 [MMBtu/MWh] (32.6% efficiency),

Gas CC to 7.627 [MMBtu/MWh] (44.7% efficiency), Gas CT to 9.009 [MMBtu/MWh]

(37.9% efficiency), Oil CT to 10.326 [MMBtu/MWh] (33.0% efficiency), Oil ST to 10.270

[MMBtu/MWh] (33.2% efficiency), and Coal to 10.015 [MMBtu/MWh] (34.1% efficiency).

A number of operation related properties are modified as well:

• Ramp rates (ramp-up and ramp-down limits) restrict the generation-changing ability

of generating units between consecutive hours. Values are changed from the given

units of [MW/min] to [MW/hr]; values of disconnected units are set to 0 [MW/hr].

• Minimum up- and minimum down-times are the number of hours a generating unit

must be online, or must be offline before it can be brought online again. Values are

provided in units of [h], and are rounded up to the nearest integer using MATLAB’s

[140] ceil function.

• Start-up cost represents the cost of starting-up a generating unit, and shut-down cost

represents the cost of shutting-down a unit. Values are provided in units of [$/switch];

when a unit was online (enabled) in the previous timestep, its start-up cost is changed

to 0 [$/switch], as it is already operating.

• Fuel cost represents the cost of resources that are needed to power a generating unit.

Values are provided in units of [$/MMBTU].
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Chapter 4: Prioritization of System Assets

The main objective during system restoration is to maximize the total available gener-

ating capability and minimize the unserved power demand at all times. In HILF events,

the number of affected consumers and generating units varies (see Section 1.2): there may

be significantly more demand than available generation, or perhaps the opposite, i.e., sub-

stantial generation that greatly exceeds demand. To best achieve the objective, successfully

balance the power system, and ultimately quickly conclude the restoration process, the

system assets must be prioritized and adequately scheduled in advance.

4.1 Demand Prioritization

When available generation is insufficient to meet all consumer demand – e.g., due to

sudden increase in system loads, or unexpected outage of generating units or other assets

– intervention is needed to restore and/or preserve the normal operating state of the sys-

tem. The protection action consisting in intentionally disconnecting demand in part of a

transmission or distribution network, with the goal of avoiding the cascading failure of the

entire grid, is called load shedding [143,144].

Load shedding, alongside with other types of load curtailment or demand management

that electric utilities use when necessary, has an extensive background and application

history in distribution networks [143–151]. The concept of critical loads describe key con-

sumers which are given high priority during system operation and restoration; these assets

take precedence over non-critical loads to be restored and fully supplied [144,145]. The con-

cept of dispatchable loads describe controllable consumers whose demands may be adjusted

(i.e., partially fulfilled) based on available generation [145,146].

In transmission networks, these concepts and procedures are interpreted in a slightly

different way, given the demand aggregation abstraction as one steps up in voltage levels, and

thus related protection and restoration literature is scarce. A load represents a substation

(i.e., a large group of consumers) rather than a single local demand, consequently its size

is only adjustable to a limited extent. Individual consumers belonging to a particular

substation are often not known, knowledge about them and their characteristics are not

available, consequently they are treated as one, and criticality means giving high priority

to all of them. In light of all these, since transmission networks are simulated and analyzed

in this research, consumers (loads) are prioritized and scheduled as follows.
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By using the earlier introduced criticality- and dispatchable states of loads – which both

are set though their corresponding buses (see Section 3.2) – demands in a certain timestep

are rated and fulfilled according to these priorities:

1. higher priority is given to critical loads over non-critical loads,

2. higher priority is given to dispatchable loads over non-dispatchable loads, and

3. loads are ordered based on their reactive power demands (Pd), from the largest value

to the smallest.

In case the available generation is less than the scheduled active power demand (a 15%

buffer is added for safety), load shedding is performed in each system area separately: start-

ing from the lowest priority load in the area, demands are adjusted to 0, one after another,

until balance between generation and demand is reached. If a load is dispatchable, load cur-

tailment is performed: its demand may be adjusted in 25% increments, i.e. can be reduced

to 75% - 50% - 25% - 0% of its total value when necessary.

4.2 Generation Prioritization

In power system operation, the process of prioritizing and scheduling generating units

(i.e., deciding when to start certain ones up and with what generation set-points, and then

when to shut them down) is called Unit Commitment (UC) [122,152]. UC, in other words,

indicates the advanced selection of an optimal set of units to be placed in operation over

a certain time span, and the best allocation of loads and reserves among these online (i.e.,

synchronized with the rest of the system) units [153,154].

Determining the optimal schedule for a system is a complex mathematical optimiza-

tion problem that is subjected to numerous operational constraints. These constraints

usually are: the forecasted power demand and interchange within the system, the reserve

requirements, the availability of generating units, the physical limitations of units (such as

starting limitations and capability limits: minimum up- and minimum down-times, ramp-up

and ramp-down limits, maximum generation capability), and the costs of operation (such as

start-up-, operating-, and fuel costs) (see Section 3.7). In most cases (traditional UC prob-

lem), the economic aspects of generation-scheduling define how optimal is interpreted: the

target objective of optimization is to minimize the operational costs throughout the system

over the commitment period, while also satisfying all other constraints [153–155].

Countless UC solution approaches have been explored, developed and tested over the

years; methods and techniques for regulated and deregulated markets, for systems with

renewable energy resources and energy storage units, for distributed generation systems,

and many more [154–160]. They have in common that they all combine mathematical

programming approaches with certain approximations and assumptions to make the UC

problem tractable and the solution optimal.
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The approaches of Exhaustive Enumeration (EE), Priority List (PL) (see Section 4.3),

and Dynamic Programming (DP) are among the earliest and less complex solution tech-

niques. EE solves the UC problem by enumerating all possible generating unit status-

combinations, then identifying the solution that yields to the combination with the low-

est cost. PL arranges the generating units into a ranked list based on specific guidelines

(combination of decided criteria and given unit-characteristics), and then uses this list to

commit units to meet the power demand. Although its a fast and straightforward approach,

the found solutions are often not optimal or feasible. DP builds and evaluates the entire

solution-space – which consists of the commitment statuses of all generating units through-

out the whole time horizon – in order to find the optimal solution, either searched in a

forward or backward direction on the decision tree. DP methods tend to be overly complex

for large power systems, consequently most of them are utilizing PL techniques to reduce

the size of the solution-space and quicken the search.

In the utility industry, traditionally the Lagrangian Relaxation (LR) approach was used

to solve UC problems; it remains a powerful solution technique even today. LR is based on

dual optimization: the UC problem is decomposed into a master problem and several (more

manageable) sub-problems, which are liked together by calculated LaGrange multipliers.

Each sub-problem iteratively determines a near-optimal solution (commitment) for a single

generating unit, and then the LaGrange multipliers are passed and updated between the

two level until an overall solution converges. LR methods are able to handle a large number

of units, however, convergence or feasible solutions are not guaranteed.

With the widespread proliferation of efficient commercial solvers (such as CPLEX [161],

GUROBI [162], and MATLAB [140] optimization toolboxes), nowadays the common and

most efficient way to solve UC problems is through Mixed-Integer Programming (MIP). MIP

methods consist of an objective function as a function of parameters, a number of variables

(e.g., commitment status of units), and constraints for the variables (e.g., constraining a

variable to be a binary value). Integer and mixed-integer programming approaches divide

the original generation-scheduling problem into two subsets: a nonlinear economic dispatch-,

and a pure-integer nonlinear UC problem. MIP techniques solve the UC problem by ignoring

infeasible solutions. In case of Mixed-Integer Linear Programming (MILP) (see Section 4.4)

methods, linear problems or sub-problems are continuously solved until the linear program

results in an integer solution.

Beyond all these deterministic approaches, more complex techniques also exist that are

aimed to optimally solve UC problems. Without going into details, there are advanced

meta-heuristic- (such as Expert Systems (ES), Fuzzy Logic (FL), Artificial Neural Net-

works (ANN), Genetic Algorithm (GA), Evolutionary Programming (EP), Particle Swarm

Optimization (PSO))(such as Expert Systems (ES), Fuzzy Logic (FL), Artificial Neural Net-

works (ANN), Genetic Algorithm (GA), Evolutionary Programming (EP), Particle Swarm
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Optimization (PSO)), hybrid-, and multi-agent system approaches available today. Since

these are not used in utility-level decision making, they are out of the scope of this research.

4.3 Priority List Unit Commitment

Table 4.1: Attributes of PL approaches

Modeling Optimization Scaling Computation

straightforward approximation with able to handle large generally fast; linearly

structure advanced heuristics optimization problems increasing comp. speed

PL approaches select the generating units to be placed in operation by using predeter-

mined ranked lists. On these lists, typically, the most preferable units are at the top and

committed first, and the rest are listed in descending preference orders and committed only

when needed. The actual order of units greatly depends on individual unit-characteristics

and the chosen optimization criteria; ranking is commonly done based on total operational

costs and generation capabilities, while UC decisions are made based on unit generation

limits and the power demand that needs to be met.

The introduced methods of [163–167] all use maximum active power generation limit

(Pgmax) and/or heat rate values to form ranked lists. The Extended Priority List of [163]

is a reverse list: units with greater Pgmax are at the bottom and have higher priority; in

case generation capacities are equal, units are started up in ascending order of their heat

rate values. The Methodological Priority List of [164] is similar to [163], however, the most

preferable units are at the top of the list. The Improved Priority List (IPL) of [165] is based

on the Cost per MW values of units, which can be obtained from the maximum power

generation rate cost function; units are primarily ranked by their Pgmax values (greater

capacity results in higher rank on the list), and when those are equal, lower Cost per MW

values have higher priority. In [166], units with greater power rating have higher priority

on the list, and then a meta-heuristic (EP) method is used to determine the UC statuses.

In [167], per MW cost at maximum power output values are calculated, and then less costly

units are committed first by utilizing a meta-heuristic (PSO) method.

Each method in [168–173] uses operation related costs to rank units. [168] presents two

deterministic (LR and PL), and [169] presents a deterministic (PL) and two meta-heuristic

(GA and FL) methods to solve thermal UC problems; to form lists, full load average costs

are calculated, and then higher priority is given to those units that have lower costs. [170]

presents a hybrid (PL-PSO) method in which thermal generating units are integrated with

other renewable resources; full load average production costs are calculated, and then lists

are formed based on incremental cost values (lower cost is preferred for commitment, while

higher cost is preferred for decommitment). [171] presents a deterministic (PL) and a
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meta-heuristic (PSO) method to solve ramp rate constrained UC problems; the introduced

Improved Priority List is based on priority index of average production cost values (lower

value have higher priority on the formed list). [172] presents a hybrid (PL based GA)

method; the PL uses average production cost values: units with lower costs are committed

first. [173] presents a hybrid (PL based MILP) method; the introduced Modified Priority

List (MPL) uses aggregated operation-related costs to form a list (units are ordered from

the least to the most costly ones), which then is used in a MILP method to determine the

statuses of units.

Recent work, [174], proposes a New Priority List (NPL), which considers three factors

to determine the position of a unit on the formed list: fuel costs, starting costs, and Pgmax

values. Based on fuel cost, less costly units have greater priority as they reduce the total

system costs of operation. Based on starting cost, units with higher costs have greater

priority as it is desired to keep these units continuously operational. Based on Pgmax, units

with greater values have higher priority as they satisfy the spinning reserve constraints

and minimize the needed commitment status-changes due to power demand variations.

The three factors are expressed in dimensionless values, and are summed to get the actual

ranked list.

PL methods are simple (implementational advantage), generally fast (computational

advantage), and well suited for both small- and large-scale UC problems (broad applicability

advantage). However, regardless of their complexity and level of detail, their provided

solutions remain rather poor: PLs cannot guarantee neither an optimal (total operating

costs are often high), nor an always feasible schedule for generating units.

Implemented Priority List Methods

To demonstrate the effectiveness and advantageousness of the proposed GPW index

(see Section 5.1) in ranking generating units, three relevant PL methods (briefly described

above) are implemented and compared qualitatively and quantitatively with it. These, in

chronological order of their publication dates, are introduced in [173], [165], and [174].

MPL [173] is introduced as a key tool in a two-step hybrid UC method, which aims to

improve generic MILP UC approaches. During normal operation, in a system with stable

power demand patterns, the commitment statuses of many generating units remain the

same for an extended period of time. These always online and always offline units can be

identified and removed from the MILP problem formulation to reduce its dimensionality,

consequently shortening computational time-frames. MPL is proposed and used to identify

these removable subsets of units.
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In the MPL, units are ranked based on their aggregated operation-related costs (denoted

with C in units of [$/MWh]), which are calculated as:

C = F ·H + O (4.1)

where F is the fuel cost in units of [$/MMBtu], H is the average heat rate in units of

[MMBtu/MWh], and O is the operating & maintenance costs in units of [$/MWh]. The

unit with the lowest C has the highest priority on the formed list, and the rest are listed

in increasing order by their C values.

First step decisions are made by using Pgmax values of units and scale factors that adjust

the amounts of committed and uncommitted generation (thereby adjusting the trade-off

between computational time and achieved optimality). Once the always online and always

offline units are removed, in the second step, the commitment statuses of remaining units

are determined with a chosen MILP solution approach and tool.

In spite of its advantages, the applicability of the hybrid, MPL based MILP method is

very limited. In power systems with significant renewable penetration, due to the high vari-

ability of renewable resources, the long-term commitment status of units greatly varies and

is unpredictable; in these cases this method cannot be fully used. Also, during restoration,

when the available units and the power demand throughout the system is often unforeseeable

and may change unexpectedly, this method cannot be used.

IPL [165] is introduced as an advanced list that is used in solving UC problems in the

presence of renewable, specifically wind and solar generations.

In the IPL, generating units are ranked based on their Pgmax and Cost per MW values

(denoted with CpMW in units of [$/MWh]), which are calculated as:

CpMW = HR · FC (4.2)

where HR is the heat rate in units of [MMBtu/MWh], and FC is the fuel cost in units of

[$/MMBtu]. The unit with the largest Pgmax value has the highest priority on the formed

list, and the rest of the units are listed in decreasing order by their Pgmax values. When

multiple units have the same Pgmax value, the one with lower CpMW value has higher

priority.

Commitment decisions are made by using the ranked IPL list: units are committed one

after another, from higher priority to lower, until the power demand and required spinning

reserves of the system are satisfied. Minimum up- and minimum down-time constraints are

used to improve solution, to commit additional units if needed or turn off units to reduce

operating costs while still satisfying all other constraints.
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This IPL based PL method considerably reduces total operational costs of UC solutions

by incorporating renewable generating units into the commitment-problems; the solutions

are near-optimal and provided relatively fast. However, the description of the proposed list

and solution method is vague and deficient, also lacks of sufficient verification tests and

explanations, which makes the actual implementation and its use challenging.

NPL [174] is introduced with the purpose to solve large-scale UC problems quick and

efficiently through an NPL based PL method.

In the NPL, generating units are ranked based on Priority Criteria values (denoted with

f ), which are calculated as:

f =
F

max(F)
+ 1/

S

max(S)
+ 1/

Pgmax

max(Pgmax)
(4.3)

where F is the fuel cost in units of [$/MMBtu], S starting cost in units of [$/switch],

and Pgmax is the maximum active power generation limit in units of [MW]. The values

of max(F), max(S) and max(Pgmax) represent the system-wide maximum values of each

factor considering all generating units. The three factors are individually expressed in

dimensionless values, and then summed into a single value, to f.

The unit with the lowest F value comes first on the formed list as it reduces the total

operational costs the most. The unit the highest S value comes first on the formed list as

operating the most expensive units continuously (avoiding frequently commitment status

change) is desired. The unit with the highest Pgmax value comes first on the formed list as

it satisfies the required spinning reserve constraints and avoids frequent commitment status

change due to power demand fluctuations. Consequently, the ranking of generating units

goes as follows: the unit with the lowest f value has the highest priority, and the rest of the

units are listed in increasing order by their f values.

Commitment decisions are divided into three sub-problems. First, the initial status of

each unit is determined based on the ranked NPL, and that status is used as an operational

constraint. Second and third, the status of certain units are adjusted when the active power

demand (load and reserve constraints) change in the system, while generation limits (Pgmin

and Pgmax) and minimum up- and minimum down-time constraints of units are also taken

into consideration.

Even though this NPL based PL method was compared to 23 different UC solution

techniques, which tests verify the fast execution time and provided low total cost solutions,

the verification experiments were performed on a small, artificial and non-lifelike power

system model. This raises questions about the reliability of conclusions, especially that the

description of the method is confusing and not detailed enough to be reproducible.
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4.4 Mixed-Integer Linear Programming Unit Commitment

Table 4.2: Attributes of MILP UC approaches

Modeling Optimization Scaling Computation

clearly written and optimization with limited scalability; exponentially

easily adaptable commercial solvers better at small increasing

equations optimization problems comp. speed

MILP algorithms adopt linear programming to solve and check for an integer solution

[160],[175]. It is required that the objective function and constraints be a linear function of

the decision variables. Their greatest advantage over other approaches is global optimality;

they guarantee a solution that is globally optimal or one with an acceptable tolerance

[175] –[176]. On the other hand, they scale poorly and fail when the number of units

increases, or when additional modeling detail is integrated. Their efficiency also suffer from

computational delay and the need for large memory [160],[175].

Implemented Mixed-Integer Linear Programming Method

To demonstrate the effectiveness and advantageousness of the proposed USS method (see

Section 5.2) in determining optimal operational schedules for generating units, a MILP UC

method is implemented and compared qualitatively and quantitatively with it. The method

is based upon an openly-accessible UC script by MathWorks: [177]; the MILP computation

is solved using the INTLINPROG solver of MATLAB’s Optimization Toolbox.

MathWorks’ UC script is customized for the case studies in the following manner:

• It is implemented for each system area separately to account for the unique properties

of the areas, and executed in each timestep separately.

• After renewable generating units are enabled and dispatched by default, conventional

generating units are to be optimized; data of other system asset is ignored.

• Input data of datasets is changed to fit the application circumstances:

– Forecasted power demand (missing active power generation of the area) is in-

creased by 5% to serve as spinning reserve for the generators of the area and to

compensate for potential variabilities and modelling inaccuracies.

– The objective function is the sum of three variables: cost of turning the gener-

ator on (Status x Start-up cost), cost of running the generator if it is on (Pg x

Operating cost), and cost of generating power (Pg x Fuel cost).

– Integrated modeling details are kept low to increase computational speed.
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Chapter 5: Proposed Generation Prioritization Method

A key step in any restoration process – as discussed in Section 1.1 – is the determination

of an operational schedule for all available generating units. Common UC approaches are

not completely adequate in the restorative stage of system operation: widely used methods

may take an extended amount of time to find realistic and/or optimal schedules, and are

not necessarily suitable for modern power systems with significant renewable penetrations.

It is clear that a novel solution is needed to tackle prevailing challenges; a method that is

able to:

• broadly leverage renewable resources, regardless of the available amount;

• support quick and reliable decisions based on extremely limited data;

• be used in a wide range of scenarios and network sizes;

• and applicable in both online and offline system operation support.

The proposed Universal Selection Scheme method (see Section 5.2), which relies on

the proposed Generation Participation Weight index based raking of generating units

(see Section 5.1), fully meets these needs. This efficient toolset ensures the achievement of

optimal operational schedules (Section 6.2), consequently greatly shortening system recovery

times and improving grid resilience. The following sections introduce and discuss in detail

this proposed generation prioritization method.

Table 5.1: Attributes of the GPW index based USS method

Modeling Optimization Scaling Computation

straightforward advanced heuristics able to handle any extremely fast; linearly

algorithm guarantee optimality problem sizes increasing comp. speed

5.1 Generation Participation Weight

To characterize the importance of generating units in any given system state, the Gen-

eration Participation Weight (GPW) index is proposed. GPW is comprised of four relevant,

easy-to-calculate factors: Previous State (PS), Area Participation Factor (APF), Q/P ratio,

and Maximum Power (MP). GPW is used to rank available units in a certain timestep: cre-

ate a prioritized list that distinguishes between significant and less significant ones from the

perspective of optimal system operation. An optional fifth factor, the Simplified Operating

Cost (SOC) is also introduced; it is a secondary ranking value whose relevance and usage

is discussed later in this section.
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The formed GPW index based lists resemble priority lists presented in Section 4.3. Some

mentioned drawbacks of those lists are alleviated by simplifying problem formulations and

reducing required computational times. Furthermore, due to the conscious selection and

designed nature of component-factors, GPW based lists are more adequate to be used in

modern power systems than those others.

The GPW of a certain generating unit is dimensionless, and calculated as:

GPW = PS + APF + Q/P + MP (5.1)

PS: Previous State

Refers to the operational status of the unit in the previous timestep.

Keeping the operation of renewable and conventional units continuous is desired. Fre-

quent changes between online and offline statuses of a unit is non-realistic (due to starting

limitations, such as slow ramp rates, or required minimum up- and down-times), economi-

cally not beneficial (due to costs associated with starting up and shutting down the unit),

and not advised (continuity is better from the operational point of view, and also preferred

by the operating personnel; inevitable wear and tear) regardless of provided generation ca-

pacity. Consequently, previously operating units should have greater probability to continue

operating in the current timestep (i.e., higher position on the GPW index ranked list).

PS is a dimensionless, binary index. Units that were committed to operate in the

previous timestep receive a value of 1, and all other units receive 0.

APF: Area Participation Factor

Refers to the contribution of the unit towards the supply of active and reactive power

demands within its own system area in the current timestep.

The concept of participation factors was developed to quantify the individual respon-

sibilities of units to serve the loads, losses, and scheduled interchanges within their area;

the unit with the largest factor contributes the most, while the unit with the lowest one

contributes the least. Participation factors are usually set based on the maximum active

power generation capacities or the available reserve powers of the units; alternatively, a

hard-coded uniform value may be used. They are especially useful when good economic

information is unavailable to describe the units [178–180].

APF is comprised of two sub-factors, APF-P and APF-Q, and calculated as:

APF = APF-P + APF-Q (5.2)

where APF-P is based on the Pg active power generation-, and APF-Q is based on the Qg

reactive power generation of the unit.
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The idea of these sub-factors comes primarily from [181] – specifically from [181,182] in

the case of APF-P, and from [181, 183] in the case of APF-Q – which work was rethought

and modified. To obtain their values, first the Pgmin generation limits of all units are set to

0 [MW], and then an optimal power flow study (see Section 6.2) is conducted in the system;

by doing so, the ideal contribution of the unit is determined. Next, using the results, in

each area separately: 1) total Pg area and Qg area are calculated (after increasing results

with absolute-valued lowest generation values); 2) the individual contribution of the unit is

calculated, consequently getting APF-P and APF-Q dimensionless values.

In a certain area, a unit’s APF-P and APF-Q factors both add up to 1-1, respectively.

Therefore, the APF factor of a unit is dimensionless, and takes a value between 0 and 2;

higher APF corresponds to a more important unit.

Q/P ratio

Refers to the ratio of the unit’s two generation limits: the Qgmax maximum reactive

power generation limit is divided by the Pgmin minimum active power generation limit.

As the number of renewable units increases in a power system, the unbalance between

reactive power demand and generation grows due to the lack of renewables’ ability to con-

tribute. In order to restore this balance, conventional units with appropriate reactive gen-

eration capacity need to be used and enabled: units that reduce the systemwide reactive

power generation imbalance more, than they contribute towards active power generation.

These units have high Qgmax/Pgmin ratios.

After determining the Q/P ratio of each unit, individual values are mapped into relative

values compared to the maximum of the current timestep. Therefore, Q/P is a dimensionless

factor, and takes a value between 0 and 1.

MP: Maximum Power

Refers to the maximum output of the unit compared to the largest renewable or con-

ventional unit of the power system.

MP is comprised of two sub-factors, MP-P and MP-Q, and calculated as:

MP = MP-P + MP-Q (5.3)

where MP-P is based on the Pgmax maximum active power generation limit-, and MP-Q is

based on the Qgmax maximum reactive power generation limit of the unit. Renewable and

conventional units are treated separately, i.e., the type of the unit is taken into account.

The largest unit(s) greatly contribute towards the supply of active and/or reactive power

demands. It is both impractical and infeasible to frequently change between their online

and offline statuses. To keep them generally enabled, and their operation continuous when

possible, MP-P and MP-Q sub-factors are introduced.
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To obtain their values, first the relative Pgmax and Qgmax of the unit is determined after

identifying the largest units of the system. Next, MP-P and MP-Q values are decided based

on relative sizes (as percentages of the largest units), using the following table:

Table 5.2: Determination of MP-P and MP-Q values

< 80% 80% - 95% 95% ≤
MP-P = 0 MP-P = 0.25 MP-P = 0.5

MP-Q = 0 MP-Q = 0.25 MP-Q = 0.5

The MP factor of a unit is dimensionless, and takes a value between 0 and 1; only the

largest units in the system receive values in the current timestep.

SOC: Simplified Operating Cost

This optional, secondary factor refers to the minimal operating cost of the unit.

In the development of the GPW index based USS method the primary target was to

minimize required computational times while at the same time maximizing the optimality of

determined schedules. Even though cost related data is not being used in the GPW index,

it may be beneficial to take the financial aspect into account as well when distinguishing

and prioritizing the units of the system. For this reason, the SOC factor is introduced to

further describe individual units, and later used to form advanced ranked lists.

The SOC is calculated as:

SOC = FC ·HR ·MG (5.4)

where FC is the fuel cost in units of [$/MMBtu], HR is the heat rate in units of [MMB-

tu/MWh], and MG is the Pgmin minimum active power generation limit in units of [MW].

Consequently, it is expressed in units of [$/h], and reflects the operating cost of the already

online unit.

To actually use SOC for prioritization, relative values are determined for every units

in the current timestep. Therefore, the SOC factor of a unit is dimensionless, and takes a

value between 0 and 1; higher SOC corresponds to a more costly unit to operate.

Ranking Generating Units

The GPW indexes of generating units are calculated according to Eq. 5.2; values of

disconnected units are set to (-1).

A larger GPW corresponds to higher rank (greater importance) on the form list of units.

When the GPW indexes of multiple units are equal, lower SOC value (calculated according

to Eq. 5.4) is preferred and prioritized; SOC serves as a secondary ranking value.
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5.2 Universal Selection Scheme

To determine the optimal operational schedule of generating units during an ongo-

ing restoration process, the Universal Selection Scheme (USS) method is proposed. This

GPW index (see Section 5.1) based algorithm identifies the ideal subset of units to be place

in operation, while – by fully leveraging available renewable generation – supporting an

accelerated system recovery. Fig. 5.1 depicts the general structure of this method.

Figure 5.1: Block diagram of the two-level USS method

First, renewable generating units throughout the system are designated as quasi black-

start units. They all are enabled by default and allowed to generate their full potentials,

subjected to the assumptions that their forecasted generations are 100% accurate and will

not vary during a timestep. When the total renewable generation exceeds the set 75% maxi-

mum allowed system-wide penetration (see Section 3.4), the GPW index is used to prioritize

units and select important ones to operate; excess generation is disabled, consequently the

set upper limit is enforced at all times.

To decide which conventional units (and with what generation setpoints) ought to be

enabled alongside the renewable ones, the following information is needed:

• hour of the day for the current timestep;

• renewable share of total active power demand (i.e., planned renewable penetration);

• and unassigned active and reactive power demands (i.e., missing generations); power

transmission losses are considered- and a 10% spinning reserve is added.

Second, by using the GPW index ranked list of conventional units, commitment decisions

are made in each system area in each timestep. Conventional units are enabled as long as

there is missing generation in their respective areas, following the below process:

1. take the (first or) next generating unit from the GPW-ranked list;

2. identify the area and asset setting (i.e., connected or disconnected) of the unit;

3. decide – based on Step I. through Step III. – the commitment status of the unit;

4. update the unassigned active and/or reactive power demands of the respective area

after a unit is enabled (i.e., quantify the effect of the unit);
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As Fig. 5.2 depicts, the USS method selects the conventional units to be placed in op-

eration by relying on a 3-step approach. Each step further specifies 3) and 4) of the above

introduced general decision-making process, and enables a desired amount of units. An op-

timal power flow study (see Section 6.2) is conducted after each step to verify the optimality

of the system-setup (based on: operationally feasible schedule, required computational time,

number of dispatched units, and total costs of operation), and to decide if proceeding to

the next step is necessary.

Figure 5.2: USS method decision making – conventional generating units

In the first step (see Fig. 5.3), as few conventional units are enabled as possible. The

decision making process is concluded once either the unassigned active or reactive power

demand goes below 0, or once the entire GPW-ranked list of units is reviewed. In case the

optimal operational schedule was not found, the USS method proceeds to Step II..

Figure 5.3: Second level of the USS method – Step I.

In the second step (see Fig. 5.4), a realistic number of units are enabled based on

the active power generation capacities of conventional units. The unassigned active power

demand is updated depending on the planned renewable penetration of the system. When

renewable generation is low, individual timesteps require more conventional units (with
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setpoints closer to their Pgmax maximum active power generation limits) for system balance;

when generation is high, individual timesteps require less conventional units (with setpoints

closer to their Pgmin minimum active power generation limits). As in Step I., in case the

optimal operational schedule was not found, the USS method proceeds to Step III..

Figure 5.4: Second level of the USS method – Step II.

In the last step (see Fig. 5.5), a realistic number of units are enabled based on the

reactive power generation capacities of conventional units. The unassigned reactive power

demand is updated depending on the time of the day. During the night, when power demand

is low, individual timesteps require less conventional units for system balance; during the

day, when power demand is higher, individual timesteps require more conventional units.

Figure 5.5: Second level of the USS method – Step III.

As the performed benchmarking and validation experiments demonstrate (see Chap-

ter 7), once the USS method is concluded – after either Step I., Step II., or Step III. – the

optimal operational schedule (see Section 6.2) of generating units is determined. The exact

setpoints of enabled units may be determined by performing a power flow- or optimal power

flow study (see Section 6.2), in which convergence is guaranteed.
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Chapter 6: Properties of Case Studies

The performed benchmarking experiments are aimed to validate the proposed USS method

(see Chapter 5), i.e., prove that its performance is better and the required computational

times are lower than what common generation prioritization approaches (see Section 4.2)

are capable of. This chapter discusses the background and key characteristics of these case

studies.

6.1 Simulation Process Structure

The general structure of simulation and evaluation processes is presented below. In

each timestep, one after another, old (previous) snapshots of the used dataset get updated

with forecasted new timeseries data of generations and demands. During this update, new

snapshots are customized and improved according to Chapter 3, by using custom-made main

functions (SystemUpdate.m, SystemConvState.m, and SystemFinal.m) and sub-functions;

these all are included in Appendix A.

1st step: New Dataset Initialization

Each simulation process begins with necessary preparatory steps:

• Individual identification numbers are assigned to each system asset according to Sec-

tion 3.1, by using the addID.m sub-function.

• The state of assets – critical and dispatchable loads, and disconnected buses; blackstart

and disconnected generating units; critical paths and disconnected branches – are

defined according to Section 3.2, by using the updateAssetState.m sub-function.

• Simulation details – simulation interval; first timestep and last timestep; desired re-

newable portfolio – are specified.

• The type of each bus – PQ load bus; PV generator bus – is updated based on the state

of generating units and branches, by using the updateBusType.m sub-function. A new

Slack (reference bus) is selected by using the updateSlack.m sub-function. System

topology is adjusted according to Section 3.6.

• Operational details are set according to Section 3.7, by using the setCosts.m sub-

function.
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As the simulation process is continuously going on, in each timestep, the old snapshot

of the dataset gets duplicated to start creating the new snapshot. Once this is done, the

update and customization of the timestep-snapshot begins as follows.

2nd step: Power Demand Update

Active and reactive power demands of buses are updated according to Section 3.3. The

prioritization of loads – in case available active power generation is less than the power

demand – is done according to Section 4.1; scheduled loads are adjusted when needed and

finalized for the timestep. Lastly, total demands of each area- and of the entire system are

calculated.

The following figures illustrate how the load profiles of the RTS-GMLC dataset are

modified and updated. The day of May 5th is simulated in 5-minute intervals (i.e., total

288 timesteps), assuming normal system state (i.e., no outage of system assets).

Fig. 6.1 depicts improved active (6.1a) and reactive (6.1b) power demands. Instead of

constant 8,550 [MW] and 1,740 [MVar] system-wide demands (dashed lines on figures) –

which belongs to the base case (see Section 2.1) – total demands now are changing through-

out the days; this is a more realistic load profile that is a better fit for extended simulations.

(a) Active power (b) Reactive power

Figure 6.1: Improved power demand profiles of RTS-GMLC on May 5th

Fig. 6.2 (on page 47) depicts the total reactive power demands of each system area,

highlighting the unique characteristics of the network and its individual parts.



47

Figure 6.2: Improved reactive power demand of each system area on May 5th

3rd step: Renewable Portfolio Modification

The renewable portfolio of the RTS-GMLC dataset is based on the southwestern U.S., a

region dominated by wind and solar resources (see Section 2.1). This portfolio is modified

according to Section 3.4 to resemble the PNW region’s portfolio in each timestep of the

simulation processes. Reactive power supply throughout the system is modified according

to Section 3.5: the sync-conds and hydro generating units are updated, and the variable

generating units (wind and solar) are improved with added reactive generation capability.

The following figures illustrate how the energy portfolio of RTS-GMLC is modified

and updated. The week of May 3rd (Sunday) to May 10th (Sunday) is simulated in 1-

hour intervals (i.e., total 168 timesteps), assuming normal system state. When necessary,

the operational statuses of renewable and conventional generating units are determined by

using the proposed USS generation prioritization method (see Chapter 5).

Fig. 6.3 depicts the base- (Fig. 6.3a) and the desired (Fig. 6.3b) energy portfolios of

RTS-GMLC, in percentages of different resource types.

(a) Base portfolio (b) Desired portfolio

Figure 6.3: Energy portfolio of RTS-GMLC
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Fig. 6.4 depicts the achieved renewable portfolios of RTS-GMLC in the timestep of

May 8th, 12pm. Different renewable portfolio options are analyzed (see Section 3.4), which

yield to different minimum renewable generation requirements. As observable, available

hydro generation is entirely exploited, forecasted wind generation is almost unavailable,

and more and more solar generation is used to achieve the set requirements.

(a) Desired portfolio (b) 20% min. renw. req.

(c) 50% min. renw. req. (d) 64% min. renw. req.

Figure 6.4: Energy portfolio of RTS-GMLC on May 8th, 12pm

Fig. 6.5 (on page 49) depicts the modified energy portfolios of RTS-GMLC when differ-

ent renewable portfolio options are selected. As expected, renewable generations fluctuate

throughout the days and the week. Since hydro generation is insufficient, solar generation

is used to try to fulfill the set minimum generation requirements. While it is achieved in

case of Fig. 6.5a (average 23.70% renewable penetration), not in case of Fig. 6.5b (average

39.18% renewable penetration) and Fig. 6.5c (average 41.45% renewable penetration); this

is caused by the insufficient amount of forecasted generations in the majority of timesteps.

Nevertheless, as clearly observable, the modified portfolios broadly resemble the PNW’s

predicted 2020 portfolio.
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(a) Option 2. renewable portfolio – 20% min. renw. req.

(b) Option 3. renewable portfolio – 50% min. renw. req.

(c) Option 4. renewable portfolio – 64% min. renw. req.

Figure 6.5: Modified energy portfolio of RTS-GMLC
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4th step: Generating Unit Commitment

First, available renewable generating units get scheduled. As Section 5.2 discussed, these

units are set to operate as quasi blackstart units: they all are enabled by default and allowed

to generate their full potentials at all times (subjected to previously performed renewable

portfolio modification), while it is assumed that their forecasted generation-predictions are

100% accurate and will not vary during a timestep.

Second, available conventional generating units are selected to be placed in operation

alongside the already committed renewable ones. Units are prioritized according to Sec-

tion 4.2 or Section 5.1. Unassigned power demands (i.e., missing generations) of each area-

and of the entire system are calculated; transmission losses are considered- and a 10%

spinning reserve is added by increasing these values by 15%. Key units are identified and

scheduled to supply the unassigned demand according to Section 4.2 or Section 5.2.

6.2 Testing Environment

Hardware and Software Setup

The testing of the proposed generation prioritization method is done on a machine with

Intel® Core™i7-7500 2.70GHz/2.90GHz CPUs and 12GB of memory. The operating system

is a 64-bit Microsoft Windows 10 Pro.

In the benchmarking and validation experiments, the MATPOWER v7.0 [78] evaluations

are conducted using 64-bit MATLAB R2019b [140] and default solvers provided for power

flow and optimal power flow problems. GMD event related simulations are done with

PMsGMD v0.1 [2] using Julia v1.1.1 [75]. Further processing and visualization of results is

done using Microsoft Office 365 ProPlus.

Reported runtimes focus on the solver runtime (i.e., actual required computational times

of different methods) and do not include the times of test case loading, model building, or

dataset modification and update.

Objective

In order to be able to define an objective for the benchmarking case studies, first the

following terms need to be introduced:

Power Flow (PF) is a basic tool to study the steady-state operation of a power sys-

tem; to plan ahead and prepare for various hypothetical situations, and assist in the future

expansion of the network. PF enables the numerical analysis of the flow of power in an

interconnected area, and characterizes the system’s capability to adequately supply all con-

nected loads. It determines the voltage magnitude and angle at each bus, the active and
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reactive power flows at all assets connecting the buses, and the losses throughout the sys-

tem. However, it only finds mathematical solutions, not necessarily physically feasible or

optimal ones; PF equations, describing the system, do not take account of generating unit

or transmission line limitations [122,184,185].

Optimal Power Flow (OPF) is an advanced tool to optimize the steady-state operation

of a power system; a combination of power flow and economic dispatch, the short-term

determination of the optimal outputs of generating units to meet all system loads. OPF,

in its most realistic form, is a non-linear, non-convex problem, which includes both binary

and continuous variables. Its goal is to minimize an objective function while respecting all

physical, operational and technical constraints: Ohm and Kirchhoff laws, operational limits

of generating units, loading limits of transmission lines, voltage levels, and many others.

A realistic OPF implementation includes thousands of variables and constraints, and is

the most accurate representation of the flow of powers. The solution of the non-convex

problem is not guaranteed, however, relaxation enables that formulations can be solved

[122,186–188].

In this research, the objective in the performed benchmarking case studies (see Sec-

tion 6.4) is to determine optimal operational schedules for the generating units at all times.

Due to the time-sensitive nature of restoration processes (see Section 1.2), the term optimal

is defined as: the quick prioritization and ideal scheduling of generating units, while inte-

grating and utilizing available renewable generation to the most possible extent. Ideality

is measured by conducted PF and OPF studies: a determined schedule is feasible when

the PF study of the resulting system converges, and it is optimal when the OPF study

converges; in any other cases, the schedule is either non-optimal and/or non-feasible. In

general – contrary to traditional UC approaches (see Section 4.2) – the target objective

of optimization here is to minimize required computational time and maximize optimality,

while also satisfying all constrains of the system.

6.3 Priority List Comparison

To verify the applicability of the proposed GPW index to rank generating units (see

Section 5.1), and partially prove Hypothesis I. (see Section 1.3), comparison experiments

are performed. A GPW index based PL method is compared to alternative PL methods (see

Section 4.3) to examine its performance. Results and findings are presented in Section 7.1.

The week of May 3rd (Sunday) to May 10th (Sunday) is simulated in 1-hour intervals

(i.e., total 168 timesteps), assuming normal system state. Two renewable portfolios are

analyzed: Option 1. and Option 2. (see Section 3.4).
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In these validation experiments, PLs are compared in three different application scenar-

ios. Generating units are selected to be placed in operation using one of the following:

• Scenario I : unassigned demand is fulfilled based on Pgmax limits

• Scenario II : half of unassigned demand is fulfilled based on Pgmax limits, and the rest

is by using the Enable and Try approach

• Scenario III : Enable and Try, i.e., generating units enabled one-by-one, until the OPF

study of the resulting system converges

In Scenario I, generating units are enabled – in each area separately – based on their

maximum active power generation limits (Pgmax), until the complete unassigned demand is

supplied in the system.

In Scenario II, generating units are enabled – in each area separately – based on their

Pgmax limits, until half of the unassigned demand is supplied in the system. Then, the

Enable and Try approach is used to determine the rest of the units to be enabled.

In Scenario III, generating units are enabled by using the Enable and Try approach:

enable units one-by-one, following the priority list (from the top to the bottom), until the

resulting system’s OPF study converges.

6.4 Benchmarking Case Studies

To verify the applicability of the proposed USS method (see Section 5.2), and subse-

quently prove Hypothesis I. and II. (see Section 1.3), benchmarking experiments are per-

formed. The USS method is compared to implemented common generation prioritization

approaches – an NPL based Scenario II PL UC method (see Section 4.3), and a MILP UC

method (Section 4.4) – to examine its performance and highlight its advantageousness.

Normal Operation

First, validation experiments are performed during normal system operation: all assets

are continuously operational and connected to the grid, without the occurrence of a HILF

threat. Assets are treated equally, i.e., critical and dispatchable loads, and critical paths

are not defined. Results and findings are presented in Section 7.2.

In the first group of case studies, five months of data is simulated in 1-hour intervals (i.e.,

depending on the month 720 or 744 timesteps, which is total 3696 timesteps): the months

with the lowest (March, June, and October), and the months with the highest (July and

August) areal- and total system loads. One renewable portfolio is analyzed: Option 2. (see

Section 3.4). All three generation prioritization approaches are compared to each other.
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In the second group of case studies, the month of May is simulated in 1-hour intervals

(i.e., total 744 timesteps). All four renewable portfolios are analyzed: Option 1., Option 2.,

Option 3., and Option 4. (see Section 3.4). The USS method is directly compared to the

MILP UC method.

Cascadia Subduction Zone Event

Second, validation experiments are performed during an ongoing system operation pro-

cess that is disturbed by a hypothetical CSZ earthquake event. The event triggers the

necessary execution of a restoration process; based on historical data and expected con-

sequences (see Section 1.2), a fictional operation and restoration timeline is created. As

before, critical and dispatchable loads, and critical paths are not defined. Results and

findings are presented in Section 7.3.

In this simulation process, worst case restoration scenario under the most probable load

and generation conditions is presumed. Certain parts of the system are out of operation

for a defined amount of time, consequently some assets are disconnected. As new data

is received about the changing state of the system, the updated status of its assets, and

of forecasted generations and demands, the goal is to determine the optimal operational

schedule for the available generating units.

To establish a direct connection between RTS-GMLC and the PNW, it was assumed

that Area 1 corresponds to the coastal region of the PNW, Area 2 to the region between the

Coast- and the Cascade Ranges, and Area 3 to the region east of the Cascades. Two weeks

of data, from January 26th (Sunday) to February 9th (Sunday), is simulated in 5-minute in-

tervals (i.e., total 4032 timesteps), following the below detailed operational timeline. Fig. 6.6

(on page 54) depicts the one-line diagram of RTS-GMLC during this restoration process.

Two renewable portfolios are analyzed: Option 2. and Option 4. (see Section 3.4).

Hypothetical CSZ earthquake event operational timeline:

1. Normal operation: January 26th, 12am to January 26th, 9pm

• all assets are continuously operational and connected to the grid

2. CSZ earthquake event: January 26th, 9pm to January 29th, 9am

• at 9pm local time a megathrust earthquake struck the entire region

• Area 1 and Area 2 enter into a complete blackout and disconnect, while Area 3

remains intact and continues to operate

3. Phase I. restoration: January 29th, 9am to February 3rd, 6pm

• about three days after the CSZ event the 230 [kV] voltage level of Area 2 is

restored, including all loads and generating units (orange dashed lines in Fig. 6.6)

• restored sub-region is connected to Area 3 and continues to operate together
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4. Phase II. restoration: February 3rd, 6pm to February 9th, 12am

• about a week after the CSZ event the 138 [kV] voltage level of Area 2 is also

restored, including all loads and generating units (red dashed lines in Fig. 6.6)

• Area 2 and Area 3 are interconnected and operates together, while Area 1 remains

non-operational (gray lines in Fig. 6.6)

Figure 6.6: One-line diagram of RTS-GMLC – CSZ event restoration timeline

Geomagnetic Disturbance Event

Third, validation experiments are performed during an ongoing system operation pro-

cess that is disturbed by a major GMD event. The event is the Halloween storms of 2003

– hereinafter referred to as Halloween storm – at the peak of solar activity between Oc-

tober 29th and 31st. Simulations and GIC calculations are done as discussed below, in

accordance with Section 2.2; related Julia algorithms are included in Appendix B.

A critical path, and consequently a group of critical loads, is defined: both on Fig. 6.7

(on page 56) and Fig. 6.8 (on page 57), the thick green lines represent the designated critical

path(s), between the nuclear generating unit (connected to Bus 121) and the 138 kV side

of Area 1. It is assumed (see Section 3.2) that the assets of this path(s) – due to their

increased resilience – cannot become damaged or disconnected, i.e., are able to withstand

the GMD event without experiencing any disruption. Dispatchable loads are not defined.

Results and findings are presented in Section 7.4.
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The Halloween storm is the largest ever recorded GMD event: a series of coronal mass

ejections and solar flares – specifically 17 major flares, among which the largest measuring

over 13 times the size of the Earth – that occurred from mid-October to early November

in 2003. It peaked between October 29–31 (which explains its nickname), by exhibiting

a series of two extreme disturbances, one closely following the other [103, 189]. Recorded

GEFs of this solar storm serve as realistic inputs to the RTS-GMLC-GIC test case (see

Section 2.2). A 3-D geophysical modeling technique, introduced in [104], is used to model

the electrical conductivity structure of the Earth, and calculate the dc voltages induced by

the GEFs on the transmission lines; results are voltage-increases or -decreases along the

lines, in units of [V]. Actual calculations were done by colleagues in the College of Earth,

Ocean, and Atmospheric Sciences (CEOAS) at Oregon State University (OSU); thereafter

PMsGMD was used to simulate and analyze the effects of the event.

In PMsGMD [2], the dc network couples into the ac network by means of reactive power

loss in transformers. The calculated dc voltages serve as input parameters to an ac OPF

study (i.e., are added to the transmission lines), which determines the exact state of the

power system and its assets; the increase in transformer reactive power consumption is

calculated as well. Results of the OPF study are evaluated at every timestep. When the

voltage level of a bus exceeds its set limits – decreases below 0.85 [p.u.] or increases above

1.15 [p.u.] – the bus itself, and consequently its connected generating units and branches

(transmission lines and transformers), become disconnected. When the hot-spot temper-

ature of a transformer increases above the set 150◦C temperature limit, the transformer

itself, and its connected generating unit become disconnected.

In the first group of case studies, the most intense hour of the Halloween storm (Oc-

tober 30th, 7:30pm to 8:30pm) is simulated in 5-minute intervals (i.e., total 12 timesteps).

One renewable portfolio is analyzed: Option 2. (see Section 3.4). All three generation

prioritization approaches are compared to each other.

Fig. 6.7 (on page 56) depicts the assessment of the performed PMsGMD OPF studies.

Voltage limits are violated at Bus 213, Bus 301, Bus 302, and Bus 315. In each of these

location, the violations occur on the generating unit side of the GSU transformers that are

directly connected to these buses. Since there are only generator bus voltage violations

throughout the system, it is assumed that the generating unit or the transformer will take

care of them. The hot-spot temperatures of transformers never increase above the tem-

perature limit. Consequently, even though this is the most intense hour of the Halloween

storm, there are no outages of system assets (i.e., no disconnected buses, generating units,

or branches) during the simulation process.
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Figure 6.7: One-line diagram of RTS-GMLC-GIC – Most intense hour of the Halloween
storm GMD event

In the second group of case studies, the evening of October 30th (from 6pm to 10pm) is

simulated in 5-minute intervals (i.e., total 48 timesteps), however, the Halloween storm is

assumed to be 10 times more powerful. One renewable portfolio is analyzed: Option 2. (see

Section 3.4). All three generation prioritization approaches are compared to each other.

Fig. 6.8 (on page 57) depicts the assessment of the performed PMsGMD OPF studies.

Voltage limits are violated at Bus 213, Bus 301, Bus 302, Bus 314, Bus 315, Bus 318,

Bus 321, and Bus 322. Just as earlier, in each of these location, the violations occur on the

generating unit side of the GSU transformers that are directly connected to these buses.

None of these violations are extreme enough to justify the disconnection of a bus; it is

assumed that the generating unit or the transformer will take care of them. The hot-spot

temperatures of transformers exceed the 150◦C temperature limit in numerous locations;

GSU transformers at Bus 223, Bus 315, Bus 322, and Bus 323 are overheating during the

simulation process, and the transformer at Bus 310 also overheats in certain timesteps.

After evaluating the results of the PMsGMD simulation, it is concluded that Bus 223,

Bus 310, Bus 315, Bus 322, and Bus 323 all become disconnected due to the intensified Hal-

loween storm. Consequently, many branches and generating units also become disconnected,

which eventually results in the complete blackout of Area 3 during the entire simulation.

It is important to note that the majority of transformers do not experience high neutral

currents and are at risk for half-cycle saturation, so their temperatures stays below the

temperature limits; the transformers at risk tend to be those towards the edge of a network

or those near natural geographic boundaries.
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Figure 6.8: One-line diagram of RTS-GMLC-GIC – Intensified evening of the Halloween
storm GMD event
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Chapter 7: Method Validation Experiments

The following sections present the results of benchmarking and validation experiments.

Simulation processes are as described above (see Chapter 6), and the goal is to make quali-

tative and quantitative comparisons towards obtained solution and required computational

time, so as to showcase the advantageousness of the proposed USS method.

7.1 Ranking Generating Units

First, the timestep of May 8th, 12pm is simulated and examined separately. Fig. 7.1

depicts the ranked lists of conventional generating units based on different prioritization

methods. The top of these lists (i.e., top 15 units in descending priority) are compared in

table format; resource types, GenID identification numbers, and system areas are displayed.

Figure 7.1: Ranked lists of conventional generating units

As observable, each list has a strong preference towards the approx. same group of

units: the nuclear unit is always at the top (highest priority to commit), but exact unit-

orders after that vary. By design, MPL prefers coal units, while IPL and NPL both prefer

gas ones. In case of GPW, unit-characteristics are carefully evaluated before key units are

rewarded with higher priority in a certain timestep; this results in constantly changing lists

that always best fit to prevailing system conditions.
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Fig. 7.2 and Fig. 7.3 (on page 60) depict the detailed results of different PL methods,

organized by the selected renewable portfolios and the investigated scenarios. As mentioned

in Section 6.3, one week of data is simulated in 1-hour intervals (i.e., total 168 timesteps).

(a)

(b)

Figure 7.2: Comparison of PL methods – Option 1. renewable portfolio

On the figures: “Converged” displays the number of timesteps in which PF or OPF

studies ended in converged system state (i.e, the determined operational schedules were

functional); the percentage of successful OPF-timesteps are also indicated. “Avg. Conv.

num” displays the average number of committed conventional units. “Avg. Renw.” displays

the average renewable penetration. “Avg. Total Op. Cost” displays the average total

operational costs of timesteps throughout the simulation process.



60

(a)

(b)

Figure 7.3: Comparison of PL methods – Option 2. renewable portfolio

When Option 1. renewable portfolio is selected (Fig. 7.2), considering all investigated

scenarios, NPL and GPW perform the best. While NPL dispatches less conventional units,

GPW is more successful in determining optimal operational schedules that also cost less to

operate. Based on required computational time, NPL slightly outperforms GPW, especially

in Scenario I. Regarding other methods: IPL performs quite similar to NPL, but it is slower

that GPW; MPL, while both fast and quite successful at determining operational schedules,

it dispatches significantly more units than other methods.
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When Option 2. renewable portfolio is selected (Fig. 7.3), considering all investigated

scenarios, IPL and NPL perform the best. Both methods dispatch approx. same amount

of conventional units, achieve around 21% renewable penetration, and similarly successful

in determining optimal schedules. In some aspects, however, GPW outperforms them: even

though it dispatches more conventional units to operate alongside the renewable ones, to-

tal operational costs are lower and achieved renewable penetrations are higher; however,

required computational time is the greatest among all the methods.

The results of performed comparison experiments prove that the proposed GPW index

is a consistently adequate – in some aspects a better – alternative to common PL approaches

to characterize the importance of generating units. Even though the required computational

time of GPW is slightly greater, obtained solutions are more optimal, especially in power

systems with notable renewable penetration.

In the following benchmarking experiments, based on the above discussed performance

of different methods and scenarios, an NPL based Scenario II PL UC method is used.

Although PL UC methods are typically solved through Scenario I due to its computational

advantageousness, as experienced, Scenario II is a more preferable choice as it is a good

compromise between required computational time and determined schedule-optimality.

7.2 Normal System Operation

Fig. 7.4 (on page 62) and Fig. 7.5 (on page 63) depict the detailed results of different

generation prioritization approaches, organized by the individual simulation processes and

the selected renewable portfolios. As mentioned in Section 6.4, altogether six months of

data is simulated in 1-hour intervals (i.e., total 4440 timesteps).

In the first group of case studies (Fig. 7.4), when Option 2. renewable portfolio is

selected, the USS method outperforms common generation prioritization approaches.

Even though both the NPL UC method and the USS method are capable of successfully

determining optimal operational schedules in every timesteps, the former one is substantially

slower. The MILP UC method, on the other hand, provides schedules that are neither

feasible in many timesteps nor optimal in about 60% of the time; notice, however, that

performance is significantly better when areal- and total system load is low. The set 20%

minimum renewable generation requirement is not fulfilled by either methods in most of the

months; the USS method gets the closest, with average 19.7% penetration in the five-month

interval. The MILP UC method dispatches the least amount of conventional units, which

results in the lowest average total operational costs at all times; the USS method dispatches

about twice as many units, but at the same time achieves greater renewable penetration

and schedule-optimality.
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Figure 7.4: Comparison of generation prioritization methods – normal operation, Option 2.
renewable portfolio

In the second group of case studies (Fig. 7.5), the USS method is directly compared to the

MILP UC method while different renewable portfolio options are selected. As observable,

the USS method outperforms the MILP UC method in almost every aspects.

Even though the MILP UC method dispatches significantly less conventional units at

all times (average half as many as the USS method), which results in notably lower op-

erational costs, the determined schedules are not optimal in more than 40% of the time.

The MILP UC method takes more than twice as much time to make decisions than the

USS method; considering the small size of RTS-GMLC, this is a significant difference in

computational capability. Sufficient renewable generation is not available throughout the

simulated month to fulfill the set minimum renewable generation requirements; both meth-

ods, however, are using as much renewable generation as possible.
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Figure 7.5: Comparison of MILP UC and USS methods – normal operation, variable re-
newable portfolio

7.3 Cascadia Subduction Zone Event

Fig. 7.6 (on page 64) and Fig. 7.7 (on page 65) depict the detailed results of different

generation prioritization approaches, organized by the phases of the ongoing restoration

process and the selected renewable portfolios. As discussed in Chapter 5 and Section 6.1,

available renewable generating units are enabled to generate their full potential by default,

and conventional units are selected to be placed in operation alongside them using one of

the implemented methods. As mentioned in Section 6.4, two weeks of data is simulated in

5-minute intervals (i.e., total 4032 timesteps).

In the first group of case studies (Fig. 7.6), when Option 2. renewable portfolio is se-

lected, the USS method similarly outperforms common generation prioritization approaches

as it did during normal system operation (see Section 7.2).

Even though the NPL UC method is equally successful at determining optimal opera-

tional schedules in every timesteps as the USS method, it is almost 2.5 times slower; also,

although less conventional units are dispatched, yet the average total operational costs are

approximately the same or slightly higher. The MILP UC method, on the other hand, is

not able to provide optimal operational schedules in about 40% of the time; also, while it

dispatches the least amount of units, which results in the lowest average total operational

costs at all times, it is 1.4 times slower than the USS method. As expected, prioritization

approaches become faster as the size of the system (and number of dispatchable units) is
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reduced; this is especially true to the MILP UC method. The set 20% minimum renewable

generation requirement is mostly fulfilled by all methods: average renewable penetration

during the simulation process is around 22%.

Figure 7.6: Comparison of generation prioritization methods – CSZ event, Option 2. re-
newable portfolio

In the second group of case studies (Fig. 7.7), the USS method is directly compared to

the MILP UC method while Option 4. renewable portfolio is selected. As observable, in

this high renewable penetration environment, the USS method one again outperforms the

MILP UC.

The MILP UC method, as it did during normal system operation (see Section 7.2), dis-

patches significantly less conventional units (by average half as much as the USS method)

that results in notably lower operational costs. On the other hand, determined schedules

are non-feasible in some timesteps and not optimal in more than 40% of the time. The

USS method is about 1.5 times faster during the simulation process, and is able to pro-

vided optimal operational schedules at all times. Neither method is able to achieve the set

minimum renewable generation requirement (average renewable penetration is aimed to be

greater than 64%) as enough renewable generation is not available due to the reduced size

of the system.
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Figure 7.7: Comparison of MILP UC and USS methods – CSZ event, Option 4. renewable
portfolio

7.4 Geomagnetic Disturbance Event

Fig. 7.8 (on page 66) and Fig. 7.9 (on page 66) depict the detailed results of different

generation prioritization approaches, organized by the individual simulation processes. As

mentioned in Section 6.4, altogether five hours of data is simulated in 5-minute intervals

(i.e., total 60 timesteps).

In the first group of case studies (Fig. 7.8), when the most intense hour of the Halloween

storm (October 30th, 7:30pm to 8:30pm) is simulated, and Option 2. renewable portfolio

is selected, the USS method similarly outperforms common generation prioritization ap-

proaches as it did during normal system operation (see Section 7.2) and the hypothetical

Cascadia Subduction Zone event (see Section 7.3).

Even though the NPL UC method is equally successful at determining optimal opera-

tional schedules in every timesteps as the USS method, it is more than 4 times slower. The

MILP UC method, on the other hand, is not able to provide optimal operational schedules

in about 40% of the time; furthermore, it is twice as slow than the USS method. All there

methods dispatch the approximately same amount of conventional units, so the average

total operational costs are approximately the same.



66

Figure 7.8: Comparison of generation prioritization methods – Most intense hour of the
Halloween storm GMD event, Option 2. renewable portfolio

In the second group of case studies (Fig. 7.9), when the 10 times intensified evening

of October 30th (from 6pm to 10pm) is simulated, and Option 2. renewable portfolio is

selected, the performance of the three methods are quite similar.

All generation prioritization method are capable of successfully determining optimal

operational schedules in every timesteps. Furthermore, both the NPL UC method and the

USS method are equally fast, about twice as the MILP UC method. Based on average total

operational costs, the MILP UC method performs the best, regardless of the fact that it

dispatches twice as much units as the otherwise outstanding NPL UC method.

Figure 7.9: Comparison of generation prioritization methods – Intensified evening of the
Halloween storm GMD event, Option 2. renewable portfolio
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Chapter 8: Conclusion

8.1 Evaluation of Results

Performed benchmarking and validation experiments provide sufficient evidence to prove

and support the formed hypotheses (see Section 1.3). Hypothesis I. stated that the pro-

posed GPW index is more adequate, relative to common approaches, to characterize the

importance of generating units in any given system state; this has been verified, and ex-

periments (see Section 7.1) have also shown it to be a better alternative in certain aspects.

Hypothesis II. stated that the proposed USS method, in power systems with significant

renewable penetration, during time-sensitive system restoration, is a faster, more adequate

technique to determine the optimal operational schedule of generating units, than common

approaches; this has been verified, and experiments (see Sections 7.2, 7.3, and 7.4) have

demonstrated its convenient, efficient, and diverse usability under various circumstances.

It can be concluded, that the proposed USS method proved to be a fast, efficient and

convenient tool under various circumstances. It is advised to be utilized during time-

sensitive restoration to rapidly plan the operational schedule of generating units in a power

system.

8.2 Performance Scalability

An important characteristic of the proposed USS method is its low computational costs.

To further prove its advantageousness over common approaches, its performance and scala-

bility must be analyzed in more detail. Based on performed and presented method validation

experiments (see Section 7), Fig. 8.1 (on page 68) and Fig. 8.2 (on page 68) scatter plot

diagrams can be prepared. The day of May 5th is simulated in 5-minute intervals (i.e., total

288 timesteps), and Option 4. renewable portfolio is selected (see Section 3.4).

Fig. 8.1 depicts the required total computational times of the 288 timesteps, depending

on the total number of generating units that need to be prioritized and dispatched by the

USS method. The blue dots represent the cases when the USS method is able to determine

the optimal operational schedules for all generating units in every single timesteps. The

orange dots represent the cases when the USS method is not able to plan feasible operational

schedules; this happens either due to the small size of the power system, or due to the lack

of generating units in certain cases.
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Figure 8.1: Performance of the USS method depending on the number of generating units

Fig. 8.2 is a slightly modified version of Fig. 8.1; solely the cases with 100% optimal op-

erational schedules are depicted, and the x axis is changed to logarithmic scale. A curve was

fitted in order to be able to make judgements regarding the scalability of the USS method’s

performance. Based on the shape of the curve, the computational costs are polynomial; the

increase in solution time is somewhere between linear and exponential. It can be concluded,

that the USS method would perform well and quite fast in large power system, where the

number of variables (i.e., generating units) are significantly greater.

Figure 8.2: Performance scalability of the USS method
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