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Part I: Plasmonic color filters can be manufactured at lower cost since they can be 

fabricated in single lithographic process step as compared to Fabry-Perot based filters. 

In addition, they have narrow passband making resolving sharp features in sample 

spectrum possible. Due to these benefits, in this thesis, Plasmonic color filters are 

investigated as alternative to conventional color filters and their feasibility for 

spectroscopy demonstrated through reconstruction of 6 sample spectra by using a set 

of 20 color filters. The error in reconstructed sample spectra is less than 0.137 root 

mean squared error across all samples. 

Part II: A novel 12-bit pipelined successive approximation analog to digital 

converter is investigated for high speed data conversion. The design was implemented 

in TSMC 65nm process to demonstrate the feasibility of the architecture. Furthermore, 

a high dynamic range  audio delta sigma modulator using pseudo-pseudo differential 

topology was investigated and feasibility simulated using TSMC 65nm process. In 

addition, various novel systems and circuit techniques including efficient calibration of 

feedback digital to analog converters, new boosted switch and push-pull source 

follower circuits were investigated to improve upon existing circuit topologies. 
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1. Part I: Plasmonic Color Filter Array 

1.1 Introduction and Motivation for Plasmonic Color Filters 

The nature is abundant in rich spectral information, especially in visible range. There are many 

animals, who are able to take advantage of such spectral information using many color vision such 

bluebottle butterflies[1] and mantis shrimp[2]. However, humans are able to see only 3 colors and hence 

limits our capabilities to distinguish minor changes in spectra or detect sharp spectral features. Hence, 

when high spectral fidelity is needed hyperspectral cameras are often used. For example, hyperspectral 

cameras in medical applications for imaging cancerous tissue[3-5] and detecting level of bilirubin[6] in 

infants by taking picture of the skin etc. Furthermore, hyperspectral cameras can be used in remote 

sensing[7-9], mineralogy[10], food safety[11] and artwork authentication and preservation [12-15].  In 

the most advanced state-of-art hyperspectral cameras [16-18], Fabry-Perot based color filters are 

arranged in Bayer pattern such that at each pixel in the image plane, many color channels are detected. 

Figure 1 below illustrates the use of Fabry-Perot filters in state-of-art hyperspectral image sensor. 

 

Figure 1 Illustrative Hyperspectral Imager based on FP filters (exaggerated for illustration). Each pixel with 

distinct spectral response requires different thickness of dielectric layers and hence the fabrication process requires 

number of process steps proportional to the number of color channels. 

However, fabrication of such color filters is expensive due to many fabrication process steps needed 

to create as many different Fabry-Perot filters as number of color channels desired. In contrast, many 

different plasmonic color filters can be fabricated in a single lithographic process step as only the lateral 

dimensions determine the location of resonance peaks. As such plasmonic color filters can be a good 

alternative to Fabry-Perot filters often used in hyperspectral imagers and cameras. Figure 2 below 
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illustrates the use of Plasmonic color filters in conceptual image sensor. In this thesis, an end-to-end 

demonstration of use of plasmonic color filter array for detecting sample spectra is presented. 

 

Figure 2 Illustrative Hyperspectral Imager based on Plasmonic color filters (exaggerated for illustration). 

Here only four spectral bands are illustrated, but the complexity of fabrication is independent of number of spectral 

bands. 

1.2 Literature on plasmonic sub-wavelength grating filters 

The theory of extraordinary optical transmission through sub-wavelength hole array was established 

nearly two decades ago [19]. When an array of periodic holes was made on metal coated on dielectric 

substrate, a set of transmission peaks through such structure were observed. The transmission efficiency 

at the peaks was orders of magnitude higher than that predicted by aperture theory (based on area of the 

holes) and hence such transmission was termed extraordinary optical transmission. The location of 

transmission peaks linearly depends on the period of the hole array or the grating and is independent of 

thickness or diameter of the holes. The width of peak depends on the aspect ratio (thickness/diameter) 

of the holes, wherein transmission width progressively decreases with increase in aspect ratio. Similar 

extraordinary optical transmissions have also been observed in 1-D structures such as grating [20]. There 

are at least two theories that has been proposed to explain such phenomenon [20]. The first one is strong 

coupling of surface plasmon polariton (SPP) modes on the air-metal interface with the metal-dielectric 

interface. The second is waveguiding of electromagnetic energy through the holes or slits. The first 

mechanism is more prevalent in thin grating structures, while the second mechanism is more prevalent 

in the thick grating structures. In both cases, more than ordinary amount of electromagnetic energy is 

transferred from one side to the other, hence lending to the phenomenon of extraordinary optical 

transmission. The detail analysis and phenomenology of extraordinary optical transmission is still an 
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ongoing research topic and many research papers have been published since the early observation [21-

25]. 

Since early observation of extraordinary optical transmission, many research papers have been 

published in using such extraordinary optical transmission for spectral filtering [26-28]. It is well known 

in dielectric gratings that inclusion of waveguide structure under the grating improve the Q-factor of 

transmission peaks. These are called guided-mode resonance (GMR) filters [29]. Hence a similar idea 

was introduced for metallic grating [30-32] by placing a slab waveguide under or over the metallic 

grating. Although the transmission efficiency was improved the transmission width was wide due to 

losses in the SPP modes, except in infrared region [33] where the losses are low. The inclusion of slab 

waveguide directly underneath the lossy plasmonic grating causes slab waveguide to be lossy due to 

losses in the metal-dielectric interface and scattering at the holes or slits. This renders resonant coupling 

between grating and slab waveguide unable to replenish energy periodically since both have similar 

losses. A significant improvement was made by making the slab waveguide buried at a certain distance 

from the metal grating [34]. By including 55 nm buffer layer with lower refractive index between metal 

grating and slab waveguide, the transmission width was reduced from 70 nm to 30 nm. Since then, such 

structures have become very interesting as it allows designing color filters with high spectral selectivity. 

Hence, in this thesis, design of such plasmonic color filters with buried slab waveguide is explored 

for the application in visible light spectroscopy. Although silver was used in [34] as plasmonic material, 

aluminum has been shown to have lower losses in shorter wavelengths [35]. Also, aluminum is 

compatible with complementary metal oxide semiconductor (CMOS) process and can lead to 

homogenous integration of plasmonic color filter directly on top of CMOS imagers. Hence aluminum 

was chosen as the metal for the sub-wavelength grating studied in this thesis. Figure 1 below shows a 

section of such plasmonic color filter with annotations. 

 

Figure 3 Schematic of a section of plasmonic color filter with annotated critical parameters and E-fields. P is 

period of the grating, G is gap of the slits, Tm is thickness of grating, Tw is thickness of slab waveguide and Tb is 

separation between metallic grating and slab waveguide. 

There are several design parameters of the structure that determine the transmission spectra of such 

filter such as the period (P), the gap (G), the thickness of the metal (Tm), thickness of slab waveguide 

(Tw) and distance of the slab waveguide from the metallic grating (Tb). The period determines the 

location of transmission peak, the thickness of the metal together this the slit width determine the aspect 

Tm Metal

EH

Substrate

P G

Tw
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ratio and affects the transmission width, the thickness of the waveguide and its distance from the grating 

determine the quality factor (Q-factor) of the transmission peak. Although location of transmission peak 

can be calculated, the exact transmission spectra of each filter depend on many factors including loss in 

SPP modes, and evanescent coupling between SPP modes and waveguide modes and hence such 

structure can only be simulated in advanced electromagnetic simulators such Rigorous Coupled Wave 

Analysis (RCWA). 

1.3 Surface Plasmon Polariton and coupling methods 

The surface plasmon polaritons are surface wave propagating strictly at the metal-dielectric interface 

due to special properties of certain metals. The traveling SPP modes propagate at the surface via surface 

charge density fluctuations subject to excitation. Such SPP modes are strictly confined at the surface and 

do not leak into the bulk of the metal or the dielectric. Figure 4 below shows the SPP mode traveling at 

metal-dielectric interface. 

 

Figure 4 Illustration of SPP mode traveling at the metal dielectric interface and corresponding E and H 

fields 

For such waves to exist, and to satisfy boundary conditions at the interface, following conditions 

must be met. 

zm zd

m d

k k
ε ε

=        (1) 

Here kzm and kzd are wave vectors in metal and dielectric in z-direction. As such these wave vectors 

are opposite in polarity for evanescent waves decaying away from the interface. Hence the above 

condition implies such wave can only exist if metal dielectric constant is negative. Furthermore, for any 

traveling electromagnetic wave, based on Maxwell’s equations, following relation must be valid. 
2

2 2 2
x zi ik k k

c
ωε  = + =  
 

                (2) 

Now the wave vector of SPP mode and hence kx can be written as: 

2 2
2 2

spp x d zd m zmk k k k
c c
ω ωε ε   = = − = −   
   

  (3) 
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Finally, eliminating kzd and kzm from equation (3) using relation (1), we find that wave vector of the 

SPP mode must be: 

m d
spp x

m d

k k
c

ε εω
ε ε

= =
+

     (4) 

Here, εm is dielectric function, which is function of wavelength.  For certain wavelengths, it is 

negative quantity whose absolute value is close to εd . Under such conditions, when we plot the ω-k 

relation, we find that such mode lies below the light line. Therefore, such mode cannot be excited by 

directly coupling light at the interface. Due to this, often two coupling schemes are used, viz. Prism 

coupling or grating coupling. In the plasmonic color filters, the subwavelength gratings act as the 

coupling mechanism to couple incident light into SPP modes.  

1.4 Principle of operation of plasmonic filter with slab waveguide 
Although to support SPP modes using grating coupling, the metal-dielectric interface only needs to 

be corrugated, in plasmonic grating filters, the metal is fully etched to form slits. This causes SPP modes 

to be reflected at the terminations and many such reflections at fixed distance forms Bragg reflection in 

both directions. As such the SPP mode becomes superposition of two traveling waves in opposite 

direction, forming a standing wave as shown in Figure 5 below. 

 
Figure 5 Plasmonic grating structure and formation of standing SPP modes 

Such grating can itself act as color filters as they exhibit extraordinary optical transmission at certain 

wavelengths determined by the periodicity of the grating. However due to losses in the metal, such 

transmission peaks have broad spectra. The quality factor (Q-factor) of the transmission peaks can be 

improved by introducing buried slab waveguide. Similar to SPP modes, the slab waveguide cannot be 

excited by  incident waves directly. The superposition of incident wave and SPP wave, however, can 

guide waves inside the slab waveguide. The effect of such superposition is shown illustrated in Figure 6 

below. Therefore, the guided mode in slab waveguide exchanges energy from SPP mode through 

evanescent wave coupling and vice versa. Such coupling between two resonant modes allows for 

periodically replenishing energy into the SPP mode from a high Q-factor (low loss) guided mode. As in 

the case of plasmonic grating without slab waveguide, some energy from SPP modes leak due to 

Metal

Dielectric
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scattering at the terminations and hence leading to far-field transmission. Hence the plasmonic grating 

structure with slab waveguide can exhibit narrower transmission peaks. 

 

 

 

 

 

 

 

 

Due to complex wavelength dependent dielectric constant of the plasmonic material, the strong 

coupling between SPP mode and guided mode, the design of such structure requires electro-magnetic 

(EM) field solvers or Rigorous Coupled Wave Analysis (RCWA) solvers. 

1.5 Design and simulation of plasmonic filter with slab waveguide 

The design of plasmonic color filters were done in Rsoft DiffractMod simulator, which uses RCWA 

technique for simulating complex geometries. Several design parameters as shown in Figure 3 can be 

studied for its effect in spectral features. The period of grating has the most direct effect in location of 

peak in transmission spectra as shown in Figure 7 below. 

 

Figure 7 Peak wavelength and maximum transmission (Tmax) as a function of Period 

The location of the transmission peaks is roughly given by the effective wavelength in the substrate 

medium, which in this case is Silicon Dioxide. Hence for 450 nm period, the peak lies roughly around 

675 nm. In addition to the main peak, there are two significant features of the transmission spectra are 

Figure 6 Superposition of incident wave and SPP mode results in guided mode. Since 

SPP mode is also excited by incident wave, it is coherent with the incident wave. 

Metal
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Waveguide
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of interest. The first one is one or more shallow, broad peaks at short wavelengths. These peaks are due 

to Rayleigh Anomaly. Second feature is the gradual increase in transmission at longer wavelengths. Such 

secondary peaks and long tails cause mixing of various parts of the spectrum and degrades spectral 

selectivity of a filter. However, such mixing can be undone to some extent using unmixing algorithm as 

long as the filter array characteristics are known accurately. 

Similarly, the aspect ratio (Tm/G) has direct effect on the width of the transmission peak as shown 

in figure below. 

 

Figure 8 FWHM and peak transmission as a function of aspect ratio (Tm/G) for G = 60 nm 

Similarly, the distance to the waveguide has direct effect on the width of the transmission peak as 

shown in figure below. 

 

Figure 9 FWHM and peak transmission as a function of Tb 
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As the waveguide is placed close to the grating, the effect of guided mode replenishing the SPP 

mode is degraded as waveguide also becomes lossy due to presence of metal at the boundary. As the 

waveguide is placed further away, guided mode is less lossy and hence coupled resonance between the 

SPP mode and guided mode is able to enhance the Q-factor of the SPP resonance.  

Based on target full width at half maximum (FWHM) of 10-20 nm, the design was optimized for 

maximum transmission and uniform transmission peaks across visible wavelengths. Using iterative 

simulations, the final design choice was made based on following parameters as shown in Figure 10 

below. 

 

Figure 10 Final optimized design schematic with annotated design parameters 

To further verify the understanding of the interactions between the SPP mode and guided mode, a 

set of field simulations were performed. Figure 11 below shows the Ex and Ez component of electric field 

in a unit cell at the transmission peak of one of the filters. 

Figure 11 Ex and Ez component of electric field in a unit cell at peak transmission. Line plots show 

illustrative field profile at the metal-dielectric interface, where SPP mode exists. 

Quartz Substrate

Silicon Nitride (Tw=90 nm)
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It is noted here that Ex field is mostly featureless and represents the incident plane wave and serves 

only as means to excite SPP mode in the grating. However, Ez component of electric field clearly shows 

the standing SPP mode at the interface, which evanescently couples into the slab waveguide. The 

interpretation of the fields can be further clarified using magnetic field (Hy) and total electric field in the 

form of quiver plot as shown in figure 12 below and annotating the poynting vectors. 

   
Figure 12 Hy component of magnetic field and total electric field showing magnitude and direction. Line plot 

in Hy field shows the field profile at the interface. The annotated white arrows show the direction of poynting 

vector at various points in the waveguide. 

Based on total electrical field plot derived by Ex and Ez components from Figure 11, and magnetic 

field plot, we can deduce the direction of poynting vector at various points inside the waveguide. It is 

shown in Figure 12 that energy flow has forward and backward direction, indicating presence of standing 

wave with no net energy flow in x-direction. Hence the slab waveguide also has standing wave due to 

strong evanescent coupling from the SPP mode. This allows for strong coupling and exchange of energy 

between two modes. Furthermore, since waveguide is placed away from the grating, making it less lossy 

than the SPP mode, which allows for replenishing energy into the SPP mode by the guided mode. 

1.6 Design and simulation of plasmonic color filter array 
Furthermore, based on the characteristics and understanding of the operation, two set of 20 color 

filters were designed for demonstrating spectroscopy in visible range. The first set of filters (25 µm x 25 

µm in 5 x 4 mosaic) contained 20 colors filters at a pitch of 50 µm [36]. The design parameters were as 

given in Figure 10, except the thickness of the metal was 30 nm. A second set of filter array was designed 

with parameters as given in Figure 10 with thickness of the metal equal to 40 nm [37]. In this array the 

filters were separated by 50 µm spacing to reduce amount of cross-talk between the filters during 

measurement. Due to presence of continuous slab waveguide across the mosaic, at wavelengths where 

the transmission in a particular filter is low, the rejected energy can flow through the slab waveguide and 
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into adjacent filters. Such cross-talk can only be measured if all the filters are illuminated, and response 

of each filter is characterized. Although separation is better in second set of filters, as can be seen in 

figure 13 below, the transmission peak of 30 nm filter array is slightly higher than that in 40nm filter. 

 

Figure 13 (a) Simulated spectra of first set of filter array with 30 nm thick metal layer (b) Simulated spectra 

of second set of filter array with 40 nm thick metal layer. Color of each spectra represents the human visual 

perception of color at each peak wavelengths. 

1.7 Fabrication of plasmonic color filter array 
The designs were fabricated on 500 µm thick Quartz substrate on which 90 nm of Silicon Nitride 

was deposited using Plasma Enhanced Chemical Vapor Deposition (PECVD) followed by 60 nm of 

Silicon Dioxide using same PECVD tool. Then 30 nm of Aluminum was deposited using evaporation 

for the first array and 40 nm of Aluminum was deposited for the second array. The filter array was then 

patterned using Focused Ion Beam (FIB) milling using Gallium ions with 30 keV energy. The writing 

was performed at 30 pA write current and with scan speed such that dose is 35 mC/cm2. Figure 14 below 

shows the scanning electron microscope (SEM) image of a section of one of the filters. 

 

Figure 14 SEM image of a section of one of the filters 

(

 

(

 

2 um 
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1.8 Testing of plasmonic color filter array 
The first filter array was characterized using following test setup by replacing sample with a 

monochromator. Then monochromator was removed, and various samples were placed. The sample 

images were then used as signals for spectral unmixing and reconstruction. 

 
Figure 15 Test setup for characterization of first set of filter array and measuring sample spectra by taking 

snapshot images. 

The filter array was characterized by scanning the monochromator and taking picture on the camera 

using the same setup to avoid additional errors. A flashlight with white light emitting diode (LED) was 

used as illumination. The camera was algorithmically set to adjust exposure time such that analog to 

digital converter (ADC) values were at the middle of the dynamic range. The images were processed 

through an image processing algorithm for segmentation and background subtraction. The same process 

was repeated for samples. Figure 16 below shows the measured filter array spectra and RGB image of 

the filter array taken in a microscope with polarized light bright-field illumination. 

 

 

 

 

 

 

 

 

Figure 16 (a) Measured spectra of filter array with FWHM annotated in each spectrum. (b) RGB image of 

the filter array taken under microscope with polarized bright-field illumination. 

(

 

(
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The second filter array was characterized using spectrometer instead of using monochromator as in 

previous filter array. The use of monochromator introduced an unknown error in absolute transmission 

due to its wavelength dependent diffraction efficiency across wide visible range. In addition, the 

monochromator slit needed to be large in order to detect signal at the camera due to low sensitivity of 

the camera. To avoid these issues, a spectrometer was used for characterizing the second filter array. 

Figure 17 below shows the test setup used for characterizing second filter array. 

 
Figure 17 Test setup used for characterizing second filter array and measuring samples using second filter 

array. 

In this case, a 150W halogen white light source was used as illumination. This allowed for higher 

signal at the camera as well as spectrometer. The white light source was passed through aperture to 

generate point source. This was required as the filter array is sensitive to incident angles and hence 

needed to be illuminated by collimated light. Then light from aperture was collimated, passed through 

visible light filter, a polarizer and color filter array. The sample was removed during filter 

characterization. After passing through color filter array, the light collected using 10x objective lens and 

was imaged directly onto the fiber tip of USB2000+ spectrometer. For taking sample images a 

monochromatic camera was placed at the image plane as shown in Figure 17 above. Figure 18 below 

shows the measured filter array spectra and RGB image of the filter array taken with a microscope. 

 

 

 

 

 

 

 

 

 

 

 
Figure 18 (a) Measured spectra of filter array with FWHM (b) RGB image of the filter array taken under 

microscope with polarized bright-field illumination. 

(b) 
(a) 
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Since the filter array was characterized by directly coupling the filter images onto the tip of a fiber 

connected to the spectrometer, there was additional error to changes in coupling efficiency. Hence peak 

filter transmission is non-uniform. Also filters with peak at shorter wavelengths are broader than 

simulation due to losses in the deposited aluminum. The evaporative deposition of aluminum is grainy 

and hence losses will be higher compared to solid aluminum as used in simulation. However, when we 

look at the general trend of the total area under each curve, they match with simulation. 

1.9 Sample measurement and spectral reconstruction 
The samples (6 colored glass filter from Newportglass [38]) were measured by passing white light 

through the samples and the Plasmonic Filter Array and capturing snapshot images of the Filter Array 

using an objective lens. The Amscope HL250-AY was used as white light source. The gooseneck of the 

lamp was held on a mounting fixture and the light was used to illuminate a variable aperture. The light 

from the aperture was then collected using an aspherical achromatic collimating lens (APAC15) with 

effective focal length of 30 mm from Newport Optics. The light was then passed through visible light 

filter (FESH750) with cutoff at 750 nm. Then a wire grid polarizer (WP25M-VIS) was used to polarize 

the illumination. Then the samples were placed in the light path with a mounting fixture. Then the glass 

slide with plasmonic filter array was mounted on X-Y stage and placed in the optical axis. Then a MPlan 

10x objective was used to image the filter array from the other side onto DMK21AU04 monochromatic 

camera. The background illumination was reduced by conducting the experiment in a dark room and by 

properly shielding stay light. The camera was connected to a computer in which automatic exposure time 

adjustment algorithm was run to keep the signals in images around 50% of the camera’s dynamic range. 

The detected signals were then extracted by postprocessing the sample images for background 

subtraction and image segmentation. 

The use of the color filter array to detect energy in each spectral band and reconstruction of original 

spectra poses several challenges. Firstly, the spectrum of each filter has prolonged tail at the longer 

wavelengths and Rayleigh anomaly peaks at the short wavelengths, which causes spectral mixing. For 

example, in Figure 18(a) the first filter can transmit light in the range of 425nm to 450nm as well as that 

beyond 600nm. Hence any reading on this color channel could be due either of these spectral bands. Due 

to such mixing, as can be seen in Figure 19, the detected signal is quite different from the original sample 

spectra. Hence an unmixing algorithm was developed to band-wise unmix detected signals. Secondly, 

the reconstruction of original spectra (at 1 nm steps) from under-sampled data (only 20 filters in entire 

visible range) can be framed in the linear algebraic terms as solving under-determined least square 

problem, which has infinite many solutions. Hence a unique regularization method using second order 

difference operator was used for reconstructing smooth spectra from unmixed signals. The details of the 

algorithms used will be described in following section. Figure 19 below shows the spectra of 6 different 

samples with as detected signals, unmixed signals, and reconstructed spectra. Each spectra also contains 

the original snapshot image of the sample take by a monochromatic camera. 
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Figure 19 Results of spectral reconstruction of 6 samples using snapshot images (shown in insets) through the 

color filter array. Black curves show sample transmission (ground truth), blue curves show the signal extracted 

from images, green curves show the signals after unmixing algorithm and red curves show the reconstructed spectra. 

As can be seen in Figure 19 above, the detected signal is quite different from original sample spectra 

and unmixing algorithm is able to correct for spectral mixing such that unmixed signal is very similar to 

the sample spectra. The maximum root mean squared error (RMSE) across all the samples tested is less 
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than 0.137 with worst case in sample BG20, which has many sharp features. The sample BG20 was 

included in the sample set to test the limits of the system and the reconstruction algorithm. For the rest 

of the samples without such sharp features, the RMSE is less than 0.054. 

Although sample spectra could be recovered there are several sources of error that limits the 

performance, some of which are: 

1. There is inherent assumption in proposed algorithm that spectrum is constant within each band. 

This introduces some error. 

2. Some of the spectra, especially sample two BG20, contains very sharp features which has 

frequency components higher than that Nyquist frequency and hence some of the information 

is aliased, which degrades reconstruction accuracy in this filter. 

3. The reconstruction is based on filter characterization and measurement errors in filter 

characterization can result in reconstruction error. The filters were characterized by coupling 

imaged filter patterns onto an optical probe of the spectrometer and hence variations in coupling 

efficiency could results in errors in filter characterization, which leads errors in reconstruction. 

4. Lastly, there is inherent cross-talk between filters due to proximity and due to presence of 

contiguous slab waveguide. The slab waveguide provides means for some of the rejected energy 

from one filter to appear in the other filters. However, this effect is partly captured during filter 

characterization and as long as filters are characterized in-situ including such cross-talk, it 

doesn’t affect the reconstruction. However due to cross-talk, the characterized filter array 

spectra are expected to be different from simulation. 

1.10 Unmixing algorithm 
For unmixing algorithm, we consider the signal acquisition in two steps. Firstly, the illumination 

passes through an idealized set of filters (without much overlaps) and then secondly these signals are 

mixed at various proportions to produce detected signals. Such operation can be represented by: 

 DN = MN×N ×  GN×𝑛𝑛 × (𝑆𝑆𝑛𝑛 •  𝐼𝐼𝑛𝑛) (5) 
Here Snis sample transmittance, 𝐼𝐼𝑛𝑛 is illumination, GN×𝑛𝑛 is idealized filter transmission matrix, 

𝑀𝑀𝑁𝑁×𝑁𝑁 is the mixing matrix and 𝐷𝐷𝑁𝑁 is the detected signal. Here × signifies matrix multiplication and • 

signifies element-wise product. The mixing matrix 𝑀𝑀𝑀𝑀×𝑁𝑁 is then computed using following algorithm. 

Algorithm 1. Algorithm for computing mixing matrix 
 Input: F               (N×n matrix : actual filter transmission) 
 Initialize: W= 1 (N×n matrix : Hadamard identity matrix) 
 for i = 1 →  n do 
  for 𝑗𝑗 = 1 →  n do 
   if  𝑗𝑗 ≠ i then 
    𝑊𝑊𝑖𝑖 = 𝑊𝑊𝑖𝑖 • �𝐹𝐹𝑖𝑖 > 𝐹𝐹𝑗𝑗� 
   end if 
  end for 
 end for 
 𝑀𝑀 = 𝑊𝑊 × 𝐹𝐹𝑇𝑇 
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Then M is a N×N matrix representing mixing proportions from each filter to every other filter. This 

is an invertible square matrix. This assumes that spectrum is constant across each band, which for a set 

of narrow filters is a good approximation. Also, this implies the product M−1 × F results in idealized 

filter transmission matrix. Now unmixing can be performed using following operation. 

 DU = MN×N
S × DN (6) 

Where DU is unmixed detected signals per color channel and s operation is smoothing regularized 

pseudo-inverse. A regularized pseudo-inverse is used instead of matrix inversion to find a smooth low 

frequency signal and to discard oscillatory and unrealistic solutions. 

1.11 Pseudo-inverse with smoothing regularization 
Solving underdetermined least square error problem requires inverting rectangular design matrix 

and hence proper matrix inverse is not possible. There are infinite many solutions which satisfy the 

minimum least squares error criteria. Hence often pseudo-inverse is used, which allows us to choose the 

minimum norm solution among many possibilities [39]. A pseudo-inverse of a rectangular (n × N) 

matrix A is a (N × n) matrix A+, which satisfies these four criteria, often called Penrose conditions. 

 

𝑖𝑖)   𝐴𝐴𝐴𝐴+𝐴𝐴 = 𝐴𝐴
𝑖𝑖𝑖𝑖)   𝐴𝐴+𝐴𝐴𝐴𝐴+ = 𝐴𝐴+

𝑖𝑖𝑖𝑖𝑖𝑖)   (𝐴𝐴𝐴𝐴+)𝑇𝑇 = 𝐴𝐴𝐴𝐴+

𝑖𝑖𝑖𝑖)   (𝐴𝐴+𝐴𝐴)𝑇𝑇 = 𝐴𝐴+𝐴𝐴⎭
⎪
⎬

⎪
⎫

                                                 (7) 

Such matrix can be explicitly computed as: 

 𝐴𝐴+ = (𝐴𝐴𝑇𝑇𝐴𝐴)−1𝐴𝐴𝑇𝑇 (8) 

Note here that 𝐴𝐴𝐴𝐴+ ≠ 𝐼𝐼 and hence A+ is not really a multiplicative inverse of A. However, it is well 

known that such pseudo inverse provides least square solution when the system is overdetermined and 

minimum norm solution when the system is underdetermined. Given a least square problem Ax = b, the 

pseudoinverse of A and hence solution  𝑧𝑧 = 𝐴𝐴+𝑏𝑏 is the minimum norm solution. However, when applied 

to the case of time dependent signal or in this case wavelength dependent spectral reconstruction, we 

often desire to seek for smooth (low frequency) solution, which is not the same as minimum norm 

solution. For example, L2-norm of vector [1 0 1 0] is same as vector [1 1 0 0]. Hence, smoothing 

regularization is required. The smoothing regularization can be applied by including Tikhonov 

regularization matrix in computation of solution to least square problem. Then the smooth pseudoinverse 

can be computed as: 

 𝐴𝐴𝑆𝑆 = �𝐴𝐴𝑇𝑇𝐴𝐴+ Γ𝑇𝑇Γ�
−1
𝐴𝐴𝑇𝑇 (9) 

Where Γ is first order difference operator and hence Γ𝑇𝑇Γ  is second order difference operator. It is 

well established[40] that such smooth pseudoinverse minimizes ‖𝐴𝐴𝑧𝑧 − 𝑏𝑏‖22 + ‖Γ𝑧𝑧‖22. As such the 

solution found using such regularization minimizes the residuals as well as first order derivative. 
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1.12 Spectral reconstruction using smoothing regularization 
 Now after the signals are unmixed, the reconstruction can be performed by solving least square 

problem using smoothing regularized pseudo-inverse. Firstly GN×𝑛𝑛 is computed as factor of the 

characterized filter transmission matrix FN×𝑛𝑛 using following equation. 

 GN×𝑛𝑛 = MN×N
S × FN×𝑛𝑛 (10) 

Now such idealized filter spectra can be used to reconstruct spectra from the unmixed signals as 

below. 

 Rn = GN×n
S ×DU
Rn1

 (11) 

Here again the inverse is regularized pseudo-inverse and 𝑅𝑅𝑛𝑛1(= GN×𝑛𝑛 ×  𝐷𝐷𝑈𝑈1) is the first 

reconstructed spectrum without any samples. The regularized pseudo-inverse of a matrix A is computed 

using following equation: 

 𝐴𝐴𝑆𝑆 = �𝐴𝐴𝑇𝑇𝐴𝐴+ 𝑘𝑘Γ𝑇𝑇Γ�
−1
𝐴𝐴𝑇𝑇 (12) 

Where k is the regularization parameter and ΓTΓ is second order difference operator given by: 

 Γ𝑇𝑇Γ = �
1 −2 1 ⋯ 0 0 0

⋮ ⋱ ⋮
0 0 0 ⋯ 1 −2 1

� (13) 

The regularization parameter k determines the strength of smoothing by penalizing highly 

oscillatory solutions. Choosing a k value equal to zero leads to the case of non-regularized pseudo-

inverse or least square error minimum norm solution, while choosing higher k value leads to smoother 

solution. The value of k was optimized with many iterations to seek for optimum solution. In inversion 

operation in equation (6), the k value was 100 and that in equation (11) it was 1. 

1.13 Suppressing Rayleigh Anomaly 
As seen in Figure 13 (a) and (b), when the filter array spans wide spectral range, the Rayleigh 

Anomaly  peak at short wavelength starts to occur within the spectral range. This causes undesired 

mixing of colors and hence degrades spectral selectivity of the filters in the array. To remedy such effects 

and hence to extent spectral range without sacrificing spectral selectivity, a Metal-Insulator-Metal 

(MIM) structure can be used. The proposed MIM structure includes and additional metal layer on top of 

the primary grating separated by a layer of dielectric. The width of the second metal is made nearly half 

of the period. For example, in the last filter shown in Figure 13 (a) and (b), the period was 450 nm and 

that’s where the Rayleigh Anomaly peak appears. This is due to the SPP resonance at the top interface 

(metal-air), where the effective length is simply the period. By adding another metal layer with half the 

width, the SPP mode is partly copied on the second metal layer, with 180o phase shift. For example, at 

locations where bottom SPP mode has positive charge, there will be negative charge on the top metal 

layer and so forth the oscillations have 180o phase shift. Furthermore, the scattering at the ends of metal 

layer is not hindered by the top level layer. Therefore, the whole structure acts as if there are two gratings 
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resonating at 180o phase shift, which results in cancellation of transmission at far field. The proposed 

structure has been thoroughly investigated and results published [41]. The proposed structure is shown 

in Figure 20 below, with design parameters annotated. 

 
Figure 20 Cross section of the proposed plasmonic filter with MIM structure (not to scale). Period (P) = 425 

nm, Gap (G) = 60 nm, WMIM = 0.5×P, Twg = 100nm, Tbuf = 50nm, Tmetal = 20nm, Tdiel = 20nm, nwg = 2.0, nsub = 

1.46. 

Figure 21 below shows the E-field with and without the MIM structure at Rayleigh Anomaly point. 

 

Figure 21 (a) Magnitude of E-field at λ=425nm in log-scale for conventional plasmonic grating filter (b) 

Corresponding cross section of real part of E-field at Metal-Air interface and Metal-dielectric interface (c) 

Magnitude of E-field at λ=425nm in log scale for plasmonic grating filter with proposed MIM structure (d) 

Corresponding cross section of real part of E-field at two Metal-Air interfaces on top and bottom metal layers. 

Real part is plotted to indicate the polarity and hence phase relationship. 

Based on field plots, it can be seen that at Rayleigh Anomaly peak, the structure resonates such that 

two SPP modes on top and bottom interface of the metal grating at in phase and hence the scattering 
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field is also in phase. After adding the additional metal layer (of width equal to half the period), the 

added structure resonates at 180o phase shift, as shown in Figure 21 (d). Hence the scattering field are in 

opposite phase as well, which in turn cancels far field transmission. Figure 22 below shows the 

transmission spectra of two plasmonic filter with 

and without MIM structure designed for transmission at two different wavelengths. 
 

Figure 22 Transmission Spectra of Plasmonic Grating Filter with (red) and without (blue) proposed MIM 

structure at various grating period. (a) 400nm and (b) 500nm. The proposed filter improves desired to undesired 

peak ratio (extinction ratio) from 2.2 to 7.6 and 3.0 to 9.7 respectively. 

Now since such structure requires two step lithographic process, the alignment of these two process 

steps can be a practical concern. Hence the sensitivity of peak ratio (desired vs undesired peak) was 

simulated with variation in width of the top metal layer and its placement with respect to bottom metal 

layer. Figure 23 below shows the design space in which the proposed design still has peak ratio of 7. 

 
Figure 23 Sensitivity to process variations. The width of MIM structure was varied from 0.2 to 0.8×Period 

and shift in location of MIM structure was varied within ±0.2×Period. It can be seen that design has large 

tolerance around center point. Contour shows the design space where peak ratio is greater than 7. 
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2. Part IIA: High speed pipelined SAR ADC 

2.1 Considerations for high speed pipelined ADCs 
The conventional pipelined ADC requires analogue subtraction and multiplication at each stage, 

which is usually done in a single circuit called MDAC. The MDAC calculates residue in each stage by 

subtracting the equivalent analogue voltage of the ADC stage from the input voltage. The residue is then 

multiplied by gain G, which in simplest case is 2, such that it is full scale for the next stage. A typical 

pipelined ADC is shown in figure below: 

 
Figure 24 Conventional pipelined ADC 

In the conventional pipelined ADC, the gain in each attenuates the input referred noise of the 

following stage, hence relaxing design constraint for following stages. However, it comes at the cost of 

design complexity and speed limitations. The MDAC, which is often used for calculating the residue 

and amplifying it, achieves such amplification using capacitance ratio and it is subject to mismatch. This 

gain error is detrimental to the ADC performance and various calibration schemes have been proposed 

to correct for it, which increases ADC complexity, power, and area. Secondly the MDAC is a closed 

loop circuit, which requires certain settling time based on its unity gain bandwidth and hence imposes 

speed limitation. In this paper we propose an architecture that obviates need for MDAC and hence 

reduces the complexity and increases conversion speed. 

2.1.1 Effect of Gain Error in pipelined ADCs 
In the simplest case, if the analogue gain G is not exactly equal to 2, it will cause local gain error 

around the codes determined by that stage. If the gain is higher than 2, it will overload the next stage and 

information is clipped. The sources of gain error are due to finite gain of Op-Amp and capacitor 

mismatch in the MDAC. The effect of gain error in the first stage has the worst impact in SQNR. Fig. 

25 below shows degradation in SQNR and hence effective resolution as a function of standard deviation 

of gain error in first stage of a 10-bit, 12-bit and 14-bit pipelined ADC. 

As it is evident from the plot below, to maintain 12-bit accuracy, we need better than 0.01% gain 

mismatch across 12 stages of conventional pipelined ADC. Various calibration and compensation 

techniques have been proposed to correct for the gain error [42-44].  
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Figure 25 Degradation of pipelined ADC performance as a function of error in MSB block gain stage 

The calibration schemes can be broadly categorized into foreground and background calibration 

scheme. In foreground calibration scheme, the ADC converter operation is interrupted for calibration, 

whereas in background calibration, the normal ADC operation continues while calibration happens in 

the background. Considering interruption in normal operation and possibility of drift in gain error 

originating from finite Op Amp gain, background calibration is preferred to foreground calibration. The 

skip and fill background calibration scheme proposed in [42] requires skipping some of the input samples 

in order to perform calibration and filling in the digital code for missing sample using non-linear 

interpolation. The interpolation of missing sample in this scheme only works if the input signal at that 

time was within 2/3 the nyquist bandwidth or else the interpolation error is much higher. Also, digital 

interpolation with 44 taps will at least require 22 sample latency in the output. Another technique 

proposed in [43] utilizes an additional stage that can be calibrated offline, while rest of the stages are 

working for normal ADC operation. At each clock cycle, the calibrated stage is swapped into the main 

ADC and another stage is taken out for calibration. While this scheme avoids skip and fill, it requires an 

additional stage, a comparator and calibration DAC with higher resolution than the ADC. Yet another 

technique often proposed for pipelined ADC gain error calibration uses injection pseudo-random noise 

into the ADC and derive effective radix in digital domain using correlation to digitally correct for gain 

errors [44]. All of these calibration schemes are complex and require extra power and area. 

2.1.2 Speed limitation in pipelined ADCs 
In addition to gain error and its effect in achieved resolution, the major speed limitation in 

conventional pipelined ADC is imposed by operational amplifier used in implementing gain stage. 
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Considering only linear settling, the maximum achievable switching frequency of a switched cap MDAC 

is given by: 

 𝑓𝑓𝑠𝑠≤
π𝑓𝑓𝑢𝑢

ln�2𝑁𝑁�
 (14) 

Where fu is the unity gain frequency of the operational amplifier and N is the settling resolution or 

ADC resolution. For 72o phase margin, we need non-dominant pole to be 3x higher than fu and hence: 

 𝑓𝑓𝑠𝑠≤
π𝑓𝑓𝑝𝑝2

3•ln�2𝑁𝑁�
 (15) 

Where fp2 is the location of non-dominant pole. For a given process the non-dominant pole is set by 

device parasitics and hence strongly depends on process node and device fT. Hence it is seen that 

sampling frequency in pipelined ADCs show strong correlation with process node. Fig. 26 below shows 

speed trend for pipelined ADC published in ISSCC and VLSI from 1997 to 2021 (based on data from 

[45]). 

 

Figure 26 Pipelined ADC speed trend 

However, in the case of open loop architectures such as flash ADC, there is no phase margin 

requirement that must be met and hence can operate faster than architectures with closed loop settling 

such as pipelined ADC. Hence, when noise is not a concern, it is favorable to forego the gain stage and 

make all the blocks equally important from noise point of view. This leads to a pipelined SAR 

architecture originally published in [46], in which the gain stage is removed, and each stage compares 

sampled input voltage with digital to analog converter (DAC) voltages based on conversion in previous 

stages. Such ADC was also published in US patent 7265704 [47]. 
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2.1.3 Time Interleaving 

In order to improve the speed, it is possible to time-interleave many slower ADCs such that overall 

conversion is faster. In doing so each sample and hold has M times longer settling time, where M is the 

number of time interleaving. However, the speed benefit comes at the cost of other issues such as timing 

accuracy and mismatch in nonlinearity and gain across various ADCs [47]. The design considerations 

and effect of gain mismatch and timing mismatch are detailed in reference 6. The effect of gain error 

across channels can be studied using spectral domain analysis. Even though each ADC samples are 

reduced speed, considering full BW of input signal, the input signal is under-sampled by each ADC 

individually. This results in heavy aliasing of input signal spectrum when we consider a single channel. 

However, when multiple channels are de-multiplexed after conversion, the aliasing is undone. For this 

to work perfectly, the aliased component of each channel needs to cancel each other. This results in strict 

requirement for gain matching across all channels. For a two-channel time interleaved system, when 

SNR is strictly limited by such gain mismatch, the limiting SNR is given by [47]: 

 𝑆𝑆𝑆𝑆𝑅𝑅≤ 4
α2

 (16) 

where α is the mismatch in gain across two channels.  

For SNR of 72dB roughly lower than 3% mismatch between channels is required. The major source 

of gain error across channels is due to the fact that various samples are processed by different ADCs and 

hence the gain error is different for each sample. In addition to gain error, the nonlinearity in different 

ADCs also result in time varying non-linearity which requires calibration of each ADC to compensate 

for such error. 

2.2 Advantages of pipelined SAR ADC architecture 
The proposed architecture obviates need for analogue subtraction and multiplication and hence 

MDAC by changing reference voltage of ith stage based on digital values of all bits higher than ith bit. In 

this architecture, the analogue multiplication is eliminated since it is introduced only so that error voltage 

from previous stage is full scale to the next stage and doesn’t affect the ADC conversion even if it is 

removed. The gain by factor of 2 helps in reducing the accuracy requirement progressively for lower 

resolution stages by enhancing the residue voltage at each stage. Then the analogue subtraction is 

eliminated by performing addition in the quantized (digital) domain. By eliminating analogue 

multiplication and subtraction, the proposed architecture relieves following two constraints of 

conventional pipelined architecture: 

i. There is no need for gain error calibration since all the inter-stage gains are 1 by design 

and this reduces complexity due to calibration requirements. 

ii. Each stage now only contains open-loop regenerative comparators, which can operate at 

much faster speed than operational amplifiers. 
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In addition, the proposed architecture employs time-interleaving, where each bit of each sample is 

processed by the same set of DAC and comparator and hence sample to sample error is more uniform 

than in conventional time-interleaved ADCs. Hence proposed architecture is favorable in terms of 

following additional constraint: 

i. The sample to sample gain and offset error is uniform and hence doesn’t degrade SNR 

performance even when time-interleaving is applied. 

2.3 Design of  1GHz pipelined SAR ADC 
The proposed architecture can be derived by simple transformations and reductions to the 

conventional pipelined ADC. The conventional pipelined ADC can be represented by following signal 

flow diagram. 

 
Figure 27 Pipelined ADC signal flow diagram 

Where VQi are quantization noise, GAi are analog gains, Di are digital outputs and GDi are digital 

gains in ith stage. The digital gains represent the fact that later stages have less significance in the final 

digital word DOUT. For example, in a simple case of interstage gain of 2, the second stage digital output 

is MSB-1 and hence GD1 is 2, meaning second stage digital output is weighted by ½ that to the first stage.  

In order to derive at the proposed architecture, we can eliminate the analog gain and subtraction in 

following manner. First to eliminate the gain from first stage, which is also the gain at the input of rest 

of the stages, we can transfer the first stage gain the output of the rest of the stages and scale all the 

inputs inside the remaining stage. Similarly, we can repeat this process for each gain resulting in 

following signal flow diagram.  

 
Figure 28 Pipelined ADC signal flow diagram after reduction 1 
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Now in the quantizer in stage, we choose to work with raw (unscaled) residue voltage instead of 

scaled residue. The effect of this is that we will need half the reference voltage of previous stage and 

corresponding quantization error will also be halved. Here all the analog gains have been transferred to 

digital domain at the cost of scaling the references. The ratios of analog to digital gains appearing in 

digital domain, can hence been chosen to be unity for simplicity. 

Now the analog subtraction nodes can also be eliminated by choosing to work directly with the 

sampled voltages, instead of residues. Since the DAC voltages are subtracted to produce the residue, we 

can equivalently subtract such voltage in the later stages, such that there is only one summing node, 

which is the DAC of the next stage. Then the resulting signal flow diagram is as follows: 

 
Figure 29 Pipelined ADC signal flow diagram after reduction 2 

Here as we can see, the analog subtraction has become redundant and hence can be removed. 

Furthermore, as mentioned before, the analog to digital gain ratio can be conveniently chosen to be unity 

and hence the simplified signal flow diagram will result in: 

 
 Figure 30 Pipelined ADC signal flow diagram after reduction 3 

In this scheme, since second quantizer cannot be triggered until the first quantizer result is available 

and the resulting DAC voltages will need to be held for at least one additional clock cycle. Hence time 

interleaving needs to be implemented such that first stage converts next sample as soon as it is done with 
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comparison. The result from first stage then needs to be held in digital domain using chain of flip flops 

and hence DAC voltage doesn’t need to be held. In each stage, then a separate DAC generates a voltage 

to compare the input voltage against. This results in following proposed architecture, hereafter called 

pipelined SAR ADC as shown in Figure below. 

 
Figure 31 Pipelined SAR ADC block diagram 

In above architecture the analogue subtraction and multiplication is eliminated at the cost of 

requiring progressively higher bit DAC in each stage. This trade-off however is compelling if speed and 

accuracy is of higher priority than area. Such pipelining and time-interleaving results in full speed 

converter, where speed of conversion is that of each stage and latency is N times the conversion time of 

each stage. 

A 12-bit pipelined SAR ADC was implemented with 20 samplers and 12 comparators and DACs. 

This allowed for longer sample time for each sampler. Each sampler had 8 clock cycle sample time and 
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12 clock cycle conversion time, in which each clock cycle was used for converting each bit of the digital 

output. Figure 32 shows the timing diagram for the implemented pipelined SAR. 

 
Figure 32 Timing Diagram 

During each conversion time, one of the 20 samples is selected for each DAC/Comparator slice. 

The timing is configured such that out of 20 samplers, the outputs from 12 samplers are fed into each 

slice and rest is not selected are in sampling phase. In each conversion, there is latch and flip-flop 

propagation time, mux/DAC settling time and comparison time. The 20 samplers and mux selection lines 

are derived from internal state machine, which propagates a sequence of 1s in a cyclic fashion and loops 

around. The mux/DAC settling time is made twice as long compared to comparison time and flip-flop 

propagation time due to need to drive routing parasitics and device parasitics. 
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2.3.1 Sampler design 
The sampler was designed using boosted switch [48] and bottom plate early switch followed by a 

source follower buffer. Figure 33 below shows the schematic of the differential sampling circuit. 

 
Figure 33 Sampling Circuit 

By including bottom plate sampling switches which opened earlier than the main sampling switch, 

the residual signal dependent charge injection from the main sampling switch is suppressed since the 

capacitors are open when the switch opens. The bottom plate is then connected back to VCM once the 

sampling process is complete. The boosted sampling switch had on resistance RON of 20 Ω and sampling 

capacitor was 2.5 pF. The sampling capacitor was sized such that kT/C noise was 57 µVrms, which would 

make the design limited by quantization noise rather than thermal noise. The sampled voltages are then 

buffered using source follower buffers. The source follower buffer transistor was bulk biased using 

another source follower with a native device. This allowed for reducing non-linearity due to signal 

dependent bulk voltage as it would occur in the case of normal source follower. 

2.3.2 Preamplifier and comparator design 
The comparators were preceded by preamplifiers, which allowed to isolate the comparator kick-

back noise as well as functioned as block for performing differential subtraction of the sampled voltage 

and DAC voltage. The preamplifier was designed using PMOS input differential pair with current output, 

which was fed into the comparator as input. The preamplifier output current mirror was 1:2 and that in 

the comparator input was 1:8 and hence there was 16x current gain. The preamplifier was not clocked 

such that it is always tracking the inputs. Based on simulation, keeping preamplifier online allowed for 

faster settling than when preamplifier is enabled only during comparison time. However, this meant there 

is no auto-zeroing and hence preamplifier offset would not be compensated for. Hence a pair of 

differential tunable current sources were used such that each preamplifier could be calibrated for offset 

errors. During such calibration, the variable current can be varied until the bit output corresponding to a 
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particular preamplifier/comparator slice produces equal number of ones and zeros (due to noise) when 

the input is set to zero. Figure 34 below shows the schematic of the preamplifier and the comparator 

circuits. 

 
Figure 34 Preamplifier and comparator schematic 

2.3.3 Current steering DAC design 
Due to high speed considerations current steering DAC was considered for this project. The DAC 

was segmented into thermometric DAC and a binary DAC. Such segmentation allowed for reducing 

number of unit current elements from 4096 to 128. The DAC schematic is shown below. 

 
Figure 35 12-bit Segmented DAC schematic 
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The DAC was implemented using distributed current sources with current steering transistors 

acting as second level cascode devices. The current sources were terminated into resistive branch as 

indicated. The DAC output voltage is then given by: 

 𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷 = 𝐼𝐼𝑈𝑈𝑁𝑁𝑈𝑈𝑇𝑇𝐷𝐷𝑇𝑇𝑇𝑇𝑀𝑀 �5 + 1
3
�𝑅𝑅𝑈𝑈𝑁𝑁𝑈𝑈𝑇𝑇 + 𝑈𝑈𝑈𝑈𝑁𝑁𝑈𝑈𝑈𝑈

4
𝐷𝐷𝐵𝐵𝑈𝑈𝑁𝑁

𝑅𝑅𝑈𝑈𝑁𝑁𝑈𝑈𝑈𝑈
3

 (17) 

Which can be simplified as: 

 𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷 = (64𝐷𝐷𝑇𝑇𝑇𝑇𝑀𝑀 + 𝐷𝐷𝐵𝐵𝑈𝑈𝑁𝑁) 𝑈𝑈𝑈𝑈𝑁𝑁𝑈𝑈𝑈𝑈𝑅𝑅𝑈𝑈𝑁𝑁𝑈𝑈𝑈𝑈
12

 (18) 

The unit resistor elements were chosen to be 25 Ω based on speed considerations. Then the require 

unit current to generate 1.1V peak to peak signal is about 128 µA. The bias current can be set externally, 

however reducing bias current would reduce the full scale and hence kT/C noise starts to dominate. 

 

2.4 Simulation Results 
The design was implemented in TSMC 65 nm process and simulated. The following plot shows the 

spectrum of the sampled voltages.  

 
Figure 36 FFT Spectrum of sampled voltage 

The sampled voltage is linear up to 71 dB and performance is limited by non-linearity of the source 

follower buffer. The buffer was biased at 100 µA current and schematic was as shown in Fig. 33. The 

buffer had third order harmonic of 72.8 dB, when input signal was 1V differential amplitude. Some of 

the additional distortion was contributed by sampling process, which included residual signal dependent 

charge injection. Additionally, the settling error while operating at 1GHz rate also contributed to 
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additional non-linearity. However, as will be discussed later, some of the non-linearity will be cancelled 

due to similar non-linearity in the DAC source follower buffer. 

 The DAC was simulated for systematic DNL/INL and mismatch. Due to finite ROUT or current 

sources, the DAC linearity will be affected. Therefore, double cascode were used in unit current 

elements. This allowed for non-linearity be improved however for high current the limitation is still due 

to finite ROUT of the current sources. The second level cascode devices also acted as current steering 

devices whose gate voltage switched from dac_lo to dac_hi voltages while turning on and off. Figure 

below shows the DNL/INL of the DAC due to systematic error contributed by finite ROUT. 

 

 
Figure 37 (a) DAC DNL plot (b) DAC INL plot 

(
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As shown in figure 37 (a), there are huge DNL spikes at the major code transitions. Since the DAC 

was segmented, at the major code transitions when all of the binary DAC elements need to be turned off 

and a single DAC element in thermometric segment needs to be turned on, there are glitches which takes 

longer to settle. Hence there are these spikes in DNL plot. The INL across the code space is mainly due 

to finite ROUT of the unit current elements and it is about ±1.5 LSB. 

The DAC is expected to have additional DNL/INL due to mismatch in current elements which are 

spread over large distances. Hence a monte carlo simulation (N=200) was run to estimate the error due 

to mismatches. Figure below shows the results of the monte carlo simulation. 

 
Figure 38 Monte carlo simulation result 

Based on the simulation, the standard deviation of DAC voltage across various perturbations in 

current elements is 1.5mV. This means it is expected to have 3 LSB of error in 63% of the chips. 

However, such simulation included extreme process variation across multiple chips and hence on a single 

chip, the mismatch itself is expected to be less. 

The DAC buffer was designed using PMOS input devices with body tied to the source. The DAC 

buffer was more linear than the sampler buffer. It was simulated to have third order distortion of -76 dB 

at 1V differential amplitude and 100 µA bias current. Since the feedback and the input had similar 

distortion levels as it connected to the comparators, a portion of the distortion is cancelled as can be seen 

in the final overall simulation. Also, since some of these non-linearities are systematic and hence it can 

be calibrated out as it is consistent for a particular chip. 

Figure below shows the output spectrum of the ADC at 1GHz and 1V input amplitude. 
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Figure 39 Output spectrum at 1GHz and 1V input amplitude 

The final simulation was run at various amplitudes and input frequencies. The figure below shows 

the simulation results for various input amplitudes. 

 

 
Figure 40 Input amplitude sweep 
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Based on simulation results, the peak SNDR is 63 dB and is limited by kT/C noise if the differential 

amplitude is limited to 1V and it is limited by distortion if the differential amplitude is changed to 2V. 

Figure below shows the simulation results of changing input frequency. 

 
Figure 41 Input frequency sweep 

Based on above simulation, the design works up to 1Gsps at 1V reference and 1V signal amplitude. 

Figure below shows the layout of the chip.  

 
Figure 42 Chip layout 
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3. Part IIB: High dynamic range ΣΔ ADC architecture 

3.1 Considerations for high dynamic range audio ADCs 
The audio analog to digital converters are often very high dynamic range due to the extent of the 

human hearing, which extends from 0 dB SPL to 120-140 dB SPL. The 0 dB SPL is equal to 20 µPa and 

is considered the threshold of human hearing, while 120-140 dB SPL is the pain threshold for humans. 

Based on these the microphone system should have dynamic range greater than 100 dB, in order to not 

lose information that could be perceived by human ear, when played back. Hence the state-of-art ADCs 

in audio range typically have dynamic range greater than 100 dB. When specifying the ADCs for audio 

range normally the distortion and SNR specification is specified at 94 dB SPL, which corresponds to 1 

Pa. For considerations for ADCs, the microphone sensitivity and distortion also need to be considered. 

For example, if the microphone sensitivity is low, the input referred noise of the ADC has to be very 

low. In addition, the distortion in the microphone directly impacts the overall system performance. In 

past the Condenser Microphone and Electret microphones have been used. Recently piezoelectric 

microphones in small packages have also been popular. However due to lower sensitivity and higher 

noise, the capacitive microphones (C-MEMS) chosen for this project. The change in capacitance due to 

acoustic pressure is non-linear as the distance between the capacitor is proportional to the applied 

pressure. Hence sensing capacitance will yield large non-linearity. Therefore, often constant charge 

sensing scheme is often employed in which the charge across the C-MEMS microphone is kept more or 

less constant by using large resistors as biased to a fixed voltage as shown in figure below: 

 
Figure 43 Typical biasing scheme for C-MEMS microphone 

The C-MEMS microphone can be further implemented using dual back plane structure such that 

some of the displacement causes differential change in voltage and some of the common mode noise in 

the system is cancelled. Following figure represents the typical dual back plane C-MEMS microphone 

structure. 
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Figure 44 Dual back plane C-MEMS microphone 

Here we have two electrostatic forces and hence the force balance equation results in following 

governing equation: 

( ) ( )
.. .

2 2
2 1 2 12 2

1 1 (19)
2 2

O O
ES ES AC AC

O O

A Am x x kx F F F V V F
x x x x
ε εβ+ + = − + = − +
− +

 

The above equation can be solved for circuit parameters resulting in following equation: 

2 2 2 2
1 1 2 2 2 2 (20)O O ACC V C V Akx AFε ε− + =  

In dual back plane C-MEMS microphone, the central terminal is biased to a bias voltage through a 

large resistor and the voltage across two backplanes in sensed. In above equation, then total charge 

C1V1+C2V2 is kept constant. Due to non-linear nature of the solution, it can be solved numerically and 

following plot can be generated to shows the benefit of constant charge sensing scheme vs constant 

voltage sensing scheme. 

 
Figure 45 C-MEMS microphone non-linearity 
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As can be seen, for most applications, constant charge sensing scheme is sufficient and hence force 

feedback approach is not considered. The force feedback scheme however can yield better linearity at 

the cost of circuit complexity and higher power. At the same time, the constant voltage sensing scheme 

yields higher non-linearity than constant charge sensing scheme to the point where non-linearity is 

becomes an issue. 

Furthermore, circuit noise is another major concern for high dynamic range audio processing and 

hence needs to be addressed very carefully. One of the issues concerning noise if the flicker noise 

inherent in any MOS devices. Whereas thermal noise issue can be partly mitigated by simply increasing 

the current and hence increasing gm and reducing input referred noise, such is not the case for flicker 

noise. The flicker noise power spectral density (PSD) depends on the bias current. As there are more 

carriers in the channel, the probability of trapping and un-trapping of carriers in trap states also increases 

and hence flicker noise depends on the bias current. Therefore, bias current cannot be used to deal with 

flicker noise. Often chopping and correlated double sampling (CDS) techniques are used for mitigating 

flicker noise. The chopping technique requires that input is upconverted as it passes through the circuit 

block and is down-converted at the output. In doing so, the flicker noise is added when the signal is at 

chopping frequency and hence is separated from the noise. By down-converting the signal is brought 

back to baseband and noise is upconverted. Hence the flicker noise is cancelled. In CDS technique, the 

flicker noise is double sampled, once without the signal and hence with the signal. In doing so, the 

sampled flicker noise in first phase is subtracted from the input in the second phase, hence subtracting 

the noise that would be added. In this scheme, the correlation of noise from phase1 to phase2 is assumed 

to be high such that the cancellation works almost perfectly at low frequencies. However, at higher 

frequencies the correlation between two noise sampled at two instances are not correlated and hence 

noise is not perfectly cancelled. In that sense, the noise shaped rather than cancelled. Since flicker noise 

has 1/f PSD, it is often sufficient to shape the flicker noise.  

Although chopping and CDS can be employed to reduce the effect of flicker noise, these techniques 

have certain disadvantages: 

i. Chopping introduces chopping artifacts such as glitches in the waveform, which adds to the 

settling time required for the circuit block. 

ii. Chopping technique also requires that the circuit block can process signal at the chopping 

frequency with enough settling time constants. 

iii. Due to chopping at the input, there is switches capacitor resistor formed due to input parasitic 

capacitance of the circuit block, which leads to leakage path and can be problem when 

interfacing with high impedance sensors such as C-MEMS microphones. 

iv. CDS technique requires additional phase for sampling noise. 

v. Additional kT/C noise from the CDS capacitor is added to the noise budget. 

vi. The CDS technique requires that at least half of the time the circuit block is sampling noise and 

not actually processing the signal. 
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3.2 Advantages of pseudo-pseudo differential architecture 
To remedy issues inherent in chopping and CDS techniques, a pseudo-pseudo differential 

architecture can be used. In this scheme, a single ended circuit block is used twice to process positive 

and negative signal. When processing differential signal in such fashion, the inversion is already implied. 

For example, positive signal will be VCM+VIN/2 and negative signal will be VCM-VIN/2. Hence chopping 

switches are not needed anymore. Also, a single ended circuit block, with half the power and area can 

be used to process fully differential signal. The noise is added similarly in two phases of operation, while 

the signal is on opposite polarity. Hence when taking a subtraction of the output, the noise (low 

frequency) is cancelled. Therefore, while getting the benefits of differential topology and noise shaping, 

the pseudo-pseudo differential architecture allows for reduced power consumption. In addition, the 

aforementioned issues with chopping and CDS are eliminated. 

3.3 Design of pseudo-pseudo differential ΣΔ ADC 
Due to benefits outlined above, a pseudo-pseudo differential architecture is investigated for use in 

sigma-delta ADC for audio application. Following block diagram represents the proposed architecture. 

 
Figure 46 Pseudo-pseudo differential Sigma Delta ADC architecture 

As shown in the figure above, the C-MEMS microphone is biased to boosted voltage of 10V, and 

together with biasing resistors (RLARGE) provide constant charge biasing scheme. Due to large time 

constant of the biasing network, the change in capacitance changes the voltage across differential 

capacitors instead of drawing charge from the biasing network. This differential voltage is buffered and 

then applied to the sigma delta ADC. The ADC samples the differential voltage one at a time on phase 

1 (ɸ1) and phase 2 (ɸ2) using a 4pF sampling capacitors (CDAC) which is formed of the feedback DACs. 

The DAC is then fed with the feedback digital word (6-bits), which applied CDAC(VIN-VDAC) amount of 

charge to the integrator virtual ground. Which is then integrated on each of the integrating capacitors 
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(CINT) successively in phase 1 and phase 2. Unlike conventional integrator circuit the pseudo-pseudo 

differential integrator has two capacitors, which are active in each phase processing either positive or 

negative signal. The second integrator is formed using similar approach; however, input capacitor is 

reduced to 100 fF and integrating capacitor is reduced to 200 fF.  Due to the gain of first integrator, the 

kT/C noise from second stage when referred to the input of the sigma delta ADC is highly attenuated 

and hence smaller capacitors could be used. Therefore, the second operational amplifier is also designed 

to operate at lower power due to reduced load. The output of first integrator is then given by: 

 𝑉𝑉𝑈𝑈𝑁𝑁𝑇𝑇1 = 𝑧𝑧−1𝑉𝑉𝑈𝑈𝑁𝑁𝑇𝑇1 −
𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷
𝐷𝐷𝑈𝑈𝑁𝑁𝑈𝑈1

(𝑉𝑉𝑈𝑈𝑁𝑁 + 𝑧𝑧−1𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷)  (21) 

Here, CINT1 = CDAC = 4 pF. Now the second integrator output is given by: 

 𝑉𝑉𝑈𝑈𝑁𝑁𝑇𝑇2 = 𝑧𝑧−1𝑉𝑉𝑈𝑈𝑁𝑁𝑇𝑇2 −
𝐷𝐷𝑈𝑈𝑁𝑁
𝐷𝐷𝑈𝑈𝑁𝑁𝑈𝑈2

(2𝑉𝑉𝑈𝑈𝑁𝑁𝑇𝑇1) (22) 

Here CINT2 = 2CIN = 200 fF. The factor of 2 is due to the fact that voltage across CIN will be changing 

from -VINT1 to VINT1 in each phase and hence twice VINT1 amount of charge is disposed at the virtual 

ground of second integrator. Therefore, 

  𝑉𝑉𝑈𝑈𝑁𝑁𝑇𝑇1 = −𝑉𝑉𝑈𝑈𝑁𝑁+𝑧𝑧−1𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷
1−𝑧𝑧−1

 (23) 

 and 

 𝑉𝑉𝑈𝑈𝑁𝑁𝑇𝑇2 = − 𝑉𝑉𝑈𝑈𝑁𝑁𝑈𝑈1
1−𝑧𝑧−1

= 𝑉𝑉𝑈𝑈𝑁𝑁+𝑧𝑧−1𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷
(1−𝑧𝑧−1)2  (24) 

Then the input to the quantizer VINT1 – VINT2 is given by: 

 𝑉𝑉𝑈𝑈𝑁𝑁𝑇𝑇1 − 𝑉𝑉𝑈𝑈𝑁𝑁𝑇𝑇2 = −� 1
1−𝑧𝑧−1

+ 1
(1−𝑧𝑧−1)2� (𝑉𝑉𝑈𝑈𝑁𝑁 + 𝑧𝑧−1𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷) (25) 

Now the quantization noise EQ is introduced at the asynchronous SAR ADC. Hence, 

 𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷 = 𝑉𝑉𝑈𝑈𝑁𝑁𝑇𝑇1 − 𝑉𝑉𝑈𝑈𝑁𝑁𝑇𝑇2 + 𝐸𝐸𝑄𝑄 = − 2−𝑧𝑧−1

(1−𝑧𝑧−1)2
(𝑉𝑉𝑈𝑈𝑁𝑁 + 𝑧𝑧−1𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷) + 𝐸𝐸𝑄𝑄 (26) 

Hence, 

 𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷 �1 + 2𝑧𝑧−1−𝑧𝑧−2

(1−𝑧𝑧−1)2 � = − 2−𝑧𝑧−1

(1−𝑧𝑧−1)2 𝑉𝑉𝑈𝑈𝑁𝑁 + 𝐸𝐸𝑄𝑄 (27) 

 

 𝐷𝐷𝑂𝑂𝑈𝑈𝑇𝑇 = 𝑉𝑉𝐷𝐷𝐷𝐷𝐷𝐷 = −(2 − 𝑧𝑧−1)𝑉𝑉𝑈𝑈𝑁𝑁 + (1− 𝑧𝑧−1)2𝐸𝐸𝑄𝑄 (28) 

 

Hence as shown in equation (28), the quantization noise will be shaped by second order. The STF 

is not unity and has peaking at higher frequencies, which doesn’t affect the performance as there will be 

no signal applied at those frequencies. The STF can be modified to become unity across all frequencies 

by including feed-in path directly from input to the input of the quantizer, however doing so will require 

additional summation block, which consumes power and hence such option was not included in this 

architecture. The subtraction of two integrator output by directly applying them as differential signal to 

the quantizer eliminates need for any summation block and hence simplifies the implementation as well 

as saves power. 
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3.3.1 Design of first operational amplifier 
The first operational amplifier is designed as a single ended inverter based push-pull amplifier with 

gain boosting as shown in Figure below: 

 
Figure 47 Schematic of first operational amplifier 

A set of four CLS capacitors are used to level shift the input to PMOS bias voltage as well NMOS 

bias voltages. In order to mitigate the effect of kT/C noise due to level shifting capacitors, they are sized 

equal to the input capacitor (CDAC in Figure 45). A novel and simple gain boosting technique is applied 

where only one branch current is used per gain boosters. The amplifier has loop gain of 54 dB and unity 

gain bandwidth of 110MHz at 1pF output load. The phase margin was 78 deg. Figure below shows the 

stability analysis of the first operational amplifier design. 

 
Figure 48 Stability analysis of first operational amplifier 
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3.3.2 Design of second operational amplifier 
The second operational amplifier is designed as a single push-pull amplifier push-pull amplifier as 

shown in Figure below: 

 
Figure 49 Schematic of second operational amplifier 

Due to large voltage swing at the output of the second integrator, the second operational amplifier 

needed to support such large swing and hence cascodes were avoided to maintain maximum swing with 

reasonable gain. In first stage was biased at 500nA and the total static current for the amplifier was 9uA. 

The amplifier has loop gain of 63 dB and unity gain bandwidth of 10MHz at 1pF output load. The phase 

margin was 45 deg. Figure below shows the stability analysis of the first operational amplifier design. 

 
Figure 50 Stability analysis of second operational amplifier 
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3.4 Simulation results 
The design was implemented in TSMC 65nm process using core devices operating at 1.2V supply. 

The asynchronous SAR was also implemented at circuit level. The capacitors were chosen to be metal-

insulator-metal (MIM) capacitors. The design overall consumed 52uW of power. Figure below shows a 

typical output spectrum of the implemented sigma delta ADC. 

 
Figure 51 Output spectrum of PPD DSM operating at 1.5MHz at 1 Pa input. Blue line shows transient 

spectrum and red line shows transient noise spectrum. 

Figure below shows the input vs SNDR for various input levels. 

 
Figure 52 Input vs SNDR, SNR and SNR-A performance. 
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Figure below shows the power breakdown of the overall ADC. 

 
Figure 53 Power breakdown 

Based on above simulation, given that peak SNDR is 90 dB, the Schreier Figure of Merit FoMS is 

equal to 176 dB and considering dynamic range of 95 dB, the Figure of Merit based on dynamic range, 

FoMDR is equal to 181 dB. 

4. Part IIC: Novel system and circuit techniques 

4.1 Predictive noise shaping SAR ADC 
Since the early publication of a noise-shaping (NS) SAR ADC [50], there has been continued effort 

to optimize the noise transfer function (NTF) for achieving higher order noise shaping with lower power 

consumption. Many passive NS SAR ADCs have been proposed which doesn’t require active amplifier 

and hence promises to reduce power consumption [51-53]. Techniques such as noise shaping using FIR 

filters have also been proposed [54]. Besides improving power efficiency by coming up with novel 

circuit techniques to implement noise shaping, there is a fundamental aspect of any oversampled 

converter that is not fully exploited yet. The oversampling feature of the NS SAR ADC requires that 

input signal bandwidth be limited to fs/(2×OSR). This may be achieved using an input anti-aliasing filter, 

or it may be guaranteed by the nature of the signal source. This means whenever there is over-sampling, 

the input signal doesn’t change by more than certain amount sample to sample. This means there is no 

need to do full SAR conversion every cycle. In most noise shaping SAR ADCs, this trivial yet very 

powerful feature is not yet fully exploited. Allowing for local search within a certain range allows for 

segmenting the analog to digital conversion problem into two different problems, which can be solved 

differently. First problem is to come up with a range for each conversion using intelligent prediction 

algorithms, which can be done in digital domain more efficiently. Second is to perform finer analog to 

digital conversion within this range which still requires analog circuitry. In this era of rapidly advancing 

digital signal processing and machine learning, this segmentation can open up new possibilities for 

digitally assisted ADCs which can make better use of process scaling. 
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Therefore, it is proposed to use extrapolation (prediction) in the digital domain to determine a range 

for NS SAR operation such that it guarantees convergence. Since digital technology is now fast and 

inexpensive, even complex prediction algorithms can be easily implemented using digital logic. Once 

the range is determined, the SAR operation can limit its binary search within this range. To accommodate 

for thermal noise and other circuit non-idealities, the search range can be extended slightly, but it is never 

necessary to perform a full-scale SAR operation on each sample. Through theoretical analysis an 

equation for minimum number of bits that needs to be tested for guaranteed convergence is derived. 

Then the theoretical calculation is verified through extensive simulation[54]. Figure below shows the 

basic block diagram of the predictive noise shaping SAR ADC. 

 
Figure 54 Simplified block diagram of predictive noise shaping SAR ADC 

When such prediction is applied, the number of bits that need to tested can vary depending on 

activity and signal content. If the signal however is bandlimited due to input anti-aliasing filter or due to 

inherent bandwidth of input source, the number of bits that must be tested can be calculated. The worst 

case situation is when there is a first-order band-limiting filter preceding an ADC with a slow roll-off.  

Let the transfer function of such filter be: 

 ( ) B

B

H s
s
ω
ω

=
+

   (29) 

where ωB = 2πfB is the 3-dB bandwidth of the system. Then for a full-scale output of 1, the step 

response of the system will be given by: 

 ( ) 1 Btv t e ω−= −  (30) 

Since the step response has its largest rate of change at t=0, taking one sample at t = 0 and other at 

t = 1/fs gives the maximum possible change in signal from one sample to next sample. This maximum 

change in signal is given by: 

 
2

max
1

B

S

f
fv e

π−

∆ = −  (31) 
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where fs is the sampling frequency of the ADC. For an oversampled SAR ADC with an over-

sampling ratio equal to OSR (= fs/2fB), this reduces eq (3) to: 

max
1 OSRv e

π
−

∆ = −  (32) 

Therefore, the maximum number of bits that may change from sample to sample is given by: 

 ( )2 2max
log 2 log 1N OSR

testN v N e
π

− 
= ∆ ⋅ = + − 

 
 (33) 

where N is the resolution of the ADC. Using power series expansion of  ex, we can write 

 2

2
1log
2testN N

OSR OSR
π π  = + − +     



 (34) 

Now in the case of moderate to large OSR (>32), including only first order term, the number of bits 

that must be tested is: 

  ( )2 2log log ( )testN N OSRπ= + −  (35) 

Hence for a band-limited signal in an oversampled SAR ADC there is no need for testing all bits 

every sample. For example, for N=12 and OSR=256, we only need to test the lower 6 bits. This is the 

case for zeroth order prediction, where the predicted value is simply the previous conversion result. 

The prediction can be further improved using higher-order prediction algorithms. For example, first-

order prediction can be easily implemented in the digital domain to estimate the slope of v(t), and account 

only for the rate of change of the slope (or second order derivative). Taking the first derivative of (30) 

gives: 

 ( ) Bt
Bv t e ωω −=  (36) 

Finding how much slope can change from t = 0 to t = ts and multiplying by Δt = ts gives the voltage 

range or possible error of the first-order prediction: 

 ( )max
( ) 1 B st

B sv t t e ωω −∆ = −  (37) 

Using similar argument and approximations as in the zero-order case this results in: 

 ( )2 22 log 2 log ( )testN N OSRπ= + ⋅ − ⋅  (38) 

In general, the number of bits that needs to be tested for Mth-order prediction is given by: 

 ( ) 21 logtestN N M
OSR
π = + + ⋅  

 
 (39) 

Figure below shows the number of LSBs that need to be tested to obtain maximum SNDR (as that 

in the case without prediction) as a function of the OSR for various prediction order.  
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Figure 55 Model vs simulation for first order NS SAR 

The markers indicate simulation results, and the lines represent the mathematical model (eqn. 39). 

It is shown that the model can accurately estimate the number of bits that must be tested when using 

zeroth-order and first-order predictor. For higher-order prediction algorithms, the number of bits 

required asymptotically reaches a certain minimum. As shown, using higher-order prediction algorithms, 

it is possible to reduce the number of bits needed to be tested significantly especially for smaller OSR. 

For example, for a second-order predictor, only 4 LSBs out of 12 bits is needed at an OSR of 32, which 

can save lot of power. 

Using such approach, first order noise shaped SAR was designed and simulated, in particular, for 

DAC switching energy. Figure below shows the results of applying prediction to NS SAR and reduction 

in DAC switching energy by 70%. 

 
Figure 56 DAC switching energy plot for conventional SAR, split capacitor SAR and Predictive NS SAR 
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4.2 Efficient calibration of feedback DAC in ΣΔ ADC 
In high dynamic range sigma delta ADCs, often multi-bit digital to analog converter (DAC) is used 

as feedback due to improved stability, lack of idle tones and inherent reduction in magnitude of 

quantization noise, which in turn results in reduction of non-linearity caused by non-linearity of 

operational amplifiers in the loop filters. However, due to mismatch in unit elements of the DAC, the 

overall DSM performance can be significantly reduced. Since DSM output and hence input to the DAC 

has both signal component as well as shaped quantization noise, harmonics of the signal component 

appear as well as noise floor increases. One of the most popular schemes to mitigate these effects due to 

DAC mismatch is Data Weighted Averaging (DWA) [56], which shapes the mismatch induced error by 

first or second order based on implementation. However, DWA requires keeping track of a pointer and 

additional element shuffling analog multiplexers and switches. Also delay in DWA hardware can 

increase excess loop delay causing stability issues. In addition, for higher resolution DACs, due to 

increasing complexity, implementation of DWA becomes challenging and dynamic power used by DWA 

starts to become significant. Another method often used is foreground calibration scheme, where sine 

wave input is applied [57], and filtered and decimated digital output is fitted to the applied sine wave to 

estimated DAC weights required to reproduce the input signal. Such calibration scheme however 

requires highly linear sine wave input with low enough noise floor. Laboratory equipment with such 

high linearity might not be readily available or can be corrupted by system noise when feeding in such 

input signal, which eventually reduces the accuracy of calibration and hence post calibration 

performance. An improvement was proposed in [58] where out of band non-sinusoidal excitation is used 

and system of linear equations is solved to reduce sum of in-band Fourier coefficients or total in-band 

quantization noise. However, it requires taking FFT of a very large data stream (220 point FFT as 

mentioned in the paper) to achieve required accuracy. This results in significantly longer calibration 

time. Also, if the DAC nonlinearity produces harmonics, these will be out-of-band and will not be 

considered in computing weights. Hence harmonic components of the non-linearity will not be corrected 

for when actual signal is applied. Alternatively, the calibration of DAC weights can be performed using 

digital calibration techniques such as proposed in [59] where the multi-bit DSM is reconfigured as single 

bit DSM to calibrate the weight of each DAC code. By adding a pair of switches and an adder, most 

significant bit (MSB) of the quantizer is directly used as feedback, while the feedback DAC is used as 

input to the DSM. The DAC is excited with each possible code (2B codes for B bit DAC) using a counter 

and then 2B×N bit lookup table is filled in using the filtered digital output. This requires additional 

analog hardware such as counter, adder and switches. Besides it also requires 2B+N clock cycles where 

N is the bit precision of look-up table and also calibration accuracy. An improvement was proposed in 

[60], where only the deviation from ideal value of the DAC code is stored and hence storage memory 

requirement could be reduced for the same calibration accuracy. However, the lookup table still stores 

correction values for each possible DAC code, which is unnecessary and significantly increases 
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calibration time and memory requirement. Yet another method was proposed in [61], where each DAC 

element is sequentially removed, and the average of the digital output is used to solve for contribution 

of each element using system of linear equations. However, this requires complicated digital hardware, 

including dividers and requires storing calibrated weights for each DAC element, which will require 

significant memory for higher resolution DACs. 

Therefore, a new efficient calibration scheme was invented [62], which neither requires additional 

analog hardware, nor precise input signal or reconfiguration of the DSM for calibration. It only requires 

B×N bit storage for B bit DAC (and N bit calibration accuracy) and corrects for mismatch induced 

increase in noise floor as well as harmonics. The principle of the proposed scheme is simple. We assume 

that the DSM uses a binary-weighted DAC, whose output (X) is given by: 

 X = 𝐖𝐖𝐈𝐈 • 𝐕𝐕 = ∑ wibiB−1
i=0  (40) 

 Here WI is the ideal weights vector whose elements are wi, V is the output of DSM whose elements 

are bi. Let us also define the actual weights vector WA whose elements are wA,i and calibrated weights 

vector WC whose elements are wC,i where 𝑖𝑖 = 0. .𝐵𝐵 − 1. Consider normalizing all the weights by MSB 

weight such that the weights are: 

 𝐖𝐖𝐈𝐈 = �1
2

1
4

. . . . 1
2−B

� 

 𝐖𝐖𝐀𝐀 = �1
2

wA,B−2 . . . . wA,0� (41) 

 𝐖𝐖𝐂𝐂 = �1
2

wC,B−2 . . . . wC,0� 

The weights are ideally WI, but mismatches change their values to WA. This introduces nonlinear 

distortion and heightened noise floor in the output spectrum. The problem can be solved by introducing 

a digital look-up table (LUT) at the output of the DSM with calibrated weights WC as shown in Figure 

below: 

 
Figure 57 Normal operation after calibration using LUT 

The LUT now will have the same (limited only by calibration accuracy)  input-output characteristics 

as the DAC. Since it also has the same input word V as the DAC, it must have the output 𝐷𝐷𝐷𝐷 = 𝐖𝐖𝐜𝐜 • 𝐕𝐕. 

Since the DAC output is forced by the feedback loop to track the ADC input U in the signal band, the 

output of the LUT will be an undistorted digital equivalent of the analog input U. 

The problem is thus reduced to finding the digital replicas of the DAC weights wi. The proposed 

calibration scheme to determine the weights of the DAC is as shown in Figure below. 
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Figure 58 Efficient calibration of feedback DAC 

The proposed calibration scheme can be briefly summarized as below.  

1. Accept the MSB weight wC,B-1 as ½; set U = 0; disable all DAC input except (B-1)th input and (B-

2)th input and reset all integrators and accumulators. 

2. Calibrate wA,B-2 by feeding back in every clock period d×wA,B-1– wA,B-2, where d is MSB of the 

ADC output. Repeat for M = 2N cycles where M >> 1. 

3. The DC value of d×wA,B-1– wA,B-2 will be forced to 0 by the DSM loop, so wC,B-2 = ½ ∑ d(n)/M. 

Next, the process is repeated with (B-2)th input (whose weight is now known) playing the role of 

feedback and (B-3)th bit as input. This gives an estimate of wA,B-3. After B-1 such cycles, all wC,i  will 

have been found, and deposited in the LUT. And during normal operation these values in the LUT can 

be used for mismatch correction. A detailed mathematical derivation can be found in [62]. 

To illustrate the efficacy of the proposed scheme, Figure below is plotted with comparison to DWA 

technique. 

 
Figure 59 FFT Spectrum of DSM output. Spectrum A is without calibration or correction. Spectrum B is with 

DWA applied. Spectrum C is with proposed Calibration technique applied (500 cycles per bit) 
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Based on above results, it can be seen that the proposed calibration scheme corrects for mismatch 

related increase in noise floor as well as harmonics to the same degree as that can be done with DWA 

without requiring additional analog hardware. 

4.3 Highly linear boosted sampling switch 
The input sampling switch is a crucial circuit element in analog to digital converters (ADC) and 

switched capacitor circuits. It limits the overall system linearity. The major sources of non-linearity (in 

the order of significance) are signal dependent charge injection, signal dependent charge draw, and signal 

dependent clock feed-through. The signal dependent charge draw is identified as a key source of error 

in this research. 

The signal dependent charge injection is mainly attributed to the carriers injected from the main 

transistor’s channel when it is turned off. In previously published boosted switches, this problem was 

mostly resolved using clock boosting technique [63], which ensured that channel charge is independent 

of signal level by boosting the clock voltage referenced to the input signal itself. Several such boosted 

switches have been published which solve the problem of signal dependent charge injection [64-67]. 

These switches perform well in reducing the nonlinearity due to signal dependent charge injection. 

However, if the source has non-zero resistance, the performance is degraded due to charge drawn from 

the sampling capacitor during cut-off. To provide a low-impedance source for the input vin, analog to 

digital converters (ADC) are often preceded by input drivers, which consume significant power. Also, 

when interfacing with a high impedance sensor, often a buffer is used in order to attain low source 

impedance. These additional circuit blocks add noise and consume additional power. This research 

proposes a sampling switch for which linearity does not depend on the input source impedance and hence 

eliminates need for high power and highly linear buffers in the signal path [68]. Figure below shows the 

schematic of the proposed boosted switch and the buffer. 

 

 

Figure 60 Schematic of the proposed boosted switch and the buffer 
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  In order address the nonlinear errors mentioned in the previous paragraph, a complementary 

boosting technique is introduced, and a buffer is added to drive the boosted switch so that the glitching 

due to charge draw doesn’t affect the sampled voltage. The switch circuit consists of two complementary 

half circuits. The left half  is used to set the  voltage at the gate (G) of the main transistor M1 to VIN+VDD, 

and the right half of the circuit is used to drive it to VIN-VDD. Since the gate is driven below ground GND, 

a low-threshold transistor can now be used as main switch, which further improves its on-resistance. In 

contrast to conventional boosted sampling switches, there is no explicit pull-down transistors to drive 

the gate (G) to ground. Instead, the negative terminal of a complementary half circuit’s capacitor CBM is 

connected to the gate, and the positive terminal is connected to the input. This drives the gate voltage 

low without needing explicit pull-down transistors. Since the buffer is only used to drive the boosted 

switch and since it is not in the signal path, it is not required to be highly linear or low noise. Adding 

such buffer in the sampling switch allows for reducing power of the input buffer or completely 

eliminating it without degrading linearity. The buffer can be low power, such as the buffer in the 

presented implementation only consumes 560 nA of static current. The buffer was only 63 dB linear at 

2V amplitude whereas the sampling switch is more than 100 dB linear. Furthermore, the buffer may be 

replaced by a resistor in cases where rail to rail operation is desired. The addition of the buffer obviates 

need for highly linear and possibly high power (due to noise considerations) input driver in the signal 

path. 

The proposed boosted sampling switch was designed in a TSMC 65 nm CMOS process for 

validation. The sampling capacitor was chosen to be 1 pF, the sampling frequency was 10 MHz and 

input signal was 100 kHz. The boosting capacitors CBP and CBM were 500 fF each. The filtering capacitor 

CF was 25 fF. The buffer was sized so that total static current was 560nA. All transistors were chosen as 

2.5V IO devices. All of them (except M1, M5, M7 and M9) were minimum size devices with W/L = 

400nm/280nm. W/L for M1 was 2um/280nm, for M5 and M7 it was 1um/280nm and for M9 it was 

2um/280nm. 

Figure below shows the 3rd order non-linearity of the sampled voltages for when input source 

resistance is varied. 

 
Figure 61 HD3 for Rs for proposed switch in comparison with Ref [63] and Ref [64] 
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As can be seen in the simulation result, the boosted switches from [63] and [64] suffers from signal 

dependent charge draw and hence performance is highly reduced for even small input resistances. 

Whereas the proposed boosted switch more than 100dB linear across various input resistances and is 

independent of input source resistance. A similar simulation was performed by varying the sampling 

frequency and hence oversampling ratio (OSR). Figure below shows the results of such simulation. 

 
Figure 62 HD3 vs fs for proposed switch in comparison with prior switches 

The simulation was performed with input source resistance of 1 kΩ and it is shown here that the 

problem of input dependent charge draw is independent of sampling frequency and is a consistent 

problem for which the proposed boosted switch always works, even up to high sampling rate. 

Furthermore, the proposed switch was simulated for various input amplitude and figure below is plotted 

to show the results of such simulation. 

 
Figure 63 HD3 vs input amplitude in comparison with prior switches 

As is shown in the figure above, the proposed boosted switch works well up to input amplitude of 

2V differential, when the supply voltage is 2.5V. Beyond 2V, the non-linearity of the buffer starts to 

dominate the performance as the buffer can only swing between VDSAT+VTH,LVT to VDD-VDSAT and hence 

the signal starts to clip. When such rail to rail operation is desired, a resistor in place of buffer may be 
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used to partially remedy the problem with signal dependent charge draw. But since there is always going 

to be some charge drawn from the input, the performance improvement is lowered. Figure below shows 

the input amplitude vs HD3 for such configuration. 

 
Figure 64 HD3 vs input amplitude for proposed switch with buffer replaced by 1 kΩ resistor 

In above simulation a 1 kΩ resistor was used in place of the buffer and the filtering capacitor CF was 

changed from 25 fF to 1pF. As can be seen, the proposed switch is 100 dB linear up to 2.5 V input 

amplitude and is at least 15 dB better than switches proposed in [63] and [64]. 

4.4 Push-pull source follower circuit 
A source follower buffer is an important circuit element in many analog designs. The basic source 

follower however is limited in its performance (in terms of linearity) due to asymmetric sourcing and 

sinking current. For example, an NMOS source follower can have large sourcing current hence being 

able to follow the input on rising edge, while it has constant sinking current due to constant current bias 

and hence not being able to follow the input on falling edge. Such asymmetric rise time and fall time 

causes harmonic distortion similar to that in slew rate limited operational amplifiers. Some of this effect 

is mitigated in the super source follower topology since during falling edge, the PMOS device (M2 in 

Figure below) will be turned off, allowing for full bias current to discharge the output node. A better 

alternative was proposed in [69], where a NMOS device is diode connected to the drain of the main 

transistor such that it allows for complete push-pull operation. However, this significantly limits the 

allowed voltage swing at the output since output cannot go beyond VGS of the NMOS device and hence 

clips the signal. To remedy such limitations, a push-pull source follower topology is proposed, in which 

the voltage swing at the output can be from VDSAT  to VDD-IBRS, where RS is chosen such that IBRS is 

close to 100-200 mV. This allows for almost rail to rail operation and push-pull driving capability. Figure 

below shows the typical source follower, super source follower, flipped source follower and proposed 

push-pull source follower. 
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Figure 65  Schematic of source follower, super source follower, flipped source follower and push-pull source 

follower. Red arrows indicate charging and discharging currents. 

The push-pull source follower was implemented in TSMC 65 nm process for operating at 2.5V 

supply. The W1/L1 was 2.4um/100nm, W2/L2 was 120nm/1um, RS was 100 kΩ and current in the main 

branch for all designs were roughly equal to 1 µA. The feedforward capacitor CC was 500 fF. The designs 

were compared with 1 MHz input signal driving 1 pF load capacitor, while varying input amplitude. 

Figure below shows the results of the simulation. 

 
Figure 66 HD3 vs input amplitude for various buffer topologies. SF = source follower, SSF = super source 

follower, FSF = flipped source follower and PSF = push-pull source follower 

As expected to due to large voltage swing capability and large charging and discharging currents, 

the push-pull source follower is more linear than other conventional source follower, especially at higher 

amplitude. 
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4.5 Novel flicker noise cancellation scheme 
The flicker noise is one of the concern for low frequency and high dynamic range circuits. It is often 

mitigated by either using chopping or auto-zeroing. While using chopping technique, the input is 

upconverted before adding device noise and hence input and device noise are separated in frequency 

domain. Now by down-converting by chopping again at the output of a circuit block, the input signal is 

brought back to baseband and flicker noise is upconverted. However, the circuit block now needs to be 

drive by low impedance source since the chopping introduces switched capacitor leakage path at the 

input. In addition, due to chopping artifacts such as glitches, when chopping is applied to continuous 

time signals, the output starts to show higher distortion components. Similarly, auto-zeroing also requires 

that input be driven by low impedance source, and it further requires additional auto-zeroing phase in 

which input is not processed. Furthermore, applying auto-zeroing automatically requires signal to be 

discrete time and hence is not applicable for continuous time signal processing. An interesting technique 

was proposed and validated in [70], where the input devices were periodically switched from depletion 

to accumulation to reset the trap states. However, doing so requires switches at the input, which has 

similar disadvantages as described before when high impedance input is desired. 

 In order to address these issues, especially the fact that input needs to be driven, a novel flicker 

noise cancellation technique was devised in which input impedance into the block is very high lending 

to direct connection with high impedance sensors. This obviates need for buffers often used between 

sensors and a signal processing circuit block. In order to suppress the flicker noise, the circuit block is 

biased such that in one phase the transconductance is positive, while in other phase the transconductance 

is negative. For example, if the circuit block is a transconductance amplifier, the effective Gm is switched 

from +Gm to -Gm periodically. The proposed technique when applied to transconductance amplifier is 

shown in figure below. 

 
Figure 67 Proposed flicker noise cancellation scheme applied to a transconductance amplifier and test setup 
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In doing so the output current is upconverted as it passes through the circuit block. In terms of flicker 

noise, however, since flicker noise is a slow process, it is expected that it only responds to the low 

frequency or average value of the current. This hypothesis cannot be verified in simulation, as in circuit 

models, flicker noise PSD is modeled in a way that it instantaneously changes based on bias current. 

Such static flicker noise model is unable to simulate the dynamic nature of the flicker noise process. 

Hence this scheme is being planned for verifying in Silicon by tapeout a test chip in future projects.  

The scheme was simulated in transient noise analysis by implementing the flicker noise cancelled 

Gm in TSMC 65 nm process. Figure below shows the simulation results without any cancellation, with 

chopping and with proposed scheme. 

 
Figure 68 Simulation results for flicker noise cancellation scheme. Red spectrum without any cancellation, 

blue spectrum with chopping and green spectrum with proposed scheme. 

Based on the simulation, the flicker is reduced completely when chopping is applied. However as 

seen in the figure (blue curve), third harmonic appears a consequence of chopping artifacts. The 

performance for proposed scheme shows intermediate results. It shows some fraction of flicker is 

cancelled however some of it is still present. It is hypothesized that this partial cancellation is simulation 

is due to the way flicker is modeled as described before. Albeit even partial cancellation can reduce the 

flicker noise by a significant factor and might be an interesting chopper-less flicker noise cancellation 

scheme useful when directly interfacing with higher impedance sensors. 
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5. Conclusion 
In this dissertation, various research projects were investigated and implemented to demonstrate 

novel ideas and innovations and their advantages. In Part I, Plasmonic color filter array based visible 

light spectroscopy was demonstrated. The research included theoretical analysis, device simulation, 

fabrication, testing and algorithm development. This research for the first time to my knowledge 

demonstrates end-to-end design and use of plasmonic grating filter with slab waveguide for the purpose 

of spectroscopy in visible range. A novel unmixing algorithm was presented and a smoothing 

regularization was used to reconstruct sample spectrum from sub-sampled data. Furthermore, a novel 

technique for suppressing Rayleigh Anomaly was also presented with extensive simulation results. 

In Part IIA, a high speed data converter using pipelined SAR architecture was investigated and a 

thorough design was presented with extensive simulation results. The proposed design is expected to 

perform better when design specification is such that it is not limited by thermal noise. In such cases, the 

switching for conventional pipelined ADC to pipelined SAR ADC has benefits of being opamp-less and 

hence able to run faster in the same process node. The design was implemented and simulated at chip 

level in 65 nm process. 

In Part IIB, a pseudo-pseudo differential sigma delta ADC was investigated for use in audio 

application. Based on such architecture, the design showed no effect of flicker noise, albeit there was no 

chopping or correlated double sampling applied. The design was power efficient and achieves dynamic 

range of 95 dB with FoM of 181 dB. 

In Part IIC, various system and circuit techniques were invented to mitigate issues and challenges 

in analog to digital converter design. One of the novel ideas included predictive noise shaping ADC, 

which allows for predicting some of the output bits, when the ADC is oversampling ADC. Such 

technique has promise to reduce power and was demonstrated through simulation that at least 70% power 

reduction in DAC switching energy is possible using such predictive SAR approach. Secondly an 

efficient calibration scheme for the feedback DAC used in sigma delta ADCs was invented and the 

design was thoroughly verified to perform as good as DWA technique, without requiring additional 

analog hardware. Furthermore, a novel high-linearity complementary boosted switch was 

conceptualized, and the design was simulated and was verified to perform at least 20 dB better than prior 

publications in terms of linearity. Yet another novel circuit technique of using push-pull structure for 

source follower was presented and design verified through simulation to overperform conventional 

source follower structures. Lastly, another novel circuit technique was presented for mitigating effects 

of flicker noise. Using such technique, flicker noise cancellation was simulated and shown that partial 

cancellation of flicker noise was feasible. This work allows for direct connection of any high impedance 

sensors to circuit front-end without need for high power buffers and other interface circuits. 

   



58 

 

 

  

References 
1. Chen, Pei-Ju, Hiroko Awata, Atsuko Matsushita, En-Cheng Yang, and Kentaro Arikawa. "Extreme spectral 

richness in the eye of the common bluebottle butterfly, Graphium sarpedon." Frontiers in Ecology and Evolution 
4 (2016): 18. 

2. Thoen, Hanne H., Martin J. How, Tsyr-Huei Chiou, and Justin Marshall. "A different form of color vision in 
mantis shrimp." Science 343, no. 6169 (2014): 411-413. 

3. R. R. Alfano, B. B. Das, J. Cleary, R. Prudente, and E. Celmer, “Light sheds light on cancer–distinguishing 
malignant tumors from benign tissues and tumors.” Bull. New York Acad. Medicine 67, 143 (1991). 

4. S. V. Panasyuk, S. Yang, D. V. Faller, D. Ngo, R. A. Lew, J. E. Freeman, and A. E. Rogers, “Medical 
hyperspectral imaging to facilitate residual tumor identification during surgery,” Cancer biology & therapy 6, 
439–446 (2007). 

5. Fei, Baowei, Hamed Akbari, and Luma V. Halig. "Hyperspectral imaging and spectral-spatial classification for 
cancer detection." In 2012 5th International Conference on BioMedical Engineering and Informatics, pp. 62-64. 
IEEE, 2012.  

6. De Greef, Lilian, Mayank Goel, Min Joon Seo, Eric C. Larson, James W. Stout, James A. Taylor, and Shwetak 
N. Patel. "Bilicam: using mobile phones to monitor newborn jaundice." In Proceedings of the 2014 ACM 
International Joint Conference on Pervasive and Ubiquitous Computing, pp. 331-342. 2014.  

7. Clark, Roger N., and Ted L. Roush. "Reflectance spectroscopy: Quantitative analysis techniques for remote 
sensing applications." Journal of Geophysical Research: Solid Earth 89, no. B7 (1984): 6329-6340.  

8. Govender, Megandhren, Kershani Chetty, and Hartley Bulcock. "A review of hyperspectral remote sensing and 
its application in vegetation and water resource studies." Water Sa 33, no. 2 (2007): 145-151. 

9. Adam, Elhadi, Onisimo Mutanga, and Denis Rugege. "Multispectral and hyperspectral remote sensing for 
identification and mapping of wetland vegetation: a review." Wetlands Ecology and Management 18, no. 3 
(2010): 281-296. 

10. Deaton, Bobby C., and William L. Balsam. "Visible spectroscopy--a rapid method for determining hematite and 
goethite concentration in geological materials." Journal of Sedimentary Research 61, no. 4 (1991). 

11. Gowen, Aoife A., Colm P. O'Donnell, Patrick J. Cullen, Gérard Downey, and Jesus M. Frias. "Hyperspectral 
imaging–an emerging process analytical tool for food quality and safety control." Trends in food science & 
technology 18, no. 12 (2007): 590-598. 

12. Delaney, John K., Jason G. Zeibel, Mathieu Thoury, R. O. Y. Littleton, Michael Palmer, Kathryn M. Morales, E. 
René de La Rie, and A. N. N. Hoenigswald. "Visible and infrared imaging spectroscopy of Picasso's Harlequin 
musician: mapping and identification of artist materials in situ." Applied spectroscopy 64, no. 6 (2010): 584-594. 

13. Balas, Costas, Vassilis Papadakis, Nicolas Papadakis, Antonis Papadakis, Eleftheria Vazgiouraki, and George 
Themelis. "A novel hyper-spectral imaging apparatus for the non-destructive analysis of objects of artistic and 
historic value." Journal of Cultural Heritage 4 (2003): 330-337. 

14. Abed, Farhad Moghareh. Pigment identification of paintings based on Kubelka-Munk theory and spectral 
images. Rochester Institute of Technology, 2014. 

15. Fischer, Christian, and Ioanna Kakoulli. "Multispectral and hyperspectral imaging technologies in conservation: 
current research and potential applications." Studies in Conservation 51, no. sup1 (2006): 3-16. 

16. “Ximea - hyperspectral cameras with usb3 - xispec,” 
https://www.ximea.com/en/usb3-vision-camera/hyperspectral-usb3-cameras-mini. (Accessed on 08/24/2021). 

17. Lambrechts, Andy, Pilar Gonzalez, Bert Geelen, Philippe Soussan, Klaas Tack, and Murali Jayapala. "A CMOS-
compatible, integrated approach to hyper-and multispectral imaging." In 2014 IEEE International Electron 
Devices Meeting, pp. 10-5. IEEE, 2014. 

18. Geelen, Bert, Nicolaas Tack, and Andy Lambrechts. "A compact snapshot multispectral imager with a 
monolithically integrated per-pixel filter mosaic." In Advanced fabrication technologies for micro/nano optics and 
photonics VII, vol. 8974, p. 89740L. International Society for Optics and Photonics, 2014. 

19. Ebbesen, Thomas W., Henri J. Lezec, H. F. Ghaemi, Tineke Thio, and Peter A. Wolff. "Extraordinary optical 
transmission through sub-wavelength hole arrays." nature 391, no. 6668 (1998): 667-669. 

20. Porto, J. A., F. J. Garcia-Vidal, and J. B. Pendry. "Transmission resonances on metallic gratings with very 
narrow slits." Physical review letters 83, no. 14 (1999): 2845. 

21. Krishnan, A., T. Thio, T. J. Kim, H. J. Lezec, T. W. Ebbesen, P. A. Wolff, J. Pendry, L. Martin-Moreno, and F. J. 
Garcia-Vidal. "Evanescently coupled resonance in surface plasmon enhanced transmission." Optics 
communications 200, no. 1-6 (2001): 1-7. 

22. Martin-Moreno, Luis, F. J. Garcia-Vidal, H. J. Lezec, K. M. Pellerin, Tineke Thio, J. B. Pendry, and T. W. 
Ebbesen. "Theory of extraordinary optical transmission through subwavelength hole arrays." Physical review 
letters 86, no. 6 (2001): 1114. 

23. Chan, Ho Bun, Zsolt Marcet, Dustin Carr, John Eric Bower, Ray Cirelli, Ed Ferry, Fred P. Klemens, John F. 
Miner, Chien‐Shing Pai, and J. Ashley Taylor. "Transmission enhancement in an array of subwavelength slits in 
aluminum due to surface plasmon resonances." Bell Labs Technical Journal 10, no. 3 (2005): 143-150. 

24. Gordon, Reuven. "Light in a subwavelength slit in a metal: propagation and reflection." Physical Review B 73, 
no. 15 (2006): 153405. 

25. Bravo-Abad, J., A. Degiron, F. Przybilla, C. Genet, F. J. García-Vidal, L. Martín-Moreno, and T. W. Ebbesen. 
"How light emerges from an illuminated array of subwavelength holes." Nature Physics 2, no. 2 (2006): 120-
123. 

26. Lee, Hong-Shik, Yeo-Taek Yoon, Sang-Shin Lee, Sang-Hoon Kim, and Ki-Dong Lee. "Color filter based on a 
subwavelength patterned metal grating." Optics express 15, no. 23 (2007): 15457-15463. 



59 

 

 

  

27. Xu, Ting, Yi-Kuei Wu, Xiangang Luo, and L. Jay Guo. "Plasmonic nanoresonators for high-resolution colour 
filtering and spectral imaging." Nature communications 1, no. 1 (2010): 1-5. 

28. Chen, Qin, and David RS Cumming. "High transmission and low color cross-talk plasmonic color filters using 
triangular-lattice hole arrays in aluminum films." Optics express 18, no. 13 (2010): 14056-14062. 

29. Tibuleac, Sorin, and Robert Magnusson. "Narrow-linewidth bandpass filters with diffractive thin-film layers." 
Optics letters 26, no. 9 (2001): 584-586. 

30. Christ, A., S. G. Tikhodeev, N. A. Gippius, J. Kuhl, and H. Giessen. "Waveguide-plasmon polaritons: strong 
coupling of photonic and electronic resonances in a metallic photonic crystal slab." Physical review letters 91, 
no. 18 (2003): 183901. 

31. Nguyen-Huu, Nghia, Yu-Lung Lo, and Yu-Bin Chen. "Color filters featuring high transmission efficiency and 
broad bandwidth based on resonant waveguide-metallic grating." Optics Communications 284, no. 10-11 
(2011): 2473-2479. 

32. Kanamori, Yoshiaki, Daisuke Ema, and Kazuhiro Hane. "Miniature spectroscopes with two-dimensional guided-
mode resonant metal grating filters integrated on a photodiode array." Materials 11, no. 10 (2018): 1924. 

33. Li, Erwen, Xinyuan Chong, Fanghui Ren, and Alan X. Wang. "Broadband on-chip near-infrared spectroscopy 
based on a plasmonic grating filter array." Optics letters 41, no. 9 (2016): 1913-1916. 

34. Kaplan, Alex F., Ting Xu, and L. Jay Guo. "High efficiency resonance-based spectrum filters with tunable 
transmission bandwidth fabricated using nanoimprint lithography." Applied Physics Letters 99, no. 14 (2011): 
143111. 

35. Knight, Mark W., Nicholas S. King, Lifei Liu, Henry O. Everitt, Peter Nordlander, and Naomi J. Halas. "Aluminum 
for plasmonics." ACS nano 8, no. 1 (2014): 834-840. 

36. Shakya, Jyotindra R., Farzana H. Shashi, and Alan X. Wang. "High-Fidelity Visible-Light Spectroscopy using 
Aluminum Plasmonic Grating Filter Array." In Laser Science, pp. JW4A-105. Optical Society of America, 2019. 

37. Shakya, Jyotindra R., Farzana H. Shashi, and Alan X. Wang. " Plasmonic color filter array based visible light 
spectroscopy." Scientific Reports [Submitted manuscript]. 

38. Newport industrial glass. http://www.newportglass.com/schott.htm. (2021). 
39. Lawson, Charles L., and Richard J. Hanson. Solving least squares problems. Society for Industrial and Applied 

Mathematics, 1995. 
40. Golub, Gene H. and van Loan, Charles F. Matrix Computations. Fourth : JHU Press, 2013. 
41. Shakya, Jyotindra R., and Alan X. Wang. "Metal-insulator-metal plasmonic grating filter with suppressed 

Rayleigh anomaly." Journal of Physics Communications 3, no. 11 (2019): 115010. 
42. Moon, Un-Ku, and Bang-Sup Song. "Background digital calibration techniques for pipelined ADCs." IEEE 

Transactions on Circuits and Systems II: Analog and Digital Signal Processing 44, no. 2 (1997): 102-109. 
43. Ingino, Joseph M., and Bruce A. Wooley. "A continuously calibrated 12-b, 10-MS/s, 3.3-VA/D converter." IEEE 

Journal of Solid-State Circuits 33, no. 12 (1998): 1920-1931. 
44. Li, Jipeng, and Un-Ku Moon. "Background calibration techniques for multistage pipelined ADCs with digital 

redundancy." IEEE Transactions on Circuits and Systems II: Analog and Digital Signal Processing 50, no. 9 
(2003): 531-538. 

45. Murmann, Boris., "ADC Performance Survey 1997-2021," [Online]. Available: 
http://web.stanford.edu/~murmann/adcsurvey.html. 

46. Temes, Gabor. C., “High-accuracy pipeline A/D converter configuration”, Electronic Letters, 1985. 
47. Shakya, Jyotindra R. ” Domino analog to digital conversion architecture” U.S. Patent No. 7265704. 25 Jul. 2005. 
48. Razavi, Behzad. "Design considerations for interleaved ADCs." IEEE Journal of Solid-State Circuits 48, no. 8 

(2013): 1806-1817. 
49. Waltari, Mikko, Lauri Sumanen, Tuomas Korhonen, and Kari AI Halonen. "A self-calibrated pipeline ADC with 

200 MHz IF-sampling frontend." Analog Integrated Circuits and Signal Processing 37, no. 3 (2003): 201-213. 
50. J. Fredenburg and M. Flynn, “A 90MS/s 11MHz bandwidth 62dB SNDR noise-shaping SAR ADC,” IEEE 

International Solid-State Circuits Conference (ISSCC), pp. 468-470, 2012.  
51. Chen, C.-H., Zhang, Y., Ceballos, J.L. and Temes, G.C., “Noise-shaping SAR ADC using three capacitors,” 

Electronics Letters, 49, (3), p. 182-184, 2013. 
52. W. Guo and N. Sun, “A 12b-ENOB 61µW noise-shaping SAR ADC with a passive integrator,” ESSCIRC 

Conference 2016: 42nd European Solid-State Circuits Conference, Lausanne, pp. 405-408, 2016. 
53. P. Payandehnia, H. Mirzaie, H. Maghami, J. Muhlestein and G. C. Temes, “Fully passive third-order noise 

shaping SAR ADC,” in Electronics Letters, vol. 53, no. 8, pp. 528-530, 13 4 2017. 
54. Chun-Cheng Liu, Mu-Chen Huang, “A 0.46mW 5MHz-BW 79.7dB-SNDR Noise-Shaping SAR ADC with 

Dynamic-Amplifier-Based FIR-IIR Filter,” IEEE International Solid-State Circuits Conference (ISSCC), pp. 466-
467, 2017. 

55. Shakya, Jyotindra R., Ajmal K. Vadakkan, and Gabor C. Temes. "Predictive Noise Shaping SAR ADC." In 2019 
IEEE International Symposium on Circuits and Systems (ISCAS), pp. 1-4. IEEE, 2019. 

56. Baird, R.T., Fiez, T. S.: ‘Improved ∆Σ DAC linearity using data weighted averaging,’ IEEE International 
Symposium on Circuits and Systems (ISCAS), 1995, 1, pp. 13-16 

57. De Bock, M., Xing, X., Weyten, L., Gielen, G., Rombouts, P.: ‘Calibration of DAC mismatch errors in ∆Σ ADCs 
based on a sine-wave measurement’, IEEE Transactions on Circuits and Systems II: Express Briefs, 2013, 60, 
(9), pp. 567–571 

58. Pavan, S., Raviteja T.: ‘Improved Offline Calibration of DAC Mismatch Errors in Delta–Sigma Data Converters’, 
IEEE Transactions on Circuits and Systems II: Express Briefs, 2019, 66, (10), pp. 1618-1622 

59. Larson, L.E., Cataltepe, T., Temes, G. C.: ‘Multibit oversampled Sigma-Delta A/D convertor with digital error 
correction’, Electronics Letters, 1988, 24, (16), pp. 1051-1052 

http://web.stanford.edu/%7Emurmann/adcsurvey.html


60 

 

 

  

60. Sarhang-Nejad, M., Temes, G.C.:  ‘A high-resolution multibit Sigma Delta ADC with digital correction and 
relaxed amplifier requirements’, in IEEE Journal of Solid-State Circuits, June 1993, 28, (6), pp. 648-660 

61. Krishnapura, N.: ‘Efficient determination of feedback DAC errors for digital correction in ∆Σ A/D converters’, in 
Proceedings of the IEEE International Symposium on Circuits and Systems (ISCAS), 2010, pp. 301– 304 

62. Shakya, Jyotindra R., and Gabor C. Temes. "Efficient calibration of feedback DAC in delta sigma modulators." 
IEEE Transactions on Circuits and Systems II: Express Briefs 67, no. 5 (2020): 826-830. 

63. A. M. Abo and P. R. Gray, "A 1.5-V, 10-bit, 14.3-MS/s CMOS pipeline analog-to-digital converter," in IEEE 
Journal of Solid-State Circuits, vol. 34, no. 5, pp. 599-606, May 1999. 

64. M. Dessouky  and  A.  Kaiser, “Input  switch  configuration  suitable  for rail-to-rail operation of switched-opamp 
circuits,” Electronic Letters, vol. 35, no. 1, pp. 8–10, 1999. 

65. J. Steensgaard, "Bootstrapped low-voltage analog switches." in IEEE International Symposium on Circuits and 
Systems (ISCAS), vol. 2, pp. 29-32. IEEE, 1999. 

66. M. Dessouky and A. Kaiser, "Very low-voltage digital-audio ΔΣ modulator with 88-dB dynamic range using local 
switch bootstrapping," in IEEE Journal of Solid-State Circuits, vol. 36, no. 3, pp. 349-355, March 2001. 

67. M. Waltari, L. Sumanen, T. Korhonen and K. Halonen, "A self-calibrated pipeline ADC with 200MHz IF-sampling 
frontend," 2002 IEEE International Solid-State Circuits Conference. Digest of Technical Papers (Cat. 
No.02CH37315), 2002, pp. 314-469 vol.1. 

68. Shakya, Jyotindra R., Caceres, Emanuel and Gabor C. Temes. " A High-Linearity Complementary Boosted 
Sampling Switch." IEEE Transactions on Circuits and Systems II [Submitted manuscript] 

69. Carvajal, Ramón González, Jaime Ramírez-Angulo, Antonio J. López-Martín, Antonio Torralba, Juan Antonio 
Gómez Galán, Alfonso Carlosena, and Fernando Muñoz Chavero. "The flipped voltage follower: A useful cell for 
low-voltage low-power circuit design." IEEE Transactions on Circuits and Systems I: Regular Papers 52, no. 7 
(2005): 1276-1291. 

70. Bloom, I., and Y. Nemirovsky. "1/f noise reduction of metal‐oxide‐semiconductor transistors by cycling from 
inversion to accumulation." Applied Physics Letters 58, no. 15 (1991): 1664-1666 
 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 


	1. Part I: Plasmonic Color Filter Array
	1.1 Introduction and Motivation for Plasmonic Color Filters
	1.2 Literature on plasmonic sub-wavelength grating filters
	1.3 Surface Plasmon Polariton and coupling methods
	1.4 Principle of operation of plasmonic filter with slab waveguide
	1.5 Design and simulation of plasmonic filter with slab waveguide
	1.6 Design and simulation of plasmonic color filter array
	1.7 Fabrication of plasmonic color filter array
	1.8 Testing of plasmonic color filter array
	1.9 Sample measurement and spectral reconstruction
	1.10 Unmixing algorithm
	1.11 Pseudo-inverse with smoothing regularization
	1.12 Spectral reconstruction using smoothing regularization
	1.13 Suppressing Rayleigh Anomaly

	2. Part IIA: High speed pipelined SAR ADC
	2.1 Considerations for high speed pipelined ADCs
	2.1.1 Effect of Gain Error in pipelined ADCs
	2.1.2 Speed limitation in pipelined ADCs
	2.1.3 Time Interleaving

	2.2 Advantages of pipelined SAR ADC architecture
	2.3 Design of  1GHz pipelined SAR ADC
	2.3.1 Sampler design
	2.3.2 Preamplifier and comparator design
	2.3.3 Current steering DAC design

	2.4 Simulation Results

	3. Part IIB: High dynamic range ΣΔ ADC architecture
	3.1 Considerations for high dynamic range audio ADCs
	3.2 Advantages of pseudo-pseudo differential architecture
	3.3 Design of pseudo-pseudo differential ΣΔ ADC
	3.3.1 Design of first operational amplifier
	3.3.2 Design of second operational amplifier

	3.4 Simulation results

	4. Part IIC: Novel system and circuit techniques
	4.1 Predictive noise shaping SAR ADC
	4.2 Efficient calibration of feedback DAC in ΣΔ ADC
	4.3 Highly linear boosted sampling switch
	4.4 Push-pull source follower circuit
	4.5 Novel flicker noise cancellation scheme

	5. Conclusion
	References

