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Climate model simulations and paleoclimate proxies are two tools that enable an 

understanding of the climate history of the Earth. When utilized together, they form a powerful 

paradigm for understanding past changes. Proxies are the only physical link to the past 

conditions on Earth, and models “fill in the gaps” that are intrinsic to the non-uniform spatial 

and temporal distribution of proxies. Precipitation changes are a major component of past 

climates, but proxies do not directly record precipitation amount. Instead, many proxies of 

precipitation are based on the stable oxygen or hydrogen isotopic composition of precipitation 

(δ18Op and δDp, or δp). Hydroclimate reconstructions from isotope-based proxies are 

complicated because the relationship between δp and climate is not well understood in time 

and space and is highly variable in both domains. Following in the footsteps of recent work, the 

studies presented in this dissertation focus on constraining some of the uncertainty 



surrounding the δp-climate relationship using results from general circulation model (GCM) 

simulations of two paleoclimate states, the mid-Holocene (MH, 6 ka), and the last glacial 

maximum (LGM, 21 ka). The MH and LGM contain a deluge of δp-based proxies and are 

historical benchmarks for GCM paleoclimate simulations, making them ideal case studies for 

this work. In all chapters, the isotope-enabled Community Earth System Model (iCESM) is 

employed in an “atmosphere-only” setup.  

In chapter 1, an overview of the MH tropical hydrology is presented, and simulated δp 

results are compared to the suite of available cave stalagmite (speleothem) proxies. Model 

results indicate the presence of a relationship between large-scale mean atmospheric 

circulation and simulated δp through changes in the Hadley and Walker circulation. At the scale 

of individual speleothems, however, shifts in local- and regional-scale hydrology are more 

important for simulated δp than large-scale mean atmospheric changes. These results are 

discussed in the context of model validation, i.e. the extent to which simulated δp resembles 

the proxy-suggested spatial distribution of δp, and the isotopic role of various climate variables 

in regions where model minus proxy errors are high. 

In chapter 2, the influence of the African Humid Period (AHP) on East Asian Summer 

Monsoon δp is investigated by increasing the vegetation coverage in northern Africa during the 

MH. Location-based water tracers, or “tags”, are added to the MH simulation, and a technique 

is developed for deconstructing Δδp into two components: 1) changes in vapor source 

contribution, and 2) changes in vapor source isotope ratio. Shifts in EASM δp are found to be 

driven by an increased contribution from vapor of Pacific origin by shifts in atmospheric 

circulation that favor the convergence of Pacific vapor onto East Asia. In this experimental 

setup, circulation changes are induced only because of vegetation changes in North Africa, 

suggesting a teleconnection between the AHP and EASM δp. These results highlight the relative 

importance of changes in vapor source contribution over changes in vapor source isotope ratio, 

and demonstrate that small vapor sources (i.e. those that account for < 5% of total rainfall) can 

have significant impacts on δp.  



In chapter 3, iCESM is used to simulate the millennial-scale variability in global 

temperature that occurred during the most recent glacial period, by inducing changes in the 

southern extent of North Atlantic sea ice. A warm and cold glacial climate state is simulated by 

shifting sea ice anomalously northward for the warm and southward for the cold, reminiscent 

of sea ice extent during Greenland interstadials (GI, warm) and Greenland stadials (GS, cold). GI 

– GS changes in simulated δp are compared to the GI – GS changes in Greenland Summit ice 

core δp. GI-GS variability in simulated δp is induced simply by capping the Greenland, Icelandic, 

and Norwegian seas (GIN) with sea ice, preventing evaporation. Using the same decomposition 

technique from chapter 2, it is shown that by removing the presence of GIN sea vapor in 

Greenland precipitation, δp of Greenland is reduced without any other factors changing, 

including the atmospheric circulation and the isotope ratio of vapor sources from other regions. 

Results from these chapters highlight the specific role of changes in changes to the 

spatial variability of moisture sourcing. As long as precipitation is created from vapor source 

regions with distinct isotopic compositions, shifts towards certain regions over others is the 

main driving force behind total isotope ratio change. Furthermore, the potential of low-

contribution vapor sources as the main drivers of total isotope ratio change is shown to be a 

significant factor for tropical rainfall, suggesting that non-local and seemingly insignificant 

vapor sources can dramatically impact total isotope ratios. 
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General Introduction 

Motivation and scientific scope  

Over the last several decades, climate change research has delivered a few clear messages: the 

Earth is warming at unprecedented rates (Schiesinger & Jiang, 1992; Ding et al., 2007; Hansen, 

2009), weather patterns are changing rapidly (Füssel, 2009), and ecosystems are undergoing 

dramatic transformations (Thomas, 2010; Chaudhury, 2022; Scheffers et al., 2022). Climate 

change and global warming pose serious existential risks. Since the industrial revolution began 

around the year 1850 CE, global mean temperature has increased by approximately 1° C, severe 

weather has become even more severe (Karl & Trenberth, 2003; Zhou, 2021), delicate balances 

in climate systems have been disturbed (Ming et al., 2021), and a growing list of endangered 

and extinct species has critically threatened ecosystems (Ceballos et al., 2015; Mach et al., 

2016). Confident and accurate projections of climate change impacts are absolutely critical. 

They empower policy makers, interest groups, and stakeholders to make informed decisions 

about the future, saving money and lives, and preserving lifestyles, cultural customs, and 

livelihoods (Webster et al., 2003; Kunreuther et al., 2013; Diaz & Moore, 2017). 

 Changes to the physical climate result from the influence of two factors. First are 

anthropogenic (human-based) influences such as the emission of greenhouse gases through the 

burning of coal and fossil fuels, land use change through activities such as deforestation and 

agriculture, or pollution and overconsumption of Earthen materials. The characteristic global 

warming of the late 20th and early 21st century is “overwhelmingly due to human influences” 

(IPCC AR6 technical summary [Arias et al., 2021]; see also Crowley et al., 2020). Second is the 

“natural variability” of the Earth, which are changes to the Earth’s climate that occur without 

the intervention of humans, such as changes to the Earth’s orbital characteristics, changes in 

volcanic activity, and other natural sources of climate variability (Stern & Kaufman, 2014). 

Accurate predictions of future climate change are guided by a thorough understanding of the 

natural variability of the Earth. Past climate states that sufficiently resemble the modern day 

can provide an historical analogue for how the Earth might change in the future. For instance, 

extensive research on the anomalously warm Paleocene-Eocene Thermal Maximum (PETM, 55 
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Ma) has revealed several key concepts on how the modern climate might respond to a high 

emissions global warming scenario (Bowen et al., 2006; Sluijs et al., 2014; Aze, 2022). However, 

for most paleo-analogues, the rapid pace of modern global warming makes comparisons to 

much slower past climate change events difficult (Lioubimtseva, 2004; Haywood et al., 2011). 

The recent history of the Earth’s climate also provides the historical context for modern climate 

change, i.e. the status of the climate before dramatic anthropogenic-driven change began 

(Mann et al., 1999; Marcott et al., 2013). The realized climate change signal is a combination of 

anthropogenic signals superimposed on the natural changes that would have happened 

regardless of the presence of humans. This dissertation focuses on the latter component, the 

natural influence, by observing recent changes (i.e. the last ~10k years) to the Earth’s climate. 

Proxies and models as tools for paleoclimate reconstruction 

 Paleoclimate research, or the study of the climate history of the Earth, is a useful 

endeavor for understanding the role of natural variability on future climate change (Snyder, 

2010; Hansen & Sato, 2012). Paleoclimate discoveries detail the broad-scale scope of the 

evolution of weather patterns over long periods of time. For instance, decades of research has 

revealed a detailed cadence of glacial-interglacial cycles, with a period of approximately 100k 

years, over the last 800k years (Imbrie et al., 1992; Petit et al., 1999; Jouzel et al., 2007; Lüthi et 

al., 2008). Paleoclimate reconstructions like these have primarily been achieved through the 

collection and study of paleoclimate proxies – environmental specimens that physically 

preserve characteristics of the past and provide information where direct measurements are 

impossible. Our understanding of the 100k year glacial-interglacial cycle, for example, is largely 

based on the oxygen isotope ratio and CO2 concentration of ancient atmospheric gases trapped 

in air bubbles in ice cores extracted from Greenland and Antarctica (Imbrie et al., 1993). Proxies 

are the only physical link to past conditions, but they are complicated by the need to transform 

the geological value recorded by the proxy into a useful climate variable (Dee et al., 2015). For 

instance, dendrochronology uses tree ring widths (a geological value) to reconstruct 

temperature and rainfall (climate variables), but the exact relationship between tree ring 

widths and temperature/precipitation is variable in space, time, between species, among 

organisms of the same species, and has biases and uncertainties (Hughes, 2002; Cook & 



3 
 

 
 

Pederson, 2011). Proxy-based reconstructions of past climates have been greatly enabled by 

recent data products that have assembled large amounts of proxies into a common database 

(e.g. PAGES2k consortium, 2017; Iso2k [Konecky et al., 2020]). 

 Model simulations of paleoclimate states provide important information on climates of 

the past as well. Modern Earth System Models (ESMs) are highly complex, representing physical 

processes across the various components of the Earth’s climate, like the atmosphere and ocean 

(the classic components of a general circulation model; Manabe, 1969), as well as the 

cryosphere (land and sea ice), the land surface (topography, thermal radiation), land based 

hydrology (riverine systems and lakes), the biosphere (vegetation, evapotranspiration, the 

carbon cycle), geochemical processes (trace gases, nutrient transport), and more. Climate 

scientists have benefited from the continuous evolution of ESMs as tools for reconstructing 

past climates and forecasting future climates, and results from ESM simulations form a 

foundational aspect of any science endeavor under the umbrella of climate change research. 

Paleoclimate modelling ventures often focus their study on the equilibrium climate state of a 

specific time period. For example, the last glacial maximum (LGM, approx. 21 ka) has been 

extensively modelled since the birth of the most primitive general circulation models (Manabe 

& Wetherald, 1975; Rind, 1987; Bush & Philander 1999; Kitoh et al., 2001; Hewitt et al., 2003; 

for most recent PMIP overview of the LGM simulations see Kageyama et al., 2021). The wealth 

of knowledge garnered from these analyses has expanded our understanding on the role of ice-

albedo feedbacks (Broccoli & Manabe, 1987; Burt, Randall, & Otto-Bliesner, 2014), the nature 

of glacial collapse (Abe-Ouchi et al., 2002), and climate sensitivity (Harvey, 1989; Hargreaves et 

al., 2012). 

Model simulations and proxies are symbiotic components of a complete paleoclimate 

reconstruction (Schmidt et al., 2014). Proxy records are often spatially and temporally sparse, 

but paleoclimate model simulations play a complementary role by filling in these gaps. In 

addition, proxies are often spatially bound units of measurement, with a single value 

representing a single point in space, whereas the real climate has well-known spatial 

covariance. Model simulations provide the covariance between the locally defined proxy value 

and the regional-scale climate phenomena. In other words, models can provide guidance on 
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how to interpret proxies in terms of regional scale climate. At the same time, ESM simulations 

of past climates are decidedly imperfect. They contain known biases, parameterize away 

complexities from many climate phenomena, and are unable to reproduce some features of the 

climate. Proxies provide guidance on the accuracy of climate model simulations by validating 

model results if they resemble the proxy value (model-proxy validation), by nudging the model 

towards a state that more closely resembles the proxy value, or by setting a standard for model 

tuning.  

The model-proxy relationship defines the scientific foundation of this dissertation. The 

research presented in the three chapters following this introduction seeks to identify novel 

techniques for using results from ESM paleoclimate simulations to broaden our interpretation 

of paleoclimate proxies, and to identify areas in which ESM simulations fail to reproduce the 

proxy-suggested paleoclimate state. This is achieved using a case study-like approach with two 

time periods: the mid-Holocene (MH, 6 ka) and the last glacial maximum (LGM, 21 ka). These 

time periods have an historic legacy in the paleoclimate modeling world, an extensive network 

of proxies, and key knowledge gaps, which are discussed in further detail in the following 

chapters.  

Precipitation isotope ratios in paleoclimate modeling of the MH and LGM 

Despite extensive research, discussion and debate continues surrounding hydrology 

changes that occurred during the MH and LGM, namely to the spatial and temporal patterns of 

precipitation. Precipitation is a key aspect of the hydrologic balance, but proxies do not directly 

record precipitation – as mentioned above, various geologic values can be transformed to 

precipitation. Many paleoclimate proxies of rainfall are based on the stable oxygen or hydrogen 

isotopic composition of precipitation (δ18Op and δDp, or δp). In studies of modern climate, δp is 

widely recognized as an effective tracer of atmospheric circulation processes (e.g., Dansgaard, 

1964; Rozanski, 200; Noone at el., 2011). Water undergoing a phase change has an associated 

isotopic change, or fractionation. For example, 18O more readily condenses compared to 16O 

because it has a lower diffusivity, and as such condensate tends to be “heavier” than (more 

enriched in 18O than) the vapor from which condensation occurred, i.e. δcondensate  > δvapor. Ocean 
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basins can have a distinctive surface water isotope ratio, which is reflected in the overlying 

δvapor. This imprints parcels of vapor with information on the evaporation source location, which 

is preserved as the vapor is moved around. In summary, δp integrates the evaporation, 

condensation, transport, and source history of water as it cycles through the atmosphere and 

eventually falls as precipitation. Proxies of precipitation isotope ratios come in various geologic 

forms, such as cave stalagmites (McDermott, 2004), tree rings (e.g. Ballesteros-Canovás et al., 

2015; Elshorbagy et al., 2016), and leaf waxes (e.g. Collins et al., 2013; Aichner et al., 2015; 

Feakins et al., 2016). Paleoclimate reconstructions using these proxies, now ubiquitous in the 

literature, have revolutionized our understanding of Holocene and Pleistocene climate change 

(e.g. Haug et al., 2001; Dykoski et al., 2005).  

In tropical rainfall, a strong negative correlation is often observed between isotope 

ratios and precipitation amount, particularly on monthly and longer timescales (Dansgaard, 

1964; Moerman et al., 2013). This finding has resulted in a common way to interpret tropical 

δp-based proxies, known as the “amount effect”: variability in δp should be interpreted to 

reflect long-term variations in precipitation amount (Sachse et al., 2012, and refs therein). 

However, new observations have demonstrated that the amount effect is oversimplified in 

many tropical settings (e.g., Moerman et al., 2013; Kurita et al., 2009; Aggarwal et al., 2004). 

Recent modeling studies have brought into question the basic mechanisms responsible for the 

amount effect (e.g. Risi et al., 2008; Field et al., 2010; Konecky et al., 2019). Paleoclimate shifts 

in δp from tropical rainfall proxies are increasingly being thought of from the perspective of 

regional-scale hydrology. For instance, for most tropical rainfall, vapor supply comes from 

multiple isotopically-distinct evaporation regions; long-term shifts towards one region can drive 

shifts in δp that are unrelated to changes in precipitation amount (Aizen et al., 1996; Saravana 

Kumar et al., 2010; Yao et al., 2013; Wei et al., 2018).  

Precipitation isotope ratios are a particularly unique variable for interpreting 

paleoclimate records because the commonly used function that converts δp into a climate 

variable is different for tropical versus polar precipitation. The amount effect plays a key role in 

the tropics, which is often used as a first-order approximation for δp-based reconstructions. 
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However, at higher latitudes, δp-based proxies are thought of as paleothermometers, i.e. 

proxies of temperature (Lorius & Merlivat, 1975; Masson-Delmont et al., 2008). Some recent 

studies have addressed this geographical influence on δp-based reconstructions as a reflection 

of the magnitude of spatial variability in certain climate variables between the two regions 

(Siler et al., 2021), but this geographic discrepancy is still largely unresolved.  

Evolving beyond the amount- and temperature-effect: circulation-scale 

interpretations 

δp is an invaluable asset to paleoclimatologists because it is, arguably, the closest link we 

have to the actual precipitation that hits the ancient surface. However, the proverbial 

“elephant in the room” remains; how can δp, a climate variable delicately associated with the 

strength of isotopic fractionation in the hydrologic system, provide two dramatically different 

climate interpretations based on geography, i.e. precipitation amount in the tropics and 

temperature in the poles? The oxygen molecules in water vapor do not know whether they are 

near the poles or the equator; put simply, δp obeys only the physics of fractionation. Because of 

this, the classic approach to using δp as a tool for paleoclimate reconstructions via the amount- 

and temperature-effects is an oversimplification that ignores components of the climate that 

play known roles in shaping δp, and greatly reduces the power of δp as a paleoclimate proxy. 

δp of land-based precipitation results from the bulk fractionation and mixing that occurs 

at key points in the hydrologic cycle. Vapor parcels form from evaporation or 

evapotranspiration, are advected around via winds, and are eventually condensed out as 

precipitation. Evaporation and condensation are fractionating events, whereas advection is only 

mixing (i.e. non-fractionating). As vapor parcels are advected, they can be resupplied via 

evaporation or desiccated via condensation. This describes the entire isotopic hydrologic cycle. 

As such, a complete numerical description of δp is enabled by quantifying the bulk fractionating 

effects of total upstream evaporation and condensation, as well as the non-fractionating effect 

of mixing. To understand the climate interpretations of δp is to understand the relative 

contribution of these upstream processes. Fortunately, isotope-enabled general circulation 

models (GCMs) can fully quantify these values. 
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In the following three chapters, I utilize paleoclimate simulations of the MH (chs. 1 & 2) 

and LGM (ch. 3) with the goal of enhancing the interpretation of various δp-based proxies. In 

chapter 1, I use several speleothem archives from tropical regions, and compare these records 

to simulated δp. I further explore the simulated large-scale tropical climate shifts that occur 

during the MH, and link these shifts to MH changes in δp. In chapter 2 I detail the role of shifts 

in moisture sourcing on the δp of the East Asian Summer Monsoon (EASM) using an approach 

that decomposes simulated EASM ∆δp into various regions that act as moisture sources for 

EASM rainfall. These results provide critical context for the interpretation of various 

speleothem proxies of the EASM. Finally, in chapter 3, I apply the same decomposition 

approach to δice in Greenland ice cores to demonstrate the role of sea-ice on evaporation 

regimes and moisture sourcing for Greenland precipitation. These results are placed in the 

context of rapid climate change events during the last glacial period (Dansgaard-Oeschger 

events) and provide guidance on how to resolve the “temporal slope” between Greenland δice 

and temperature.   
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Chapter 1: A simulation of the mid-Holocene tropical hydrology using the isotope-
enabled Community Atmosphere Model: model overview, comparison to 

speleothem proxies, and insights on interpretation of δ-based proxies.  

Kyle Niezgoda 
Bronwen Konecky 
David Noone 
 

Abstract 

The mid-Holocene (MH, 6 ka) is an important period for paleoclimatologists because the 

boundary conditions of the climate system were not notably different than they are today, 

which makes the climate changes that occurred during the MH useful in the context of modern 

climate change. An abundant history of proxy datasets and model simulations has provided for 

an expansive overview of the climate differences between the MH and the modern day, but key 

areas remain unclear. One such area is the relationship between proxies of precipitation 

isotope ratios (δp) and the hydroclimate influences that shape isotope ratios, otherwise known 

as δp-climate relationships. In this paper, δp-climate relationships during the MH are explored 

for tropical rainfall with a proxy-guided general circulation modeling approach. Using the 

isotope-enabled Community Atmosphere Model (iCAM), isotope results from a MH equilibrium 

climate simulation are compared to a suite of speleothem δp proxies from several monsoon and 

monsoon-influenced tropical locales. Using a best-fit selection technique based on the root-

mean-square of model-proxy δp errors (RMSE), composite climates are created by averaging the 

5% of years with the lowest RMSE. Best-fit composite means are compared to the all-data 

mean, highlighting climate anomalies that are associated with poor model performance with 

respect to proxy fit. Best-fit composite means reveal that δp-climate relationships are variable 

in space during the MH. In some regions, model-proxy differences in δp are linked to changes in 

regional atmospheric circulation and nearby oceanic evaporation, whereas in other areas they 

are linked to changes in local precipitation and evaporation. This methodology provides for 

model-proxy comparison at the level of climatic structure, i.e. δp-climate relationships are 

explained through the lens of a physically complete climate model. By using a best-fit selection 
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approach, model development and model-proxy validation is enhanced by revealing not only 

where the model disagrees with the proxies, but why this is the case as well.  

Introduction 

The mid-Holocene (6 ka, MH) has served as a benchmark period for understanding 

insolation-driven variability in the climate system for many decades. The current understanding 

of the climate anomalies associated with this period stems from model and proxy evidence 

suggesting that global climate change events occurred between approximately 5 – 8 kya, 

roughly midway between the beginning of the Holocene and the present (Wanner et al., 2008). 

These changes are most often attributed to changes in the Earth’s orbit, with the precession of 

the Earth’s axis of particular importance, resulting in the northern hemisphere (NH) summer 

closer to the sun during the MH than in the modern day. In effect, this increased incoming solar 

radiation during the NH summer, resulting in increased global average temperature (Clement et 

al., 2010).  

In the tropics, MH climate change events are often associated with changes to the spatial 

organization, seasonality, and intensity of the monsoons. Proxy evidence suggesting the 

presence of stronger and wetter NH monsoons during the MH is abundant, many of which are 

based on the stable oxygen or hydrogen isotopic composition of precipitation (δ18Op and δDp, 

or δp) (e.g. PAGES2k consortium, 2017; Iso2k [Konecky et al., 2020]). In East Asia, for example, 

δp-based proxies from cave stalagmites (speleothems) generally indicate that MH rainfall was 

more depleted in 18O (had a lower δp value) than the modern (Dykoski et al., 2005; Cosford et 

al., 2008; Hu et al., 2008; Cai et al., 2010; Dong et al., 2010;  Yang et al., 2019). Lower δp values 

suggest increased rainfall amount, a commonly observed anticorrelation that is often dubbed 

the “amount-effect” (Dansgaard, 1964; Risi et al., 2008; Moerman et al., 2013). While the 

amount-effect is generally accurate to first order, it is also well known to have complicating 

factors, and shifts in δp from monsoon rainfall proxies are increasingly being thought of from 

the perspective of regional-scale hydrology (e.g., Rozanski, 2005; Noone at el., 2011). For most 

monsoons, vapor supply comes from multiple regions with isotopically-distinct evaporation 

profiles; long-term shifts in the source region can drive shifts in δp that are unrelated to 



17 
 

 
 

changes in precipitation amount (Aizen et al., 1996; Saravana Kumar et al., 2010; Yao et al., 

2013; Wei et al., 2018). This problem is exacerbated by the nature of monsoons as seasonal 

overturning systems; isotopes of monsoon rainfall are intrinsically bound to the dramatic shifts 

in atmospheric circulation that occur in concert with monsoon onset and retreat. Monsoon δp 

has been linked to shifts in large-scale tropical atmospheric circulation cells, such as the 

position of the inter-tropical convergence zone (ITCZ) and the strength of the Hadley cell 

(Atwood & Sachs, 2014; Sachs et al., 2018; Konecky et al., 2019). Strong convective activity in 

the region of the ITCZ most often results in rainfall with low δp. Monsoon-ITCZ dynamics 

complicate these matters, and some authors suggest that monsoon location and timing is 

inherently tied to the seasonal migration of the ITCZ (Fleitmann et al., 2007; Maloney & 

Shaman, 2008; Nicholoson, 2009; Sachs et al., 2018). Finally, changes in δp have been attributed 

to shifts in ENSO variability through atmospheric teleconnections with the Walker Cell (Cobb et 

al., 2013; Chen et al., 2016). In this interpretation, paleo-monsoon δp is an indicator of global 

shifts in atmospheric circulation via the meridional Hadley Cell and zonal Walker Cell, 

empowering the climatological scope of monsoon δp. 

The MH has been included as a baseline paleoclimate simulation of the Paleoclimate 

Model Intercomparison Project (PMIP) for several decades (Joussaume et al., 1999; Braconnot 

et al., 2007a; Braconnot et al., 2012). Now in its 4th iteration (Otto-Bliesner et al., 2017), the 

synthesis of MH simulations has revealed a few key areas where model results do not align with 

proxies. These areas are further complicated by the need to translate between proxy space and 

model space. Traditional output of a general circulation model (GCM) often does not directly 

match proxy variables. For example, tree ring width is a proxy of precipitation and sunlight, but 

models do not normally output a tree ring width variable, thus the need for a transformation 

from proxy space to model space, adding in convoluting errors (Hughes, 2002). Recently, 

however, many cutting-edge model institutions have implemented an “isotope-enabled” 

version of their model to directly simulate δp. Doing so allows a more direct comparison with 

model output and δp-based proxies and enables the quantification of relationships between 

atmospheric fields and simulated δp, although complications exist when translating from the 

model’s spatial grid to the specific position of proxies.  
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Many questions remain about the relationship between δp and climate. Answering these 

questions is critical for interpretation of δp-based proxies – without an understanding of the 

role that climate processes have on δp, one fails to accurately reconstruct paleohydrology. To 

address some of these key unknowns, a new simulation of the MH using the water isotope-

enabled Community Atmosphere Model (iCAM), the atmospheric component of the 

Community Earth System Model v1.2 (CESM) is presented. Particular attention is focused on 

the tropical hydrology during the MH as it compares to a pre-Industrial control climate 

simulation. By comparing the MH to the PI, intrinsic linear model biases are removed, and the 

climate change signals of the MH forcing are isolated specifically. We use the letter Δ to denote 

MH-PI differences.  

Objectives 

The following sections aim to answer 2 main questions. First, what is the relationship 

between zonal- and meridional-mean large-scale atmospheric circulation, and simulated δp? 

Second, how accurately does the model reproduce the proxy-suggested spatial distribution of 

δp, and, as a follow-up, can the cause of large model-proxy discrepancies be explained where 

they may exist? These goals are accomplished with a 3-pronged approach.  

1. An overview of the MH-PI climatology is presented, confirming that model results are a 

reasonably accurate simulation of the MH anomalies compared to publicly available MH 

simulations from the PMIP archive.  

2. Zonally-averaged Δδp is compared to diagnostics of changes to the Walker Cell, and 

meridionally-averaged Δδp with diagnostics of changes to the Hadley Cell, representing the 

large-scale zonal- and meridional-mean tropical circulations, respectively.  

3. A model-proxy comparison analysis between the simulated δp and 17 speleothem proxies 

from the tropics is presented. Among the ensemble of MH simulations, the years with the 

lowest RMSE for the model minus proxy δp difference are selected. From this selection 

process, climatological factors that influence simulated δp by improving model-proxy errors 

are evaluated.  
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Methods and materials 

Isotope-enabled CESM (iCESM) 

This study utilizes an atmosphere-only modeling setup of the Community Earth System 

Model v 1.2 (CESM 1.2, Hurrell et al. 2013) with isotope-enabled Community Atmosphere 

Model (iCAM 5, Nusbaumer et al. 2017) and Community Land Model (iCLM 4.5, Lawrence et al. 

2011; Wong et al. 2017) active. The grid resolution is nominal 2-degree finite-volume. Isotope-

related results from iCESM are well-verified in simulations of the modern climate against the 

Global Network of Isotopes in Precipitation (GNIP), and iCESM is considered one of the best 

iGCMs for water isotope simulation (Hu et al., 2018). A total of 200 years are simulated for each 

simulation; the first 50 are removed to allow ample model spin-up, and the last 150 years are 

averaged to calculate equilibrium climate states for two experiments: the MH and PI.  

The PI run is specified to the CMIP6 DECK experimental design for the pre-Industrial 

control (Eyring et al. 2016), and uses Hadley Sea Surface Temperatures and Sea Ice extent 

(HadSST, Deser et al., 2010; Rayner et al., 2003). The MH simulation is also setup in large part 

by following PMIP4 guidelines (Otto-Bliesner et al. 2016), including orbital parameters and GHG 

concentrations. The MH simulation uses bias-corrected SSTs from the fully-coupled CCSM4 MH 

experiment contribution to the PMIP3/CMIP5 database, which are the most recent publicly 

available MH SSTs from CCSM4, the predecessor to CESM 1.2. MH SSTs are bias-corrected to 

remove the presence of the “double-ITCZ”. CESM bias is calculated by: 

CESM SST bias = CESM PI SSTs - HadSST 

Here, the HadSST data is considered the closest approximation to the “observational” PI SSTs. 

CESM SST bias contains the necessary bias correction to remove the double-ITCZ problem. 

Using the calculated model bias, and assuming that bias is the same in the MH simulations, the 

equivalent “observational” MH SSTs are calculated by removing the CESM SST bias from the 

simulated MH SSTs: 

“Observational MH SSTs” = CCSM4 MH SSTs – CESM SST bias 

https://agupubs.onlinelibrary.wiley.com/doi/10.1029/2019GL084633#grl59932-bib-0010
https://agupubs.onlinelibrary.wiley.com/doi/10.1029/2019GL084633#grl59932-bib-0034
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The MH and PI simulations use the above calculated “observational MH SSTs” and the HadSST 

data set for SSTs, respectively. Somewhat dissimilar to PMIP specifications, the MH simulation 

includes prescribed vegetation fields for the regions of north Africa and the Arabian Peninsula, 

approximately mimicking the proxy-suggested floral assemblages of the African Humid Period 

(AHP, approximately 5-8 kya, Pausata et al. 2020). Vegetation fields are from Tabor et al., 2020; 

briefly, average PI vegetation conditions from 11°N were extended northward through the 

Sahara and Arabian peninsula, except where vegetation coverage already exceeded 10%. In 

both simulations dynamic vegetation is turned off to prevent the death of the prescribed 

vegetation (C. Tabor, personal communication).  

Speleothem proxy records 

 All speleothem proxy data were downloaded from the National Centers for 

Environmental Information. Only speleothems in the tropics or in monsoon regions were 

selected. Additionally, speleothems were required to have δ18O data at least 100 years before 

and after 1850 CE and 6ka to allow for a robust measurement. Data were averaged over these 

200-year windows, centered on 1850 CE and 6ka, to calculate the PI and MH δ18O. Figure 1 

shows the location of all speleothem proxies that met the above criteria, with an accompanying 

table (Table 1) for metadata and citations.  

Results 

General overview of MH-PI hydrology 

Figure 2 shows the change in 2-meter air temperature (T2m) and precipitation for the 

annual mean (ANN) and summertime (MJJAS in the NH and NDJFM in the SH) to generally 

evaluate the model results. Both ΔT2m and ΔP patterns generally resemble the PMIP4 multi 

model mean (mmm) for most tropical rainfall, with a few minor exceptions (Brierley et al., 2020 

fig. 2 for ΔT, fig. 6 for ΔP). In east China and northern SE Asia, our results indicate negative or 

approximately zero ΔP, whereas the mmm has non-zero, spatially heterogenous ΔP; in 

mainland SE Asia our results indicate approximate zero change in ΔP, whereas PMIP4 is 

considerably drier in the MH compared to the PI; and in northern Africa, our positive ΔP 

contours extend further north compared to PMIP4. Concerning ΔP, considerable change in key 
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areas in the tropics has been recently highlighted in PMIP4 compared to earlier versions of 

PMIP. In the PMIP 2 and 3 mmm, ΔP is positive or near zero (depending on the months used to 

define summer) in the regions of India south of 20° N, east China, and northern SE Asia (Zheng 

et al., 2013; Jiang et al., 2014; Tian et al., 2018), whereas PMIP4 exhibits a generally drier 

climate in these regions (Brierley et al., 2020). The PMIP4 mmm is also wetter than PMIP3 in 

the region of the West African Monsoon. In summary, the model results are consistent with the 

most recent PMIP ensemble mean, with only a few minor differences. 

Figure 3 shows the simulated Δδ18Op for the same ANN and summertime climatologies 

from Fig. 2. The annual mean resembles the summertime mean over land tropical oceans, 

indicating that annual mean Δδ18Op patterns are driven primarily by summertime Δδ18Op for 

both hemispheres. Most of the Δδ18Op occurs in the NH, with SH changes considerably smaller. 

Land surfaces tend to have negative Δδ18Op compared to the positive Δδ18Op of the oceans, 

although some exceptions do exist. For example, the northern near-tropical Atlantic Ocean has 

a band of negative Δδ18Op off the coast of West Africa; and the Arabian Sea, Bay of Bengal, and 

West Pacific Warm Pool ocean are weakly depleted. The strongest depletion occurs over 

northern Africa in the region of the modern day Sahel and Sahara, as well as the southern 

Arabian peninsula. These negative δ18Op anomalies extend through much of Africa and 

penetrate to approximately 25°N at the most northern extent.  Weaker but widespread 

depletion occurs in India, SE Asia, and western China. At approximately longitude 105°E, the 

negative contours associated with the largescale depletion near India and SE Asia to the west 

are weaker.  

Figure 4 shows the correlation between the mean simulated Δδ18Op  and ΔP, with 

average values from each CESM grid point represented by a dot on the figure. Only land units 

between latitudes 30°S and 30°N are included, and regions are colored to represent shared 

geography and, in some cases, a single monsoon system. The amount-effect slope for all data is 

-1.10 ‰ (mm d-1)-1, with an r2 of 0.34. These results indicate that land units that became wetter 

during the MH (positive ΔP) also tended to have more depletion of isotopes (negative Δδ18Op), 

and this relationship is relatively consistent across all land units, with 34% of variance in Δδ18Op 

explained by variability in ΔP. Slopes and r2 values for individual regions are closer to zero than 
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the mean slope (except for the r2 of the India region, which is 0.39), indicating that amount-

effect statistics are strongest over large spatial areas. 

The amount effect anticorrelation between Δδ18Op and ΔP is present in the model 

simulations, and is a good first-order approximation (i.e. the sign of Δδ18Op is often the opposite 

of the sign of ΔP) but minor exceptions exist. In tropical and northern subtropical Africa, for 

example, the widespread positive ΔP is coupled with an equally-widespread negative Δδ18Op. 

This widespread depletion anomaly persists over small nearby areas where ΔP (Fig. 4) is 

negative, e.g. near the Gulf of Guinea. In southern India, negative ΔP persist between the 

Arabian Sea and the Bay of Bengal, including the southern portion of the continent, but Δδ18Op 

is negative over the same region. This behavior demonstrates a common theme among the 

contours of Δδ18Op from these simulations – isotopes tend to “smear” rainfall amount 

anomalies over a larger and more general space. Beyond a first-order approximation, the 

relationship between ∆δp and ∆P begins to show its weakness. For example, near lake Chad (15° 

N, 13° E), rainfall isotopes are depleted by about a further 4‰ during the MH and continental 

rainfall is increased by 2 mm/day, a ratio of 2 ‰(mm*d-1)-1. On the other hand, isotopes over 

the Himalaya are depleted by an additional 2‰, and rainfall is increased by 3 mm/day, a ratio 

of 0.66 ‰(mm*d-1)-1. Rainfall isotopes in southern China change by about -0.8 permil, whereas 

rainfall amount changes are close to zero.  

Hadley and Walker circulation relationship to Δδ18Op 

Figure 5 shows the MH-PI near-surface mean zonal moisture flux, averaged over the 

tropics (30S – 30N), with positive numbers indicating westerly moisture transport. There is a 

clear convergence signal, approximately bounded by longitudes 325 on the west and 130 on the 

east. Within these longitudes, net moisture convergence anomalies occur, and moisture 

divergence anomalies occur outside these longitudes. This indicates a clear signal of enhanced 

moisture flux from the general Pacific and Atlantic oceans, onto tropical Africa, Asia, and the 

Indian Ocean. This divergence pattern, centered in the central tropical Pacific, resembles a 

“Niña-like” response in the atmosphere, or a westward shift in the Walker Cell, despite forcing 

our model with SSTs that are in the neutral phase of the El Nino Southern Oscillation (ENSO), 
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the main mode of climate variability linked to shifts in the Walker Cell. This suggests an ENSO-

like atmospheric response in the Walker circulation to MH forcing. A Niña-like mean-state shift 

and a reduction in ENSO variability, is thought to have occurred during the MH (Cobb et al., 

2013), which is supported by the Walker anomalies shown here. Additionally, the thin blue line 

shows the meridional mean, amount-weighted Δδ18Op, plotted along the same longitudes, for 

all precipitation (oceanic and continental). Regions of convergence correspond to regions of low 

isotope ratio, and vice versa, suggesting a Walker circulation-control on Δδ18Op at the zonal 

mean.   

To approximate the influence of the Hadley circulation on tropical Δδ18Op, the seasonal 

cycle of the latitude of the center of the ITCZ is calculated, which is shown in figure 6. Following 

the methodology of Kang & Polvani, (2010), the zero-crossings of the 500 mb zonal mean 

meridional streamfunction, ψ500, are used to denote the edges of the Hadley cells. Moving 

north from the south pole, the first zero-crossing represents the southern edge of the SH 

Hadley cell, the second represents the center of the ITCZ, and the third represents the northern 

edge of the NH Hadley cell. Thus, the latitude at the middle zero-crossing of ψ500 is the 

approximate center of the ITCZ. Figure 5a shows a plot of ψ500 over several NH summertime 

months for the MH (dashed lines) and PI (solid lines). During these months, the southern 

Hadley cell is the main cell, which is located at the minima of the ψ500 curves, centered around 

the equator. Moving north, the southern cell weakens until the zero-crossing is reached, 

denoting the ITCZ. In all months, the ITCZ is positioned further north in the MH than the PI. In 

addition, the PI ITCZ position lags the MH by a month during the NH spring, summer, and fall, 

i.e. the MH ITCZ reaches approximate latitude 20°N in June, whereas the PI doesn’t get that far 

north until July. At their most northern position, the MH ITCZ is situated 5° further north than 

the PI. Figure 6b shows the position of the ITCZ over the seasonal cycle (the latitude of the 

middle zero-crossing for each month), further demonstrating the lagging PI ITCZ as well as the 

5° northward-shifted maximum position during the NH summer.  

Figure 7 shows Hovmöller diagrams in latitude and time of the zonal mean Δδ18Op, 

averaged over longitudes 0° - 180°, with the ITCZ position. These longitudes encapsulate 

roughly the “convergence zone” (fig. 5), or the general continental regions of Africa, the Middle 
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East, India, and East and SE Asia. Large negative values of δ18Op appear to roughly follow the 

ITCZ position in both the PI and MH (fig 7A). Concerning the MH-PI, shown in fig. 7B, Δδ18Op 

contours are shifted north during the NH summer, in concert with the northward-shifted ITCZ. 

In NH non-summer months, the position of the ITCZ during the MH is not discernibly different 

from the PI, and the Δδ18Op contours are consequently near zero. Negative contours of Δδ18Op 

do not reach the northern extent of the MH ITCZ until September-October, which occurs after 

the timing of the northernmost position of the MH ITCZ, suggesting a lag between the Δδ18Op 

response and the timing of the ITCZ in northern latitudes. Figure 8 shows the same diagram as 

fig, 7, but averaged over longitudes 180° - 360° instead. These longitudes generally encompass 

the Pacific and Atlantic Oceans, or roughly the “divergence zone” from fig. 5. While isotopes 

seem to follow the ITCZ position (fig 8A) as they did in fig. 7, Δδ18Op is not as strongly shifted 

northward during the NH summer.  

Model-proxy comparison 

The model-proxy comparison for water isotopes compares precipitation isotopes from 

the model (δ18Op) directly to the speleothem calcite oxygen isotope ratio (δ18Ocalcite). The 

transformation from δ18Op to δ18Ocalcite is impacted by two fractionating steps. 1) rainfall hitting 

the surface percolates into the surface and eventually becomes cave drip water (DW). DW has a 

selection bias for low-intensity rainfall because surface water runoff increases during high 

intensity precipitation events, reducing the fraction of total P that becomes DW. Likewise, 

δ18ODW is biased towards the average δ18Op from low-intensity P events (Hu et al., 2021). 2) DW 

H2O is incorporated into the speleothem calcite minerology, which is a temperature dependent 

fractionation (Baker et al., 2013; Wong and Breecker, 2015). Figure 9 shows the correlation 

between changes in the 10cm soil water (SW) and precipitation isotope ratio. The presence of 

an intensity bias in soil water isotope ratio would manifest as significant and consistent 

deviations from the 1:1 line, shown in black, but the correlation suggests a good fit. Relative 

humidity change appears to play a role in the rainfall-SW differences, with Δδ18OSW-10cm more 

positive than Δδ18Op in areas with increased RH (blue dots), and more negative in areas with 

decreased RH (red dots). RH acts as the mediator of the fractionation of evaporation acting on 
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surface waters. In the high-ΔRH case (the red dots), fractionating effects during evaporation on 

standing water are strong, resulting in enrichment of standing water compared to the 

precipitation that created it. The opposite is true for the low-ΔRH case. In summary, the good 

fit between Δδ18OSW and Δδ18Op indicates that Δδ18Op is a sufficiently good approximation of 

cave drip water isotope ratio.  

Figures 10 and 11 characterize the model-speleothem proxy δ18O comparison. Figure 10 

shows the iCAM simulated annual mean, amount-weighted PI δ18Op and Δδ18Op (as in fig. 3, 

with different color bar limits), with the 17 speleothem δ18O values overlain as circles. Model-

proxy differences in are larger for the PI climate than for the MH-PI difference, indicating that 

biases exist in the mean climates that are removed when calculating Δs. In 13 out of 17 

speleothem locations, the sign of simulated Δδ18Op matches the sign of the proxy Δδ18O. 

Standout areas of model-proxy mismatch are in the speleothems from Northwest Africa, where 

simulated Δδ18Op contours form a zonally-aligned band of positive Δδ18Op, buttressed on the 

north and south by negative Δδ18Op, but the two speleothem Δδ18O records, Chaara (2) and 

Wintimdouine (3), suggest moderate to strong depletion.  

Figure 11 shows histograms of simulated annual mean Δδ18Op, with proxy speleothem 

Δδ18O values included as vertical dashed bars. Green dots indicate the simulated mean Δδ18Op, 

and horizontal bars extending from the green dots show +- 2σ2, or the approximate 95% 

confidence interval on the histogram mean. Histograms were constructed using every possible 

MH-PI year pairing for years 51-200 from the equilibrium simulations, i.e. Δδ18Op for MH year 51 

minus PI year 51, 52, 53, …, 200, MH year 52 minus PI year 51, 52, 53, …, 200, and so forth, for a 

total of 1502 year-pairings. Despite good first-order model-proxy agreement, less success is 

found in the model’s ability to accurately simulate the proxy-predicted magnitude of Δδ18O. In 

only 5 of 17 speleothems do the 95% confidence intervals of the model mean Δδ18Op intersect 

the proxy Δδ18O value.  

Best-fit composite analysis 

 Each post-spin up year from an equilibrium general circulation model simulation can be 

thought of like an ensemble member, in that year-to-year similarity is low. The ability for iCAM 
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(or any atmospheric model) to “remember” previous climate states is very low. In other words, 

individual years of an equilibrium simulation are statistically independent samples of the true 

equilibrium mean. The histograms in fig. 11 demonstrate that, while simulated Δδ18Op is often 

poorly representative of proxy Δδ18O, there are years in which the simulated difference is more 

similar to the proxy difference than others. In order to better understand the cause of model-

proxy discrepancies, the following question is posed: what does the model “look like” during 

those years when model-proxy errors are low? 

 To answer this, the best-fit composite climate state was identified and compared to the 

overall climate. Best-fit composites were identified (or created, etc.) by computing the root-

mean-square of the Δδmodel - Δδproxy errors (RMSE) for all 17 speleothems, and for each possible 

MH-PI year pairing (N = 1502). The first 5% (N = 1125) of year pairings, ordered from low to high 

RMSE, were selected, which are referred to as the best-fit composite. Doing so creates a 

climatology that preferentially selects the model years in which the Δδmodel most closely 

resembles Δδproxy. 

 Results of the best-fit composite approach begin with figure 12, which shows Δδ18Op 

and ΔP contours for the A&D) best-fit composite mean, B&E) all data mean, and C&F) best-fit 

minus all data difference. Together with figure 13, this demonstrates the function of the best-fit 

composite approach: the best-fit is forced to have the lowest model-proxy RMSE, which is 

evident in the isotope results. To denote the difference between the best-fit composite mean 

and the all data mean, which are themselves differences, the symbol Δ’ is used, i.e. Δ’δ18Op is 

equal to [best fit composite mean Δδ18Op] – [all data mean Δδ18Op]. Δ’δ18Op is positive in India 

and the southern Arabian peninsula, which corrects the over depletion of Qunf (4) Δδ18O in the 

all data mean; negative in northwest Africa, which corrects the original large model-proxy error 

for Chaara (2) and Wintimdouine (3); negative in east China, correcting the under-depletion of 

all Chinese speleothems; and positive in North Australia, correcting the under-enrichment of 

the KNI speleothem location. Overall general improvement is shown in figure 13 as the red dots 

(best fit composite mean) vs. green dots (all data mean, as in fig. 10). In East China and India, 

these Δ’δ changes are accompanied by anticorrelated shifts in Δ’P, shown in figure 12 D-F. 
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However, in northwest African and northern Australia, there is very little Δ’P shift despite large 

shifts in Δ’δ18Op, suggesting a non-amount-effect control on Δδ18Op in those regions.  

 Figures 14 – 16 show 6 additional climate variables for the best-fit composite mean, all 

data mean, and the Δ’ difference. A narrative overview of the results found in these figures on a 

region-by region basis is presented below, covering east China, northwest Africa, India and the 

Arabian peninsula (focusing on the region of the Qunf cave in Oman), and finally northern 

Australia. 

 East China best-fit composite mean climatology 

Figure 14 shows Δ’ for 2 meter air temperature (T2m) and sea-level pressure (PSL) with 

column integrated vapor transport (IVT, as barbs). The Δ’PSL and Δ’IVT results suggest that 

increases in east China precipitation (fig. 12) are influenced by increased IVT from the nearby 

Pacific onto the Asian continent, forced by an anomalous high pressure cell directly offshore of 

east China. This suggest non-monsoonal precipitation increases on east China – an 

intensification of monsoon circulation in east China would be associated with a decrease in PSL 

over the East Asian continent, but Δ’PSL is higher. In fact, IVT direction in most of eastern China 

is offshore; the increases in IVT blows onshore near the east coast of Vietnam at approximately 

15°N, which then turns northward towards east China. This is reminiscent of shoulder season 

rainfall patterns in east and southeast China, but the high pressure over the continent makes 

linking the Δ’IVT to a change in monsoon intensification difficult. Figure 15 shows Δ’ of 

evaporation (right) and evaporation isotope ratio (left), δ18OE. These figures further connect the 

nearby Pacific ocean to increased rainfall and more depleted isotope ratios, by linking the 

enhanced Pacific-to-east China IVT with an initial-condition increase in nearshore Pacific Ocean 

evaporation. Finally, Figure 16 shows the Δ’ of vapor isotope ratio (δ18Ov) and 500 hPa vertical 

velocity (ω500). Combined, a diagram of what drives the negative Δ’δ18Op is apparent: increased 

evaporative flux in the nearby Pacific provides increased IVT onto east China via onshore winds 

near latitude 15°N. The enhanced convergence increases vapor availability, and increased 

negative (upward) vertical velocity, ω500, over east China increases the potential for deep 

convective activity, which results in increased rainfall amount. Increases in deep convective 
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activity and associated increases in precipitation amount results in the negative Δ’δ18Op  found 

in eastern China.  

Northwest Africa best-fit composite mean climatology 

 Northwest African Δ’δ18Op is negative, but Δ’P does not change. Likewise, Δ’T2m and 

Δ’IVT are also near-zero. However, Δ’PSL is negative, and notable increases in evaporation 

amount are found over the land surface and nearby coastal Atlantic, similar in magnitude to the 

Δ’E in the nearby Pacific for east China. Δ’δ18OE is negative as well, although this is not 

surprising – a common relationship in iCAM is the consistent similarity between δevaporation and 

δprecipitation. Δ’δ18Ovapor is near zero, despite non-zero changes in Δ’δ18Op and Δ’δ18OE. This 

indicates that precipitation is strongly locally sourced, such that whatever is put in by 

evaporation is removed quickly by precipitation, resulting in no change in vapor isotope ratio. 

Finally, Δ’ω500 is negative, indicating increased upward vertical velocity. Combined, increased 

upward vertical velocity and decreased pressure suggest stronger convective activity, and 

increases in Δ’E alongside decreases in Δ’δ18OE and Δ’δ18Op suggest an increase in locally 

sourced vapor.   

Oman (Qunf cave) best-fit composite mean climatology 

 Δ’δ18Op is positive in the region of the Qunf cave, which improves the slight over-

depletion seen in fig. 11. Δ’P is negative and Δ’T is positive in this region, with little change in 

local Δ’IVT, although there is a strong southerly influence in the nearby Indian Ocean. Δ’E is 

negative and Δ’δ18OE is positive, indicating that local evapotranspiration is reduced in the best 

fit composite, and that the evaporation is more enriched. In the best-fit composite and all data 

means (subfigures A, B, D, and E), this region is one of increased evaporative flux and more 

negative evaporation isotope ratio, suggesting that the all data mean is evaporating too much 

and the isotope ratio of evaporation is too low. There is little change in Δ’ω500, suggesting that 

no change in atmospheric instability exists. The result is twofold: first, Δ’E is negative and 

Δδ18Ovapor is negative, which results in a decrease in a depleted source of vapor. Second, the 

Δ’δ18Ovapor itself increases, which makes the evaporation that does occur provide more 

isotopically positive vapor to the atmosphere. Negative Δ’P is probably associated with reduced 
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cloudiness, as T2m is well correlated with approximations of cloudiness in these iCAM results 

(not shown). In conclusion, positive Δ’δ18Op at Qunf is driven by weakened evaporation, and 

less negative Δδ18OE.  

Northern Australia best-fit composite mean climatology 

 Results from northern Australia are similar to Qunf. Positive Δ’δ18Op occurs alongside 

positive Δ’T, and positive Δ’δ18OE. The only difference is a near-zero Δ’E, whereas Qunf had a 

large negative Δ’E. However, unlike at Qunf, the best-fit and all data mean Δδ18OE are also near-

zero for northern Australia (i.e. Fig. 15A and B), and so changes in evaporation amount are not 

important for this region. Put another way, because the Δδ18OE for all data and best fit is 

approximately zero (Figs 15A and B), it doesn’t matter if evaporation amount increases or 

decreases, because such changes will supply the atmosphere with evaporation with a Δδ18OE, = 

0‰, which will have no effect on Δδ18Ovapor. In summary, northern Australia experiences 

positive Δ’δ18Op because the isotope ratio of evaporation increases. 

Discussion 

 Several well-known MH tropical climate anomalies were present in our model 

simulations, suggesting good overall model validation (fig. 2, 5, and 6). When spatially 

averaged, rainfall isotope ratios appear to be related to shifts in both large scale zonal (i.e. the 

Walker Cell) and meridional (the Hadley Cell) atmospheric circulation. A quasi-nina-like mean 

state shift in the atmosphere suggested a controlling influence on land-based isotope ratios by 

means of large-scale convergence. In the oceanic sector (i.e. the Pacific and Atlantic), 

widespread zonal divergence anomalies were present, whereas in the continental sector (i.e. 

Africa and Asia) zonal convergence anomalies were found. Likewise, in the divergence zone, 

isotope of rainfall were enriched, and in the convergence zone, depleted. In the meridional 

direction, it was seen that the MH ITCZ is shifted north by approximate 5° at its northernmost 

extent, and leads the PI ITCZ by at least a month in the NH summer. This shift coincides with a 

northward shift in depleted isotope ratios in the continental sector, between longitudes 0° and 

180°; but in the oceanic sector, between longitudes 180° and 360°, the northward shift was 

weaker. This suggests an isotopic response to the interaction between monsoons and the ITCZ 
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– as the ITCZ shifts north, so too does the location of intense monsoon rainfall. Thus, large-scale 

spatial patterns of tropical precipitation isotope ratios have the potential to provide 

information on large-scale patterns of zonal and meridional atmospheric circulation. Results 

here highlight the potential benefit for specifically manipulation the location, timing, and 

strength of meridional and zonal overturning via fored numerical experiments to help constrain 

or otherwise address poorly understood uncertainty about the relationship between large-scale 

overturning circulation and local monsoon isotope ratios.  

 To first order, model-proxy validation is good, and the model more often than not 

captures the sign of Δδp. At higher orders, dissimilarities between the model results and proxies 

become more evident. For instance, although the correct negative sign for the simulated Δδp 

over eastern China was achieved, proxy Δδp were far more negative than the simulated fields, 

indicating that the model underestimated Δδp for this region, despite getting the right sign. 

 The best-fit approach highlighted areas in which the all-data model run was faltering. 

For example, eastern China precipitation was increased by increased onshore vapor transport, 

increased upward vertical velocity, and increased regional evaporation. This was all forced by 

the presence of a high pressure anomaly over China and in the nearby Pacific, suggesting that 

the all-data simulation is producing too-low pressures in the deep continental interior. This is 

surprising considering that increased rainfall in eastern China is typically associated with 

increased monsoon strength, however this result indicates that by weakening the ocean-land 

pressure gradient, east China rainfall increases.  

 The best-fit approach highlights the role of vegetation in north African and the Arabian 

Peninsula. This induced vegetation field for the MH simulation extends PI vegetation northward 

throughout the Sahara and Arabian Peninsula. In northwest Africa, simulated Δδp contours are 

too enriched. Using the best-fit approach, this was revealed to be related to too little and too 

enriched evapotranspiration in northwestern Africa. By increasing the amount of and depleting 

the isotope ratio of the evaporative flux in the best-fit composite mean, this resulted in more 

depleted isotope ratios, reducing the model-proxy discrepancy. Perhaps the vegetation fields 

are not accurate for this region, and more vegetation is necessary to increase evaporative 
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loading to the necessary rates. Additionally, no changes are made to the dust loading of the 

atmosphere, but some authors have suggested is necessary to accurately simulate the African 

Humid Period of the MH (Pausata et al., 2017; Thompson et al., 2019). This could result in 

further model-proxy improvements by increase rainfall even further. In Qunf, however, the 

story is the opposite. The all data model results suggest that too much evaporation is occurring, 

and that the evaporation is too depleted. In the best-fit composite mean, less evaporation 

occurs and it is more enriched, which results in more enriched precipitation isotope ratios, 

improving model-proxy accuracy. This could indicate that the vegetation fields extending into 

the Arabian Peninsula is an inaccurate estimate of vegetative expanse, because removing 

vegetation and returning to the deserted land surface of the PI simulation would reduce 

evapotranspiration dramatically and increase the isotope ratio of said evaporation, which 

would likely drive increased Δδp.  

 While useful, the best-fit approach is a narrative depiction of the role of various 

climactic phenomenon on precipitation isotopes. Further work is needed to quantify the effect 

of these variables. For instance, by experimentally inducing the SW-NE oriented pressure 

anomaly in eastern China and the north Pacific (fig. 14C), do the isotope ratios of eastern China 

become more depleted? If so, this provides the possibility to interpret the Chinese speleothems 

as indicators of shifts in north Pacific pressure anomalies, and related circulation patterns. 

Nonetheless, these results indicate that the all-data MH simulation is generally underestimating 

the climate response, because the best-fit composite climate usually makes the pre-existing 

climate changes stronger. Put another way, the simulated precipitation response to MH forcing 

is dampened relative to what the proxies suggest. While not universally true, this finding 

indicates that precipitation results of paleoclimate simulations using CESM most likely 

underestimate the expected signal, and that extrapolating the model to warmer climates than 

the modern may carry these insufficiencies.  
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Figures & Tables 

 

Figure 1.1   Proxy speleothem locations. Metadata in Table 1.1 
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Table 1-1  Speleothem metadata. All data accessed through NCEI paleoclimate data archives 
(https://www.ncdc.noaa.gov/data-access/paleoclimatology-data/datasets/speleothem). Citations: 
1Holmgren et al., 2003; 2Ait Brahim et al., 2019; 3Sha et al., 2019; 4Fleitmann et al., 2003; 5Frumkin et al., 
1999; 6Andrews et al., 2020; 7Yang et al., 2019; 8Cai et al., 2010; 9Dong et al., 2010; 10Cosford et al., 2008; 

11Hu et al., 2008; 12Dykoski et al., 2005; Wang et al., 2005; 13Partin et al., 2007; 14Ayliffe et al., 2013; 

15Denniston et al., 2013; 16Cruz et al., 2009 17Cruz et al., 2005 
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Figure 1.2    Annual and summertime change in 2-meter air temperature and precipitation rate for MH-
PI. A) Annual mean change in 2m T; B) change in 2m T, with May through September mean (MJJAS) 
plotted in the NH and November through March mean (NDJFM) plotted in the SH; C) and D) as in A and 
B, but for change in total precipitation. 

 

Figure 1.3   Change in simulated precipitation isotope ratio, Δδ18Op. A) annual mean Δδ18Op (ANN); B) 
summertime Δδ18Op, with summers defined as in Fig. 1.1 
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Figure 1.4   Δδ18Op vs ΔP for annual mean land-based precipitation between latitudes 30° S and 30° N. 
Dots are colored by shared location, generally assembled around monsoon regions, shown in the map 
inlay in the bottom left. Colored lines are the linear regressions of Δδ18Op on ΔP spanning the domain of 
the region. Black line represents the linear regression of all data. 
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Figure 1.5   Zonal mean vapor transport and precipitation isotope ratio. A) MH-PI map of column 
integrated zonal moisture flux, UQ. B) MH –PI zonal mean, column integrated moisture flux, averaged 
over 30°S – 30°N (solid black line) and zonal mean isotope precipitation isotope ratio (blue dotted line). 
Background colors highlight regions of negative (red, convergence) and positive (green, divergence) 
slope.  

 



43 
 

 
 

 

Figure 1.6   Estimations of changes to the Hadley Cell and ITCZ position during the MH. A) 500mb 
meridional mass stream function for months May-August, averaged across all longitudes. Solid lines are 
PI and dashed lines are MH stream functions. B) Seasonal cycles of the latitude of ITCZ center. ITCZ 
center latitude during NH summer is determined as the first zero-crossing in the NH of the 500mb isobar 
stream function.  
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Figure 1.7   Hovmoller diagrams of δ18Op and Δδ18Op  in latitude and month, averaged over longitudes 0° - 
180°. A) Blue filled contours of PI δ18Op and black line contours of MH δ18Op; B) Δδ18Op. In both plots, the 
thick black line tracers the position of the center of the ITCZ in the PI (solid) and MH (dashed). ITCZ 
center location is calculated as in fig. 1.6.  

 

 

Figure 1.8   As in Fig. 1.7, except averaged over longitudes 180° - 360° 
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Figure 1.9   Δδ18O of 10 cm soil water vs Δδ18Op, colored by Δrelative humidity (RH) at 2m above surface 
(red < 0, blue > 0). The red, blue, and black stars are the means of ΔRH < -5% and ΔRH > 5%, and -5% < 
ΔRH < 5% composites, respectively. Black line is 1:1.   
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Figure 1.10   Model-proxy comparison of δ18O. A) Filled contours are iCAM simulated annual mean, 
amount-weighted PI δ18Op, and dots are the 17 speleothem proxies presented in this study, filled in 
using the same coloring scale as the contours. Speleothem locations are numbered according to Table 
1.1. B) Same as in A, but for the MH-PI difference. 
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Figure 1.11   Histograms of simulated iCAM Δδ18Op linearly interpolated to speleothem locations. 
Histograms are calculated using every combination of MH-PI years (total of 1502 differences). Green dots 
are the speleothem location iCAM annual and amount-weighted mean Δδ18Op, shown with +- 2σ2 bars. 
Short vertical dashed lines are the proxy speleothem Δδ18O value. The thin vertical dotted line marks the 
Δδ=0 line for clarity. Stars denote proxy-model fit, where 1 star indicates the sign of Δδ is the same for 
model and proxy, and two stars indicating model-proxy differences are not significantly different than 
zero. 
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Figure 1.12   Best-fit composite results. A) Best-fit composite mean Δδ18Op; B) All data mean Δδ18Op; C) 
Best-fit composite – all data Δδ18Op; D-F) As in A-C but for ΔP. 
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Figure 1.13   Proxy-model comparison using best-fit composite data. Red histograms represent the best-
fit composite data, and red dots the best-fit composite mean. Green histograms and dots, short vertical 
dashed bars, and thin vertical dotted bar are all as in fig. 1.10 
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Figure 1.14   Best-fit composite results for PSL, IVT, and T, as in Fig. 1.11. A-C) change in pressure at sea 
level (ΔPSL) with column-integrated vapor transport vectors (ΔIVT); D-F) ΔT2m.  

 

Figure 1.15   Best-fit composite results for δ18OE and E, as in Fig. 1.11. A-C) change in isotope ratio of 
evaporation (Δδ18Oevaporation); D-F) Δevaporation (ΔE).  

 

Figure 1.16   Best-fit composite results for δ18OV and ω500, as in Fig. 1.11. A-C) change in isotope ratio of 
column-integrated vapor (Δδ18Ovapor); D-F) change in vertical velocity at 500 hPa (Δω500).  
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Chapter 2: Targeted tagging experiments reveal a Pacific Ocean influence on East 
Asian Summer Monsoon δ18Op in green-Sahara simulations.  
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Rich Fiorella 
David Noone  
 

Abstract 

The Sahara, currently the largest desert in the world, was covered in woody shrubs and grasses 

during the mid-Holocene (MH, 6 kya), a climate phenomenon sometimes referred to as the 

“green Sahara”. Climate model simulations forced with the orbital characteristics of the MH 

often fail to recreate the hydrology response necessary to support the vegetation, lake level, 

and human societies that existed during this time, but this model-proxy mismatch is improved 

when proxy-appropriate vegetation in northern Africa is included in the MH simulation. Further 

studies have demonstrated that MH vegetation simulations improve model-proxy agreement in 

distant tropical areas, such as in the East Asian Summer Monsoon (EASM). In this paper, the 

relationships between vegetation in northern Africa and the isotope ratio of rainfall, δp, of the 

EASM are explained using simulations from the isotope-enabled Community Atmosphere 

Model (iCAM). Water tracers, or tags, are added to iCAM to enable a full detailing of shifts in 

moisture source that occur during high vegetation MH simulations. This is achieved with a tag-

based decomposition of EASM rainfall. The decomposition quantifies the contribution of two 

distinct factors to vegetation-related changes in EASM δp (or Δδp): 1) changes in moisture 

source contribution to total EASM rainfall, and 2) changes to the isotope ratio of EASM 

moisture originating from different sources. The results reveal that shifts in moisture sourcing 

have a much larger contribution to Δδp than changes in the isotope ratio of moisture sources. It 

is shown that intra-tag differences in isotope ratio (i.e. the spatial distribution of isotopes) are 

more important than inter-tag difference (i.e. the vegetated minus non-vegetated difference in 

isotope ratio) for determining EASM Δδp. In the vegetated Sahara simulation, moisture of 

Pacific origin makes up a larger fraction of total EASM rainfall than in the non-vegetated 

simulation, resulting in negative EASM Δδp because Pacific vapor that reaches the EASM has a 
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relatively low value of δp compared to other vapor sources. The Pacific contribution to EASM 

rainfall increases in the vegetated climate because there is increased concentration of transport 

pathways between the Pacific and EASM. The implication of these results is twofold. First, 

moisture sources that contribute a relatively small fraction of total EASM rainfall (e.g. < 5% of 

total rainfall) are shown to have meaningful impacts on EASM Δδp, suggesting that canonically 

defined EASM moisture sources (e.g. the Bay of Bengal and the South China Sea) are not 

including important isotopic contributions from regions with low total moisture contributions. 

Second, when intra-tag differences in the isotope ratio of EASM rainfall are large, changes in 

the spatial pattern of moisture sourcing will outweigh changes to the isotope ratio of the 

sources. This is likely to be true for rainfall that is composed of vapor from many isotopically 

distinct sources, such as the Pacific Ocean, the Indian Ocean, and continental 

evapotranspiration. 

Introduction 

The mid-Holocene (MH, 6 kya) is marked by many significant climate differences from 

the modern day (Wanner et al. 2009; Wang et al. 2013). One such climate anomaly is the 

Holocene African Humid period, sometimes known as the green Sahara (GS), which occurred 

between 15-5 kya, peaking around the MH (Klees & Kuper 1992; Pachur & Hoelzmann, 2000; 

Gasse, 2000; Kuper & Kröpelin, 2006; Pausata et al., 2020). During this time, it is thought that 

northern hemisphere ecosystems of Africa migrated north, resulting in warm grasses and 

woody shrubs in the region of the modern-day Sahara, and species of tropical or near-tropical 

origin in the modern-day Sahel (Watrin et al. 2009). Human societies repopulated the newly 

vegetated Sahara, and the subsequent desertification during the late Holocene influenced 

human migration patterns out of Africa (Larrasoaña et al. 2013). The presence of a vegetated 

Sahara during the MH is supported by an abundance of proxy evidence in a variety of geologic 

forms (deMenocal and Tierney 2012). Examples include: paleo lake level reconstructions 

(Ritchie et al. 1985; Damnati 2000), fossilized pollen samples in lakebed sediments (Amaral, et 

al. 2013), leaf-wax isotope ratios (Tierney et al., 2017), terrigenous sediment concentration in 

near-shore ocean cores (Adkins et al. 2006), archaeological evidence of human societies in 

modern inhospitable areas (Hoelzmann et al. 2001; Stojanowski and Knudson 2014), and a 
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plethora of general circulation model (GCM) simulations of the MH, the latter of which is the 

focus of this paper.  

GCM simulations of the MH have become a paleoclimate modeling benchmark due, in 

large part, to continued efforts of the Paleoclimate Model Intercomparison Project (PMIP). Per 

PMIP specification, the default model setup for the MH experiment does not require a 

dynamically evolving vegetation model or a prescribed vegetation field that is different from 

the pre-Industrial control (PI, 1850 CE) experiment (Otto-Bliesner et al. 2016). However, MH 

simulations forced with the same vegetation as the PI fail to simulate a precipitation response 

capable of sustaining the proxy-suggested vegetation and surface waters of the GS by at least 

an order of magnitude, and often fail to reproduce the northward advancement of West-

African Monsoon rainfall (Joussaume et al., 1999; Doherty et al., 2000; Boos & Korty, 2016). The 

presence of a dynamic vegetation model sometimes improves model-proxy agreement (e.g. 

Claussen and Gayler 1997; Hu et al., 2018), but not always (e.g. Tierney et al 2017) because the 

high albedo and negligible soil moisture of the modern Sahara presents a barrier to new 

vegetation formation even in the presence of supporting rainfall (Knorr and Schnitzler, 2006).  

Despite these shortcomings, advances have been made in improving the simulated 

reconstructions of the GS. Several studies have identified model-proxy precipitation 

improvements by simulating the MH with prescribed north African vegetation reconstructions 

derived from evidence from the MH proxy evidence (Brovkin et al., 1998; Levis et al., 2004; 

Patricola & Cook, 2007; Braconnot et al. 2012; Skinner & Poulsen, 2016; see Claussen et al., 

2017 for a general overview) and prescribed dust reductions thought to co-occur with increased 

vegetation and soil moisture of the MH Sahara (Pausata et al., 2017; Thompson et al. 2019). 

More recently, other experiments have further identified model-proxy improvements in non-

Saharan regions under GS conditions, driven by tropical teleconnections forced by the 

introduction of vegetation in north Africa. For example, GS simulations have shown increased 

accuracy in northern hemisphere monsoon precipitation (Sun et al. 2019), improved 

suppression of ENSO variability thought to occur during the MH (Pausata et al., 2017), 

reproduced droughts in SE Asia (Griffiths et al., 2020), and improved Asian Monsoon 

precipitation isotope ratios (Tabor et al., 2020).  

https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2018GL081225#grl58759-bib-0002
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2018GL081225#grl58759-bib-0007
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2018GL081225#grl58759-bib-0038
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2018GL081225#grl58759-bib-0049
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2018GL081225#grl58759-bib-0057
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Physical links between different monsoon systems are firmly established (Rodwell and 

Hoskins, 1996). Monsoon onset causes local anomalous atmospheric heating, which increases 

vertical velocity and reduces surface pressure. These signals are propagated horizontally via 

Rossby waves and can interact with other regions of the Tropical Rain Belt. In the case of the 

GS, anomalous heating is the result of increases in local evapotranspiration as well as increases 

in the convergence of Atlantic vapor onto the continent, both of which increases the amount of 

precipitable vapor over Africa, resulting in more precipitation, and therefore more latent 

heating of the atmosphere. With these additional sources of heat, the GS atmosphere expands 

and propagates a Rossby wave. 

Asian Monsoon response to the green Sahara 

Several recent studies have identified a link between GS forcings and rainfall in tropical 

or tropically-influenced eastern Asia. Using a green Sahara plus reduced dust simulation of the 

MH, Pausata et al. (2017) showed how the GS can induce a suppression of ENSO variability via 

intensification of West African Monsoon (WAM) rainfall. In short, enhanced zonal convergence 

from the tropical Atlantic onto north Africa (westerly flow) forced a weakening of the trade 

winds (easterly flow) in the Eastern Pacific. This reduced upwelling on the west coast of South 

America and weakened the ocean-atmosphere feedbacks required for large ENSO variability. 

Consequently, trade winds in the west Pacific were strengthened, and the Walker circulation 

shifted westward (see fig. 8 from Pausata et al., 2017). This established a physical basis for a 

connection between GS-induced forcing and the hydroclimate of tropical Asia via shifts in the 

Walker cell. Expanding on this GS-Walker relationship, Griffiths et al. 2020 showed that the 

collapse of the GS coincided with mega droughts in Southeast Asia (Griffiths et al., 2020). Using 

a conceptual framework similar to Pausata 2017, Griffiths 2020 identified the teleconnection in 

reverse – that the removal of the GS shifted the Walker circulation east, which forced a more 

“niño-like” mean state in the tropical Pacific, reduced surface convergence and convective 

activity in the Indo-Pacific Warm Pool, and eventually lead to megadroughts in SE Asia. The 

precipitation response in SE Asia from the collapse of the GS closely resembles the precipitation 

anomalies associated with strong El Niño events (see figure 1 in Griffiths et al., 2020). 
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Tabor et al., 2020 (T20) showed that model-proxy agreement was improved for the 

precipitation isotope ratios (δ18Op) of several speleothem proxies in the East Asian Summer 

Monsoon (EASM) when GS vegetation was included in northern Africa. Because many proxies of 

tropical hydroclimates are based on δ18Op, this provides a direct model-proxy comparison for 

evaluating the impacts of the GS. T20 found that Green Sahara – dry Sahara δ18Op averaged 

over the EASM was -0.67‰, which improved the agreement between the speleothem isotope 

data and the modelled isotope fields. This isotopic depletion occurs despite near zero change in 

precipitation amount in the same region, seemingly in contrast to the often-induced “amount-

effect” anticorrelation, which would predict that decreases in δ18Op coincide with increases in 

seasonal mean precipitation totals. Simulated near zero changes in precipitation in the MH 

EASM is not a novel finding - simulations of the MH often predict an EASM that is drier than the 

proxies suggest, regardless of the type of vegetation used in northern Africa (Zhao & Harrison, 

2012; Braconnot et al., 2012). T20 offer an explanation for the isotopic depletion that is based 

on moisture source dynamics: the newly vegetated Sahara introduces a large amount of highly 

depleted water vapor during the northern hemisphere summer monsoon season; concurrently, 

the North Pacific subtropical high is enhanced and shifted south, increasing the vapor 

contribution from the south and west of the Asian monsoon; the combination results in 

depleted δ18O of water vapor (and thus precipitation) in the EASM. While this narrative is 

plausible, it was not quantitatively shown to drive changes in EASM monsoon δ18Op. 

Although recent advances in the realm of GS-EASM teleconnections have been 

achieved, key physical mechanisms remain understudied. T20 showed that GS-induced shifts in 

EASM δ18Op occur without a complementary shift in precipitation, which begs the question: 

what, if not ∆P, causes the simulated ∆δ18Op? The GS almost certainly increases the amount of 

available vapor from north Africa, India, and generally western sources to the EASM, but the 

extent to which these distant sources contribute to ∆P and ∆δ18Op in the EASM is unknown. 

Results from Pausata and Griffiths indirectly imply a Pacific influence on the EASM via GS-

induced shifts in the Walker Cell, suggesting that shifts in the convergence of Pacific vapor 

could occur and could result in changes to EASM hydrology, but the extent to which this occurs 
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has also not been quantified. Addressing these unknowns is a fundamental step towards a 

complete, accurate, and useful interpretations of isotope proxies from the EASM.  

Objectives 

This paper expands on GS-EASM teleconnections identified previously by exploring the 

links between vapor sourcing and isotope ratio changes for EASM rainfall under GS forcing. 

Specifically, the isotope-focused approach of T20 is utilized, because the unique utility of 

simulated isotopes allows for direct model-proxy comparison. Using results from an isotope-

enabled climate model simulation of the MH forced with a Green Sahara, two questions are 

addressed: first, does the relative contribution of vapor sources to EASM rainfall change, and do 

the isotope ratios of the contributing sources change? Second, what dynamical changes are 

established by the GS that force these shifts in moisture sourcing and/or isotope ratio? These 

questions are answered by adding water tracers to a climate model setup closely resembling 

that used by T20, to directly calculate the change in vapor contribution for various moisture 

source regions, as well as the change in isotope ratio of those sources. The green Sahara – dry 

Sahara (referred to as gs-dry) EASM precipitation isotope ratio change, Δδ18OASM, is 

deconstructed into a component driven by changes in the relative contribution of vapor sources 

to the total EASM rainfall, and a component driven by changes in the isotope ratio of the vapor 

sources. Finally, these results are explained as a function of dynamical changes in the climate 

that occur because of the GS, using a vapor budget. 

Methods and materials 

Isotope-enabled, tracer-enabled CAM 

As in T20, the GCM used in this study is an atmosphere-only setup of the Community 

Earth System Model v 1.2 (CESM 1.2, Hurrell et al. 2013) with isotope-enabled Community 

Atmosphere Model (iCAM 5, Nusbaumer et al. 2017) and Community Land Model (iCLM 4.5, 

Lawrence et al. 2011; Wong et al. 2017) active. 200 years are simulated, with the first 50 

removed to allow ample model spin-up of deep soil water, and the last 150 years are averaged 

to calculate equilibrium climate states. Two mid-Holocene simulations are performed, in which 

all boundary conditions are held constant except for the vegetation coverage over northern 
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Africa and the Arabian peninsula. In the control run (MHdry), the MH in simulated using pre-

Industrial vegetation. In the green Sahara experiment (MHgs), the MH is simulated using a 

reasonable approximation of proxy-suggested vegetation for northern African and the Arabian 

Peninsula. Vegetation fields for the MHgs experiment are from T20; briefly, average PI 

vegetation conditions from 11°N were extended northward through the Sahara and Arabian 

peninsula, except where vegetation coverage already exceeded 10%. Orbital parameters and 

greenhouse gas concentrations follow the PMIP4 guidelines for both MH experiments (Otto-

Bliesner et al. 2016). Both simulations use mean monthly, post-spin-up SSTs from the fully-

coupled Community Climate System Model v4 (CCSM4) MH experiment contribution to the 

PMIP3/CMIP5 database, which are the most recent publicly available MH SSTs from CCSM4, the 

predecessor to CESM 1.2. In both MH experiments, dynamic vegetation is turned off to prevent 

the growth or death of new plant species. In addition to the MH simulations, a pre-Industrial 

(PI) control run is also carried out to characterize MH climate anomalies. The PI run is specified 

to the CMIP6 experimental design for the pre-Industrial control (Eyring et al. 2016) and uses 

mean Hadley Sea Surface Temperatures and Sea Ice extent (Deser et al., 2010; Rayner et 

al., 2003) 

Tagging setup 

In all simulations, iCESM is modified to include 18 location-based water tracers, or tags, 

shown in figure 1. Location-based tags utilize iCAM’s existing hydrologic framework by assigning 

a new named “type” of water to the atmospheric vapor budget that results from surface 

evaporation within the tag region (referred to as “evaporation-based tracers” in Fiorella et al. 

2021, see also Nusbaumer et al., 2017). These tags are preserved as vapor is moved horizontally 

and vertically along advection pathways, altered through phase changes, and condenses into 

precipitation, upon which point the tag is reset (Singh et al., 2016a, b). Tags are purely passive 

tracers – they do not interact with or alter the solutions to the physics and dynamics calculated 

by the model, but they do faithfully follow the hydrological cycle.  

Each tag is defined by one or more rectangular boxes which are determined using a few 

criteria. Because of the high computational cost of adding tracers to the model, the tag layout 

https://agupubs.onlinelibrary.wiley.com/doi/10.1029/2019GL084633#grl59932-bib-0010
https://agupubs.onlinelibrary.wiley.com/doi/10.1029/2019GL084633#grl59932-bib-0034
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2021MS002648#jame21442-bib-0150
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strikes a balance between relatively high-resolution near the area of interest (in this case, the 

East Asian Summer Monsoon, shown in figure 2) and lower resolution further away. Tag regions 

are assigned based on shared geographic and climatological features. Coordinates for large 

bodies of water (e.g. the Bay of Bengal, the South China Sea) and continents/land regions (e.g. 

India, South East Asia) are approximated to the nearest grid cell edge, defined by the model 

resolution. Tags correspond to either completely continental evapotranspiration or oceanic 

evaporation; the tagged evaporative flux into the model’s atmosphere is masked by the 

relevant surface fraction to account for this. The tag layout shown in figure 1 accounts for 

99.9% of rainfall at the EASM.  

Tag decomposition of Δδ18Ototal  

To decompose the total Δδ18O signal of the EASM, an approach like Tabor et al., 2018, 

is utilized with some slight modifications. This study seeks to specifically identify independent 

changes in moisture source contribution and moisture source isotope ratio. Total EASM 

precipitation, PASM, is considered composed of a mixture of water originating from multiple 

vapor sources, Ptag. Each Ptag constitutes a fraction, ftag, of the total rainfall, i.e. ftag = Ptag / PASM. 

Further, this analysis defines the adjusted isotope ratio of each tag region, Dtag, in terms of the 

difference between the isotope ratio of precipitation water originating from that tag, δ18Otag, 

and the δ18OASM of the base MH experiment (MHdry), i.e. for each tag, Dtag = δ18Otag ‐ δ18OEASM
dry . 

Here the subscript “EASM” indicates the total, untagged rainfall that occurs at the EASM region 

used in this study. This provides the convenient numerical property that positive values of Dtag 

indicate that the tagged rainfall has a higher isotope ratio than the control isotope ratio, and 

negative values indicate the tag has a lower isotope ratio. Note that by using this definition of 

Dtag, the following is true: 

DEASM 
dry = 0‰ 

and  

DEASM
gs  = δ18OEASM

gs  ‐  δ18OEASM
dry  =  Δδ18OEASM 

Therefore, 



59 
 

 
 

∆DEASM =  DEASM
gs

 ‐  DEASM
dry

 =  Δδ18OEASM 

Because of numerical imprecision in the model transport scheme, a closure term is calculated 

as the “rest of the world” tag (ROW): 

fROW = 1 ‐ ∑ fi

i∈tags

 

By including the ROW tag, the combination of all tags is guaranteed to account for 100% of the 

rainfall occurring at any given location. In tropical locales, including the two shown in the 

results section, the ROW tag accounts for approximately .1% or less of total rainfall, indicating 

that the non-ROW tags used in this study accounts for ~99.9% of total rainfall. 

Given ftag and Dtag the adjusted isotope ratio of total rainfall, Dtotal, is: 

Dtotal = ∑ fi * Di

i∈tags

 

Here, DEASM is the sum of the tagged isotope ratios weighted by their fractional contribution to 

total rainfall. The MHgs-MHdry difference is denoted by the letter Δ such that:  

∆Dtotal = ∑ (fi
gs * Di

gs‐ fi
dry* Di

dry)

i∈tags

 

where superscripts gs and dry denote the MHgs and MHdry experiments respectively. Terms 

within the summation can be expanded and rearranged in terms of differences in the moisture 

fraction f and the isotopic delta values, D, to reveal: 

∆Dtotal = ∑ [∆fi*Di
dry]+[ΔDi* fi

dry]+[∆fi*ΔDi]

i∈tags

 

This partitions the total isotope ratio change into three physically distinct terms: 1) gs-dry 

changes in ftag with Dtag held constant at the control (dry) value; 2) gs-dry changes in Dtag with 

ftag held constant at the control (dry) value; 3) gs-dry changes in Dtag and ftag combined, which 

are referred to as 1) the f-effect, 2) the D-effect, and 3) the covariance.  
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The decomposition is computed for rainfall occurring in the East Asian Summer 

Monsoon (May-September, MJJAS). For the purposes of this study, the EASM is defined as the 

box bounded by latitudes 23°N-35°N and longitudes 105°E-113°E, which is a smaller region than 

canonically defined regions of the EASM. Our results (e.g. figure 4a) suggest an equal influence 

of classic vapor sources from the ISM (Indian Ocean) and EASM (Pacific Ocean) for this region. 

The boxed region was selected because it is loosely organized around the collection of southern 

and central Chinese speleothem records, and model-guided proxy interpretations is a main 

objective of this study. 

Moisture streamlines 

 Tagged vapor streamlines are calculated for the mean flow of vapor between the 

respective tag region and the center of the Asian Monsoon box (Figure 1, 25° N, 110° E). 

Starting at the center of the EASM, column integrated tagged vapor flux vectors, linearly 

interpolated to the point 25° N, 110° E, are used to calculate the speed and direction of the 

tagged vapor parcel. Parcel speed and direction is calculated as the vapor-normalized vapor 

fluxes, or UQ̅̅ ̅̅ /Q̅, where UQ̅̅ ̅̅  is the seasonal mean, column integrated U*Q, and Q̅ is the seasonal 

mean, column-integrated vapor amount. The upstream streamline coordinate is calculated 

using the speed and upstream direction over a time step of 1 hour with a simple cartesian 

approximation for change in latitude and longitude over the surface of the Earth. By using a 

time step of 1 hour, the distances traveled are on the order of 10^1 – 10^2 kms, which is small 

enough to allow for a plane-parallel approximation of the Earth’s surface. Values of UQ̅̅ ̅̅ /Q̅ are 

then linearly interpolated to the new upstream coordinate, and the processes is repeated until 

the backward trajectory reaches the tagged region.  

Speleothem data 

This study uses proxy data from central Chinese speleothems that have a MH and PI 

value, resulting in 6 records: Chongqing cave (Yang et al., 2019), Jiuxian cave (Cai et al., 2010), 

Sanbao cave (Dong et al., 2010), Lianhua cave (Cosford et al., 2008), and Dongge cave (Dykoski 

et al., 2005; Wang et al., 2005). Data are averaged along the speleothem record 100 years 

before and after the year 1850 CE for the PI and 4050 BCE for the MH.  
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Results 

Model Validation 

Model results are compared to the isotope and precipitation fields over the EASM from 

T20. There is little to no change in precipitation, and a negative change in precipitation isotope 

ratio, both of which are similar to T20 (Fig 2). While T20 does not specifically identify EASM 

mean ∆δ18Op, the analysis here indicates a change of -0.35‰ for the MHgs-MHdry in the EASM 

region, which is quantitatively similar to T20 contours over the same region. Figure 3 shows the 

MHdry (control), MHgs (experiment), and proxy values of ∆δ18O for the 5 speleothems shown in 

fig 2. While statistically significant changes between MHdry and MHgs are found in only 1 of 5 

speleothem locations, all values for the MHgs experiment are more negative the MHdry values, 

indicating that the response to the GS forcing improves the model-proxy accuracy in the EASM. 

In the case of ∆δ18Op, our model-proxy RMSE decreases by 0.22‰ from the MHdry to the MHgs 

case.  

Δδ18Ototal decomposition   

Figure 4a shows ftag for the gs (green dots) and dry (brown dots) experiments. Rainfall in 

the EASM is composed of a relatively even distribution of tags spanning the Indian and Pacific 

oceans, as well as continental tagged vapor from India, Africa and the Middle East, and China. 

This relatively even distribution of source vapor sets it apart from other northern hemisphere 

monsoons, which, generally speaking, source vapor from one prominent basin. In the EASM, 

the largest tag contributor is local evapotranspiration from the China tag (CHN), making up 

around 25% of the rainfall for both gs and dry cases, while the Arabian Sea (ARS), Bay of Bengal 

(BOB), Indian Ocean (INO), South China Sea (SCS), Philippine Sea (PPS), North Pacific (NPA), 

South East Asia (SEA), and India (IND) each make up anywhere from 5% to 12% of total EASM 

rainfall. For the gs-dry experiment difference, there is a general vapor sourcing shift away from 

Indian Ocean-adjacent tags (e.g. BOB, ARS, INO) and towards Pacific and continental sources 

(e.g. NPA, IND, AME,).  

Figure 4b shows Dtag, the adjusted isotope ratio of the tagged precipitation. To first 

order, Dtag is negatively correlated with the nominal distance between tag location and 
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endpoint location. For example, vapor from the north Pacific tag (NPA), a distant source region, 

is more depleted than vapor from the South China Sea (SCS), a nearby source region. This is 

likely due to increased rainout-driven distillation on longer vapor transport paths. Additionally, 

almost all oceanic tags are more enriched during the gs and almost all continental tags are 

more depleted. Isotope ratio differences between different tags are an order of magnitude 

larger than the MHgs-MHdry differences for any individual tag. For example, the difference 

between the MHgs or MHdry NPA and SCS is approximately 10‰, whereas the difference 

between the MHgs NPA and MHdry NPA is approximately 1‰ (and equally true for SCS and all 

other tags). This suggests that vapor source location plays a larger role than the gs-dry climate 

changes in driving EASM isotope ratios. As such, one should expect that changes in the vapor 

source distribution (∆ftag) play a larger role in shaping overall EASM ∆δ18Op.  

Figure 4c shows the 3-term decomposition of the gs-dry Δδ18OASM, i.e. the f-effect (red 

dots), D-effect (blue dots), and covariance (black dots). The figure shows that the majority of 

Δδ18Ototal is driven by the f-effect for two tags, NPA and SPA, indicated by the relatively large 

negative value of the f-effect (red points) for these tags. Additionally, the local tag, CHN, has a 

large negative influence in both the f- and D-effects, and the BOB tag has a positive influence in 

the D-effect.  

NPA and SPA tags 

The NPA and SPA tags drive the overall EASM ∆δ18Op towards the negative via the f-

effect only. This result comes from the combined effect of positive values of Δftag and depleted 

values for the control (MHdry) Dtag for the NPA and SPA. Importantly, the value of ΔDtag is not 

considered in the f-effect. The values for fNPA increase from approximately 7.25% in the MHdry 

to 8.75% in the MHgs, for a fractional change of approximately 20.6%. For fSPA, values increase 

from 2.12% to 2.63%, for a fractional change of 24%. Meanwhile, the values of DNPA and DSPA 

are negative in the MHdry control case (they are similarly negative in the MHgs case, but this 

value is not considered in the f-term calculation). Large negative values of Dtag “pull” the total 

isotope ratio towards the negative. By greatly increasing the vapor contribution of a highly 

depleted tag, the result is a strongly negative f-effect for these two tags, regardless of gs-dry 
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changes to the isotope ratios of these tags. The sum of the NPA and SPA f-effect values 

contribute -0.28‰ to the EASM Δδ18Ototal signal, which is achieved by shifting the distribution of 

vapor sourcing during the gs towards the relatively depleted Pacific, with no change in the 

isotope ratio of those sources and no other vapor source shifts. These findings are referred to 

as f-driven responses.  

Physical interpretation of f-driven response for NPA 

The tagging decomposition shown in Fig 4c indicates that a large portion of the EASM 

δ18Op signal is driven by a moisture source shift towards the highly depleted, non-coastal 

Pacific, specifically our NPA and SPA tags. The following addresses the question of what green 

Sahara-induced climate changes caused this shift by further inspection of the NPA tag. Fig. 5 

shows the MHgs - MHdry fractional change in NPA column integrated vapor, ∆qfracNPA = (qgs,NPA - 

qdry,NPA) / qdry,NPA. ∆qfracNPA is approximately 28% over the proxy region, which resembles the 

approximate 20.6% increases in fNPA. Positive ∆qfracNPA contours overlying the proxy region in 

central and eastern China are evidence that increases in ftag for NPA (fig. 4a) are a direct result 

of an increase in column-integrated vapor of NPA origin. Quantifying the source of the positive 

∆qfracNPA will provide the answer to why fNPA increased in the tag decomposition.  

Three possible shifts in the mean transport between the NPA tag region and the EASM 

proxy region are considered that could result in the positive ∆qfracNPA contours near the EASM 

found in fig. 5. First, an increase in source vapor supply, q0, would result in increased Pacific 

vapor downstream of vapor transport pathways. Second, a decrease in cumulative precipitation 

of the tagged vapor, PNPA, during vapor transport from the Pacific to the EASM would result in 

more downstream NPA vapor in the atmospheric column. Third, an increase in convergence of 

NPA vapor downstream of the tag region would increase the amount of vapor that makes it to 

the EASM. Convergence, in this case, is not the classic dynamical moisture flux convergence, -

∇U·q,  but instead a representation of the way that individual moisture trajectories combine 

into the MJJAS-mean trajectory used in this analysis. Positive convergence numerically 

represents the extent to which individual moisture trajectories tend to not spread out and tend 

to slow down, downstream of the tag region.  
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The three terms, q0, PNPA, and CNPA, combine to form an analytical definition for the 

equilibrium qNPA: 

qNPA ≡  q0 + ∑[ ‐PNPA*∆t + CNPA*∆t

l

 ]   

where “l” is the number of steps in the trajectory between evaporation source and 

precipitation location, calculated using the back trajectory algorithm. By summing -P*∆t and 

C*∆t over the streamline, the cumulative vapor removal via precipitation flux and the 

cumulative vapor addition by convergence is summed. Because evaporation of tagged vapor 

only occurs within the respective tag regions, there is no additional source of qNPA along our 

defined vapor trajectories since they are defined to start at the moment the parcel of air leaves 

the tag region.  

Table 2 shows MHdry, MHgs, and gs-dry difference for q0, cumulative upstream rainfall, 

cumulative upstream convergence, and qfinal, all in Kg*m-2, for NPA. The table shows values at 

the point the trajectory leaves the NPA region, the EASM region, and the difference. For NPA, 

q0 starts out 1.86 Kg*m-2 higher during the gs, indicating an increase in initial vapor source 

availability. While increases in SSTs could induce increases in evaporation and therefor initial 

vapor source availability, this increase is specifically not driven by changes in SSTs because the 

only difference between the MHgs and MHdry simulations is the presence of vegetation in the 

MHgs experiment. Thus, the MHgs experiment increases q0 for NPA via atmospheric forcing. 

Between the NPA region and the EASM, removal of NPA vapor via NPA rainout is greater in the 

MHgs case – 2.05 Kg*m-2 more vapor is removed due to rainout. This effect offsets the q0 signal 

– although there is more NPA vapor to begin with during the MHgs, the difference in removed 

during vapor transport because of increased rainout. Finally, there is more convergence (less 

divergence) during the MHgs along vapor transport pathways. The offsetting ∆q0 and ∆PNPA 

signals, combined with the positive ∆CNPA, results in the final positive ∆qfracNPA signal at the 

EASM of 1.3 Kg*m-2. 
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Western vapor source influences on the CHN tag 

For the CHN tag, changes to both the f- and D-effects are addressed because of their 

shared importance, unlike the NPA and SPA tags, where only the f-effect was important.  

Because the EASM region is encompassed by the CHN tag region, answering why the 

CHN tag D-term decreases during the MHgs was already partially answered with the findings 

from of preceding section. However, the EASM region is only a subset of the CHN tag region. 

Changes to the D-effect of CHN are further identified by focusing on regions of CHN that do not 

include the EASM region. In west China there are large negative ∆D values, indicating that this 

region is of particular importance for further understanding why ∆DCHN is negative. Figure 5 

shows the tag decomposition for western China ∆δ18Op, which is defined as the EASM box 

shifted 7° west, such that the eastern edge of the original EASM box is placed at the western 

longitude. These results suggest that, in addition to patterns from figure 2, western China 

∆δ18Op is also reduced by the D-effect from IND (India) and AME (Africa and the Middle East) 

tags. This finding indicates that western China isotopes are partially driven by the depletion of 

rainfall composed of land-based evapotranspiration from west of western China (India, the 

Arabian peninsula, and Africa). ∆DIND is -0.42‰ and ∆DAME is -1.85‰; this, combined with the 

large relative importance of control fIND and fAME, results in the large negative D-effect (blue 

dots) for IND and AME. Fig 5 also indicates that western China ∆δ18Op is strongly increased by 

the D-effect of BOB, but this increase is offset by more decreases in other tag regions and is not 

enough to result in positive ∆δ18Op for western China.  

For the f-effect of the CHN tag in the EASM decomposition, decreases in the amount of a 

relatively enriched tag result in the negative f-effect for CHN seen in figure 2c. That is to say, the 

vapor that the CHN tag supplies to the EASM in the control is relatively enriched compared to 

the total δ18Op. When EASM rainfall is composed of less of this relatively enriched vapor during 

the MHgs, the ∆δ18Op will subsequently be more negative, all else equal.  

Discussion 

 A growing body of literature over the last few decades has agreed that the presence of a 

vegetated Sahara in simulations of the MH improves overall model-proxy fidelity in north Africa 
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and surrounding areas. In northern African and the Arabian peninsula, rainfall strongly 

increases as a result of increased flux of evapotranspiration due to the presence of plants, 

warming of the surface due to decreased albedo, and increased convergence of Atlantic vapor, 

all of which increase the likelihood for rainfall production. The West African Monsoon shifts 

north and intensifies as the newly vegetated Sahara shifts the latitude of maximum 

convergence north and increases the convergence of Atlantic evaporation onto the continent. 

Our results add to this body of literature, supporting the expected finding that a vegetated 

Sahara leads to increased Sahel, Sahara, and Arabian peninsula rainfall.  

 vegetation in the Sahara has also been shown to have teleconnected influences on 

much of the tropics. This study extended the work of Tabor et al. (2020) to investigate the 

influence of the green Sahara on the EASM by comparing the simulated δ18Op to isotope ratios 

of oxygen from speleothem calcite from the EASM. Our model results mimic those of T20 in 

rainfall isotope ratio depletion over the EASM associated with the green Sahara. These results 

partially support the mechanism proposed in T20: the depletion of EASM rainfall is partially 

attributable to an increase in highly depleted vapor from Africa and the Arabian Peninsula due 

to the newly vegetated land surface, as seen in figure 7 for the D-term of the AME tag. 

However, this influence is felt most strongly west of the speleothem region, which, while still in 

the EASM, is too far west to strongly influence the Chinese speleothems used in this study. A 

large part of the δ18Op signal came from the f-terms for the NPA and SPA tags, indicating that 

shifts in moisture source towards the Pacific Ocean and away from the Indian Ocean that 

occurred because of the GS were of prime importance. The influence of the f-term for NPA and 

SPA at the EASM highlights the potential role of seemingly negligible vapor sources. The vapor 

contribution of the SPA tag, for example, is 2.1% and 2.6% of the total EASM rainfall in the 

MHdry and MHgs simulations, respectively. Without the tag decomposition analysis, one may 

be inclined to ignorethis contribution. However, because SPA is highly depleted, small increases 

to its contribution can have a large impact on total isotope ratios. This was evident in the NPA 

and SPA tags, which were among the relatively depleted tags in the MH experiments.  

 The importance of the f-term found in figure 4 also demonstrates the strong influence 

that the dimension of space has on EASM isotope ratios, as opposed to the climate changes 
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that drive, for instance, the MHgs - MHdry isotope ratio differences for the same tag. In this 

sense, one could imagine a situation in which every tag becomes more enriched during the 

MHgs compared to the MHdry, i.e. ∆δtag < 0 for all tags. However, by changing the EASM vapor 

sourcing towards tags with relatively low δ18Op and away from tags with relatively high δ18Op 

(i.e. by changing ftag to preferentially sample from tags that have negative D on average), ∆δASM 

will be negative. Thus, these results suggest that changes to the isotope ratios of rainfall in the 

EASM encode information about shifts in moisture sourcing, even for very distant and low-

contributing regions like the eastern North Pacific. While only identified with the one model 

used in this study, the increased convergence of far-away Pacific vapor should introduce a 

negative isotope anomaly in other isotope-enabled GCM simulations because such vapor will 

have undergone large amounts of rainfall along moisture trajectories, and by increasing the 

relative fraction that a far-away, highly negative source contributes to total rainfall at the 

EASM, total isotope ratios will be more negative.  

 Increased values of the f-effect for NPA and SPA resemble the expected “niña-like” 

mean state shift induced by previous GS studies (Pausata et al., 2017; Giffiths et al., 2020). In a 

niña-like mean state, the Walker cell is shifted west, establishing anomalously high surface 

convergence over the Indo-Pacific Warm Pool and enhanced easterly flow from the central 

Pacific (i.e. the region shared by the NPA and SPA tags) to Asia. This paradigm sets up a shift in 

vapor sourcing for Pacific-adjacent regions, like East and South East Asia, towards more Pacific 

and less Indian vapor contribution. The large contribution of the NPA and SPA f-effect to total 

EASM δ18Op indicates that a shift towards a niña-like mean state (or, equivalently, a westward 

shift in the Walker cell), amplified by the presence of the GS, is a major contributing factor in 

increased model-proxy agreement for EASM δ18Op. Thus, Pacific-influenced proxies of δ18Op, 

such as the speleothem records used in this study, can provide the paleoclimate context for 

northern African vegetation via physical teleconnections with ENSO variability in the Pacific.  

The EASM response to GS forcing offers a unique and powerful opportunity to 

understand model-proxy mismatch during the MH. Proxy δ18Op records from the EASM are 

depleted during the MH compared to the PI, which is often interpreted by proxy 

paleoclimatologists using the amount effect, which suggests, to first order, that EASM 
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precipitation increased during the MH (Hu et al., 2008; Cossford et al., 2008; Liu et al., 2014; Liu 

et al., 2015; Yang et al., 2020), although the best interpretation of EASM isotope proxies is still 

debated (Maher, 2008; Maher & Thompson, 2012; Chen et al., 2016), and the physical 

mechanisms that create the amount effect are poorly understood (Risi et al., 2009; Field et al., 

2010, Moore et al., 2014; Konecky et al., 2019). On the other hand, most PMIP models do not 

simulate increased EASM precipitation during the MH (Zhao & Harrison, 2012; Braconnot et al., 

2012), even with proxy-appropriate GS and reduced dust forcing applied. In fact, in many cases 

GS and reduced dust experiments lead to reduced EASM rainfall relative to the control MH (e.g. 

Sun et al., 2019; Tabor et al., 2020).  

 

Simulations of stable isotope distributions by  T20 showed a GS conditions resulted in 

decreased δ18Op in the EASM, and brings model estimates into better agreement with the 

majority of EASM isotope proxies. However, the classic interpretation of δ18Op-based proxies, 

i.e. that decreases in isotope ratio correspond with increases in rainfall amount, is not validated 

by the model’s precipitation results (i.e. Sun et al., 2019). Here it was found that MH 

simulations without GS vegetation have larger model-proxy mismatches than those that include 

GS vegetation in EASM δ18Op because the presence of the GS increases the easterly flux of 

Pacific vapor onto Asia. Even though model results were improved compared to the proxies 

when GS vegetation is included, there are still obvious errors (e.g. Fig. 2.2). By adding GS 

vegetation, model-proxy δ18Op differences improved by approximately 0.33‰, but the model is 

still anywhere from approximately 0.2‰,  – 1.5‰ higher than the proxy δ18O. This suggests 

that the EASM isotope response to GS forcing is still too weak, but further research is needed to 

identify the source of these continued model-proxy discrepancies. For instance, by increasing 

the precipitation response in northern Africa as a response to GS forcing, one may expect to see 

a coincident decrease in EASM δ18O. If this were the case then the response to GS forcing in 

northern Africa is poorly simulated by CESM, or the prescribed vegetation is not sufficient to 

induce the necessary feedbacks to support the wetter environment. Other aspects of the MH 

simulation may be restricting the proxy-suggested simulation of EASM rainfall despite providing 

correct GS vegetation. Finally, EASM speleothem proxies may not be a faithful recorder of the 
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actual summertime average climate. For instance, if the cave specimens preferentially 

incorporate rainfall from a month where δ18Op is very negative, this would bias the speleothems 

away from the annual mean.   
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Figures & Tables 

 

Figure 2.1   The tag layout, colored by shared regions. Several land surfaces are not specifically outlined, 
but belong to a land-based tag. The maritime continent and the Philippines are included in the SEA tag, 
New Zealand in the AUS tag, and Madagascar in the AME tag. Tag metadata is shown in Table 2.1. 

 

 

Table 2.1   Tag layout metadata. Locations are sets of 4 numbers, representing the south and north 
latitude, and east and west longitude, in that order. Locations with two sets of numbers are tag boxes 
defined by the combination of two boxes due to their irregular shape. 
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Figure 2.2   MJJAS mean simulated Δδ18Op with speleothem MH-PI values. Left: Mhdry – PI; center: 
MHgs – PI; right: MHgs – Mhdry. Colored contours are isotope ratio differences (in ‰). Dots are 
locations of 5 Chinese speleothems, colored using the same scale, for the MH – PI difference. Blue box 
outlines the EASM region used in this study. From south to north, speleothem records are: Dongge cave 
(Dykoski et al., 2005; Wang et al., 2005), Chongqing cave (west, Yang et al., 2019), Lianhua cave (east, 
Cosford et al., 2008), Sanbao cave (Dong et al., 2010), Jiuxian cave (Cai et al., 2010) 
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Figure 2.3   MJJAS mean Δδ18Op of the 5 EASM speleothem locations for the MHdry – PI (brown), MHgs 
– PI (green), and proxy values (black crosses). Simulated results are shown with +- 1.96*σ2 bars. 
Speleothems abbreviations are Chongqing (CQ), Jiuxian (JX), Sanbao (SB), Lianghua (LH), Heshang (HS), 
and Dongge (DG) 
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Figure 2.4   The MJJAS mean tag decomposition of ∆δ18Op for the EASM region. A) Ftag, B) Dtag, and C) the 
three-term decomposition where f-term are red dots, D-term blue dots, and covariance black dots. D) 
The precipitation amount, Ptotal for the EASM MHgs and MHdry, and E) the change in δ18Op of total EASM 
precipitation for gs and dry. In all subfigures, the large dot is the 50-year mean value and the smaller 
background dots are the individual year values. In (A), (B), (D), and (E), black stars denote that the gs-dry 
difference is statistically significant (p < 0.05). In (C) red, blue, and black stars denote when the f-term, 
D-term, and covariance are significantly different than zero (p < 0.05). 

 

Figure 2.5   MJJAS fractional change in qNPA from the MHdry to MHgs, ΔqfracNPA. Fractional change is 
calculated as (qgs

NPA – qdry
NPA) / qdry

NPA. Black dashed lines denote the tag region for NPA (north Pacific). 
Red box indicates the EASM region. Green and brown lines connecting the EASM to the NPA tag region 
denote the back-trajectory calculated between the two regions. 
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NPA → EASM trajectory MHgs MHdry gs – dry 

q0 (at exit point of NPA) 38.06 36.20 1.86 

Cumulative upstream precipitation  27.96 25.91 2.05 

Cumulative upstream convergence -4.33 -5.82 1.49 

qfinal (at center of EASM region)  
 

5.77 4.47 1.30 

 

Table 2.2   The 3 components of the vapor budget along the NPA vapor transport pathway. Calculated as 
q0 – ⅀P + ⅀C = qfinal. All variables are in Kg*m-2.  
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Figure 2.6   The tag decomposition of ∆δ18Op as in Fig. 2.4, but for Western China, defined by the EASM 
box shifted 8° west. 
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Chapter 3: D-O variability in Greenland Summit δ18Op controlled by southern 
extent of sea ice in the north Atlantic during the last glacial. 
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Abstract 

Dansgaard-Oeschger (DO) events, also known as Greenland interstadial (GI) events, represent 

some of the most rapid local warming events in the paleoclimate record, and manifest as 25 

distinct peaks in the oxygen and hydrogen isotope ratios of Greenland ice cores (δ18Oice and 

δDice, or δice for short). Recent work has linked changes in sea ice concentration in the North 

Atlantic to paleoclimate changes in Greenland δice, but this relationship is still poorly 

understood. In modern day studies of Greenland, δice is strongly correlated to Greenland 

temperature. However, the δsnow – temperature relationship is complicated in studies of the 

past because the correlation changes in time, and because large changes in sea ice extent in the 

north Atlantic can reshape the moisture source distribution for Greenland precipitation. This 

study constrains the δice-sea ice relationship with the use of sea-ice experiments in a climate 

model setup. Using the isotope-enabled Community Atmosphere Model (iCAM), two sea ice 

forcing experiments are carried out: a low sea ice, warm, interstadial climate state (LGMGI) and 

a high sea ice, cold, stadial climate state (LGMGS). Water tracers are added to iCAM to detail the 

contribution of various moisture source regions to Greenland snowfall. A technique for tag-

based decomposition of Greenland precipitation shows how changes in Greenland δice during GI 

events can be largely explained by the dramatic increase of moisture sourcing from the 

Greenland, Norwegian, and Icelandic (GIN) seas and the north Atlantic during the wintertime 

(Dec. through Feb., DJF). This increase is modulated by the presence of sea ice in the GIN + 

north Atlantic region, because sea ice acts as a cap on the ocean, preventing evaporation. These 

results provide important context for sea-ice reconstructions of the north Atlantic during DO 

events. This work expands upon previous findings indicating that Greenland ice core DO signals 

are highly related to the amount of evaporation occurring in the north Atlantic by providing a 
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quantitative assessment of the role of sea-ice location in the North Atlantic on the isotope ratio 

of snowfall in Greenland.  

Introduction 

Greenland ice cores have provided an irreplaceable wealth of knowledge on the state of 

the climate during the most recent glacial period. Among the most well-known findings is the 

millennial-scale variability of North Atlantic and Greenland temperature (Bond et al., 1997; 

Schulz, 2002; Voelker, 2002; Genty et al., 2003), which is punctuated by anomalous warm 

events known as Dansgaard-Oeschger (DO) events (Dansgaard et al., 1982; Dansgaard et al., 

1993). During DO events, Greenland and the North Atlantic experienced rapid warming in as 

little as a few decades (Severinghaus & Brook, 1999; Lang et al., 1999). DO events have been 

linked to large scale changes in the Atlantic Meridional Overturning Circulation (AMOC) (Blunier 

& Brook, 2001) through proxies of ocean salinity (Elliot et al., 2001) and North Atlantic 

Deepwater formation (NADW) (Rasmussen & Thomsen, 2004). Several landmark ice coring 

efforts across Greenland have revealed the large-scale geographic context of DO events 

(Johnson et al., 1992; Grootes et al., 1993; Charles et al., 1996; Johnsen et al., 2001; North 

Greenland Ice Core Project Members, 2004). D-O events are often considered as synonymous 

with Greenland interstadials (GI), or the warm excursions from the cold climate of the last ice 

age (Greenland stadials, GS). GS-GI transitions have been a research area for many decades 

because these transitions are examples of abrupt climate change events that provide critical 

context for the modern warming world (Severinghaus et al., 1998; Marcott et al., 2013), the 

cause of DO events is still unclear (Boers, 2018), and the climate effects of rapid warming 

during the last glacial have a global fingerprint (Brook & Buizert, 2018). 

Climate anomalies associated with GS-GI transitions are most notable in the oxygen 

isotope ratio of Greenland ice, δ18Oice. Dansgaard first detailed the positive correlation between 

δ18Osnow and the temperature of clouds during snowfall creation (Dansgaard, 1953; Jouzel & 

Merlivat, 1984), referred to as the temperature effect, and quantified by the quotient α = Δδ18O 

/ ΔT. Paleotemperature reconstructions that utilize the temperature effect hinge on the 

assumption that the spatial relationship between δ18O and T in the modern day, αspatial, 
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sufficiently approximates the temporal relationship, αtemporal, and that αtemporal does not change 

in time. The modern value of αspatial is approximately 0.67‰K-1 (Dansgaard, 1964; Johnson et al., 

2001). Across several GS-GI transitions and several Greenland ice cores, the ∆δ18Oice ranges 

from approximately 2.5‰ to 5.5‰ (Guillevic et al., 2012 Table 3; Bagniewski et al., 2017), 

implying an approximate ∆T of 3.7  – 8.2 K (here, and for the rest of this paper, the letter ∆ 

represents the GI minus GS difference, or the GS-to-GI change).  

The assumption that the modern αspatial = αtemporal was challenged by temperature 

reconstructions from analytical techniques that are generally agreed to be more accurate 

paleothermometers, such as borehole temperature inversion (Cuffey et al., 1994; Johnson et 

al., 1995) and δ15N diffusion (Severinghaus et al., 1998; Landais et al., 2004; Huber et al., 2006; 

Buizert et al., 2014). These techniques suggest ∆T of approximately 9 – 16 K, or roughly double 

that of the water isotope-based reconstruction (Lang et al., 1999; Severinghaus & Brook, 1999, 

Guillevic et al., 2012). Similar results were found in earlier studies of the LGM-pre Industrial 

temperature difference (Jouzel et al., 1999; Krinner & Werner, 2003). It is clear that α is not 

constant in time, and the use of δ18Oice as a paleothermometer is hindered by an incomplete 

understanding of the role that different climate regimes (e.g. stadial vs. interstadial) have on α.  

While the use of δ18Oice as a paleothermometer contains known problems, δ18Oice is 

thought to have relationships with other paleoclimate variables; of particular interest for this 

study is the δ18Oice-sea ice relationship and seasonal movements of the sea ice edge. The 

seasonality of precipitation in Greenland has a large impact on δ18Oprecip and therefore δ18Oice, 

and it is highly likely that the seasonality of precipitation changed between GS and GI periods 

(Thomas et al., 2008). For example, if most precipitation occurs in the summertime, annually 

averaged δ18Oprecip will have a “warm bias” (Krinner et al., 1997; Werner et al., 2000), which can 

obfuscate isotope-based temperature reconstructions if the proxy is not seasonally laminated 

(Johnsen et al., 2001). Additionally, the evaporation source location plays a large role in 

δ18Oprecip by determining the initial condition of the δ18Ovapor that eventually forms into 

Greenland snowfall. The role of evaporation source location is complicated during the last 

glacial period by seasonally and climatologically varying sea-ice concentration (SIC) in the 

nearby Atlantic, which is the primary moisture source for much of central and southern 
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Greenland. Sea ice acts as a semi-impermeable barrier between the ocean and atmosphere, 

restricting oceanic evaporation and reducing the vapor availability from regions with large SIC. 

Furthermore, sea ice has dramatically different surface characteristics compared to the open 

ocean, including albedo and roughness, which can alter the direction and magnitude of 

moisture transport through shifts in atmospheric circulation.  

Numerous studies have utilized isotope-enabled general circulation model simulations 

to better understand the role of SIC and precipitation seasonality on Greenland ∆δ18Oice 

(Joussaume et al., 1984; Jouzel et al., 1994; Krinner & Genthon, 1998; Krinner & Werner, 2003; 

Li et al., 2005; Sime et al., 2019). Results of these efforts have yielded significant improvement 

in the physical basis for sea ice-forced shifts in ∆δ18Oice. Other modeling ventures have utilized 

“tagging” technology to specifically highlight the role of moisture source changes on Greenland 

paleohydrology (e.g. Werner et al., 2001; Sodemann et al., 2008a; Nusbaumer et al., 2019; 

Cluett et al., 2021). Generally speaking, tagging experiments (or equivalent methods) revealed 

that the primary moisture source for Greenland precipitation is the north Atlantic, but there is 

considerable variability in sourcing for different parts of Greenland. The north Pacific and 

Eurasia are larger contributions to northern Greenland, whereas the north hemisphere Atlantic 

Ocean and associated seas compose the overwhelming majority of southern and western 

Greenland precipitation. Moisture source regions tend to not change under climate change 

scenarios to first order – that is, evaporation basins that supply large amount of vapor to 

Greenland continue to do so, even in the context of large climate change events. However, 

smaller changes in the amount of vapor coming from each evaporation region does change. 

Atmospheric circulation near Greenland is robust to large scale changes in the climate system 

(e.g. from the PI to the LGM, Werner et al., 2001). Here we seek to evaluate moisture source 

location changes attributed to DO/interstadial events.  

Objectives 

The fundamental question of “what controls GS-GI variability in Greenland ice core 

∆δ18O?” is still unsettled. In the modern day, T is one prominent driver of δ18Op, but this 

relationship is known to change in time. Recent advancements have demonstrated that 
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reasonable estimations of ∆SIC can induce proxy-appropriate climate shifts in Greenland, but 

these effects are not sufficiently quantified. Quantification of these climate factors is a 

necessary step towards useful model-guided interpretations of Greenland ice cores. In Chapter 

2 of this dissertation, tag- and isotope-enabled model simulations enabled direct quantification 

of the role of moisture source changes and vapor source isotope ratio changes on total ∆δ18Op. 

In this chapter, the same approach is utilized to quantify the role of changes in SIC on 

Greenland ∆δ18Op by simulating high- and low-SIC climates, representative of GS and GI climate 

states, respectively. All analyses focus on the region of Greenland Summit. First, the tag 

decomposition of Greenland Summit snowfall is computed, highlighting the Summit moisture 

budget and the isotopic composition of tagged precipitation. This decomposition indicates that 

sea ice in the GIN seas (Greenland, Irminger, Norwegian seas) plays a critical role by preventing 

evaporation during wintertime. This effect alone explains the majority of the Greenland ∆δ18Op 

signal.  

Methods and materials 

Isotope-enabled CAM 

This study utilizes an atmosphere-only modeling setup of the Community Earth System 

Model v 1.2 (CESM 1.2, Hurrell et al. 2013) with isotope-enabled Community Atmosphere 

Model (iCAM 5, Nusbaumer et al. 2017) and Community Land Model (iCLM 4.5, Lawrence et al. 

2011; Wong et al. 2017) active. 200 years are simulated, with the first 50 removed to allow 

ample model spin-up, and the last 150 years are averaged to calculate equilibrium climate 

states. Three simulations are carried out in total: a pre-Industrial control (PI), an interstadial 21 

ka with low sea ice fraction (LGMGI), and a stadial 21 ka with high sea ice fraction (LGMGS). The 

PI experiment follows protocols of the CMIP6 piControl experiment (Otto-Bliesner et al. 2016). 

LGM sea-ice setup and experimental design 

For the interstadial climate state, the LGMGI, the simulation uses mean annually cycling 

sea ice concentration (SIC) and sea surface temperatures (SST) from a previously run, fully 

coupled simulation of the LGM with the Community Climate System Model v4 (CCSM4), the 

most recent predecessor to CESM. This simulation was forced with PMIP3 specifications for the 
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LGM, including orbital, greenhouse gas, and vegetation, and have a different continental 

border, topography, and land ice extent than the PI, to more accurately reflect the LGM. The 

SIC from the LGMGI simulation is augmented to simulate a colder (stadial) climate by adding sea 

ice to the Irminger and Labrador seas, as well as the northern Atlantic Ocean just south of 

Greenland (Sarnthein et al., 2003; Li et al., 2010). Mean annual SST and SIC southern extent are 

shown in figure 1. SSTs are changed to reflect the changing sea ice boundary – as sea ice is 

progressively moved southward, the surrounding sea surface must get colder to realistically 

support the presence of sea ice. Southern boundaries of the sea ice extent for the LGMGS 

simulation were chosen among a series of sensitivity experiments that added sea ice further 

south until the cooling consistent with GI-GS transitions was achieved. An assessment of the 

direct temperature and isotope ratio response relative to the guiding proxy records is given 

below. While the southern extent of GS sea ice is appropriate based on some proxy 

assemblages, the seasonality of sea ice is probably overstating the sea ice retreat during stadial 

summers. In the eastern north Atlantic, the simulated sea ice edge is approximately the same 

latitude as in the western north Atlantic, whereas the real sea ice edge has longitudinal 

variability, with sea ice in the eastern north Atlantic being displaced far to the north compared 

to the western. Currently, the sea ice edge retreats to the same latitude as in the GI experiment 

during JJA, which is probably not the case for the real GS climate.  

Tagging setup 

In all simulations, iCESM is modified to include 8 location-based water tracers, or tags, 

shown in figure 2. Location-based tags utilize iCAM’s existing hydrologic framework by assigning 

a new named “type” of water to the atmospheric vapor budget that results from surface 

evaporation within the tag region (referred to as “evaporation-based tracers” in Fiorella et al. 

2021, see also Nusbaumer et al., 2017). These tags are preserved as vapor is moved horizontally 

and vertically along advection pathways, altered through phase changes, and as vapor 

condenses into precipitation, upon which point the tag is reset (Singh et al., 2016a; Singh et 

al., 2016b). Tags are purely passive tracers – they do not interact with or alter the solutions to 

the physics and dynamics calculated by the model.  

https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2021MS002648#jame21442-bib-0150
https://agupubs.onlinelibrary.wiley.com/doi/full/10.1029/2021MS002648#jame21442-bib-0151
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Each tag is defined by one or more rectangular boxes, which are determined using a few 

criteria. Because of the high computational cost of adding tracers to the model, the tag layout 

first strikes a balance between relatively high-resolution near the area of interest, and lower 

resolution further away. Tag regions are then assigned based on shared geographic and 

climatological features. Coordinates for large bodies of water (e.g. the Greenland, Icelandic, and 

Norwegian Seas) and continents/land regions (e.g. Northern Eurasia) are approximated to the 

nearest 2.5 degree. Tags are composed of either completely continental evapotranspiration or 

oceanic evaporation; the tagged evaporative flux into the model’s atmosphere is masked by the 

relevant surface fraction to account for this.  

Decomposition of Greenland Summit Δδ18O 

The tagging decomposition is thoroughly described in Chapter 2 Methods and materials, 

and is briefly described here. Two variables are calculated: 1) ftag, the fraction of total 

precipitation that each tag composes; 2) Dtag, the base-case-adjusted isotope ratio of tagged 

precipitation (Dtag = δ18Otag ‐ δ18Ototal
GS ; here the LGMGS experiment is our base-case). The 

isotope ratio change of total rainfall, ∆Dtotal, is: 

∆Dtotal = ∑ fi
GI * Di

GI‐ fi
GS* Di

GS 

i∈tags

 

which can be rearranged to show 

∆Dtotal = Δδ18Ototal = ∑ [∆fi*Di
GS]+[ΔDi* fi

GS]+[∆fi*ΔDi]

i∈tags

 

This partitions the total isotope ratio change into three physically distinct terms: 1) GI-GS 

changes in ftag with Dtag held constant at the control (GS) value; 2) GI-GS changes in Dtag with ftag 

held constant at the control value; 3) GI-GS changes in Dtag and ftag combined, referred to as 1) 

the f-effect, 2) the D-effect, and 3) the covariance. The decomposition is computed for the 

model grid cell nearest to the Summit ice core location. 

 In addition to the tag-based decomposition, the above equations are modified to a time-

based scheme, where time is represented by 3-month averages (DJF, MAM, JJA, and SON, 

referred to as seasons). In the above derivations, the subscript “tag” is substituted for the 
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subscript “season”. This restructures the decomposition to reflect total precipitation at 

Greenland as the sum of different seasonal contributions. Both fseason and Dseason are calculated 

the same way as ftag and Dtag.  

Results 

Model results for ∆T, ∆δ18Op 

 The simulated changes in LGMGI - LGMGS ∆T and ∆δ18Op are compared to proxy-

approximated (and isotope-independent) Greenland ∆T and ice core records of ∆δ18Oice. While 

no single ∆T or ∆δ18Oice value for GI-GS difference exists, this study surveys and averages from 

the existing literature to assign an appropriate range of values for the ∆T and ∆δ18Op (e.g. 

Johnsen et al., 2001; NGRIP Project Members, 2004; table 2 from Wolff et al., 2010 and 

references therein; table 3 from Guillevic et al., 2013; Seierstad et al., 2014; Buizert et al., 2015; 

Sime et al., 2019). In doing so, this project attempts to compare an approximation of a general 

stadial climate to a general interstadial climate forced by changes to sea ice concentration plus 

some small changes in SSTs alone; we do not seek to reconstruct any one interstadial/DO event 

in particular. The sea ice forcing what chosen to characterize typical GS-GI transitions that 

occurred during the last glacial period. The model results fall within the suite of available proxy-

based reconstructions and paleoclimate datasets: within the ranges of 5.5 – 14 K for ∆T, and 2.5 

– 5.5 ‰ for ∆δ18O. Figure 3 shows the simulated ∆T and ∆δ18Op. Both ΔT and Δ δ18O fall within 

acceptable ranges. For the approximate location of Summit (72.5° N, 37° W), the interpolated 

values for ∆T and ∆δ18Op are 7.97 K and 3.17 ‰ respectively.  

Summit tag Δδ18O decomposition   

Figure 4 shows the annual mean tag decomposition of Greenland Summit Δδ18Op and 

figure 4a shows the tagged precipitation amount in mm/day, Ptag, for the GI (green dots) and GS 

(brown dots) experiments at the point 72.5° N, 37° W, the approximate location of Summit 

Greenland. In the interstadial climate (green dots), precipitation amount increases for every tag 

compared to the stadial case (brown dots), except for the NEA tag where this is a slight 

decrease. Subfigure 4b shows the ftag for both experiments. The GIN and A45 tags represent the 

largest contributions to total Summit precipitation, indicating a strong Atlantic influence from 
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the south and east. During interstadials, Greenland precipitation is largely composed of GIN 

vapor (42.5%) and then A45 vapor (23.7%), with the rest of the tags each individually < 10%. 

During stadials, precipitation composition favors A45 (28.9%) and GIN vapor (19.5%), and the 

remaining 51.6% is roughly equally divided among SNP, NEA, LND, LGN, and ROW. Δftag is large 

and positive only for the GIN tag and very weakly positive for the LHB tag (where Δ refers to the 

GI-GS, or green dots minus brown dots); for every other tag, Δftag is negative. This indicates a 

fractional shift towards predominantly local, eastern, and southeastern Atlantic vapor sources, 

and away from distant oceanic and land based source during interstadials.  

The GI-GS shifts in ftag are largely attributable to a sharp increase in the vapor 

contribution of the GIN tag to total Summit precipitation. Figure 4a showed the strong increase 

in GIN precipitation amount during interstadials, whereas all other tags had comparatively 

weaker increases. GIN precipitation increases from approximately 9.38 mm to 35.82 mm, a 

fractional increase of 282%. Alternatively, the A45 tag’s fractional increase is 43.8%, and other 

tags are all < 50%. Thus, while there is an increase in the amount of precipitation formed from 

all sources during GI events except NEA, the apparent decrease in ftag for the minor sources (e.g. 

figure 4b tags SNP, LND, etc.) occurs because the large increase in GIN precipitation forces the 

total amount of Summit precipitation to be much greater, making the other tags less significant 

(lower values of ftag). The dramatic increase in GIN precipitation during interstadials is driven by 

the removal of sea ice, which occurs predominately in the GIN region, during interstadial 

events, resulting in large increases in potential evaporation over the newly exposed liquid 

ocean surface.  

Figure 4c shows Dtag, the adjusted isotope ratio of the tagged precipitation. Dtag adjusts 

the conventional isotope ratio, δtag, to highlight enrichment or depletion relative to the control 

isotope ratio, the GS δSummit. Using this convention, negative values of Dtag are tags that have 

isotope ratios less than the control (GS) isotope ratio for total Summit precipitation, and vice 

versa for positive values of Dtag. To first order, Dtag appears to be negatively correlated with the 

nominal distance between tag location and endpoint location. For example, vapor from the 

subtropical North Pacific (SNP), a distant source region, is more depleted than vapor from the 

subtropical Atlantic (A45), a nearby source region. This is likely due to increased distillation on 
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longer vapor transport paths. Inter-tags D differences are an order of magnitude larger than 

intra-tag difference. For example, the difference between DSNP and DA45 is approximately 25‰, 

whereas the difference between the GI DSNP and GS DSNP is approximately 2.5‰ (likewise for all 

other tags). This suggests that vapor source location plays a larger role in driving tag-specific 

isotope ratios than the climate changes associated with the two experiments. As such, one 

might expect that changes in the vapor source distribution (∆ftag) play a larger role in shaping 

overall Summit δ18Op.  

Figure 4d shows the 3-term decomposition of the GI-GS Δδ18OSummit, i.e. the f-term (red 

dots), D-term (blue dots), and covariance (black dots). The majority of the 3.25 ‰ Δδ18OSummit 

signal is driven by the f-term for the GIN tag, indicated by the relatively large positive value of 

the f-term (red point). This results from a combination of positive ∆fGIN and positive DGIN: by 

greatly increasing the amount of relatively enriched vapor source, the overall contribution of 

the GIN tag is to shift Summit ∆δ18Op towards the positive. The f-term contribution of SNP and 

the D-term of A45 also have a relatively minor enriching influence. For the f-term of SNP this 

occurs for the opposite reason of the GIN tag: by reducing the contributions from a relatively 

depleted tag, the overall contribution of SNP is to shift total Summit ∆δ18Op towards the 

positive. The D-term of A45 results from the combination of positive ΔDA45 and a relatively large 

value of GS fA45. By increasing the isotope ratio of a relatively important tag (i.e. high value of 

ftag), the influence of A45 is to shift total Summit ∆δ18Op towards the positive. The sum of the f-

terms for GIN and SNP plus the D-term for A45 equals 3.62‰, representing 111.4% of the total 

∆δ18Op signal. The remaining tags have weak negative influences that draw the total ∆δ18Op 

towards the negative. The sum of all blue, red, and black dots in figure 4d equals the total 

∆δ18Op signal (3.25‰). 

To demonstrate the importance of the GIN tag to Summit ∆δ18Op, the decomposition of 

Summit precipitation was recalculated by assuming that the only change that occurred was the 

change in ∆P for the GIN tag, i.e. all values for Ptag and Dtag were kept constant at the control 

(GS) value, except for the value of PGIN. From this, Ptotal, ftag and the total Summit ∆δ18Op was 

recalculated as ∆δ18Op  = ∆Σ(ftag*Dtag), which, for this thought experiment, is equal to 

approximately 3.29‰. This suggests that by increasing the amount of GIN precipitation at 
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Summit by 282% during interstadials, the isotope ratio increases by 3.29‰, a change that is 

comparable to the simulated isotope ratio change of 3.25‰. This demonstrates a mechanism 

by which Summit δ18Op can change simply by removing (or adding) a capping layer of sea ice to 

the primary vapor source region. 

Seasonal Δδ18O decomposition   

To examine the role of seasonality on ∆δ18O, the decomposition is computed in terms of 

time (seasons) rather than space (the tags). In the decomposition derivations, subscripts “tag” 

 are replaced with “ssn” (season), which partitions the total precipitation amount into partial 

contribution from each season, identical to how the tagging decomposition partitioned total 

rainfall into contributions from various tags. Figure 5 shows the time-based decomposition for 

Summit precipitation, with time spanning the 3-month averages of DJF, MAM, JJA, and SON, 

which are referred to as seasons. The 4 main rows of the decomposition are as in the tag-based 

decomposition: A) Pssn, B) fssn, C) Dssn, and D) the 3-term decomposition. As expected, figure 5a  

indicates that in all seasons, GI precipitation is greater than GS for Summit. Figure 5b 

demonstrates the dramatic shift in precipitation seasonality between the LGMGS and LGMGI. In 

the GI climate, precipitation is approximately evenly spread across the entire year, with each 3-

month season representing anywhere from 20% – 30% of total annual rainfall, whereas 

precipitation is partitioned into classic summer and late summer months (JJA and SON) in the 

GS climate. The higher fssn during JJA and SON is due to the retreat of southern sea ice during 

these seasons, which is particularly pronounced in the GS due to the very little amount of 

precipitation occurring in the other two seasons. Figure 5c, the adjusted isotope ratio, also 

demonstrates a strong change in the seasonal cycle. For the warm, interstadial climate, Dssn 

(and, equivalently, δ18Ossn) is relatively similar throughout the seasonal cycle, with Dssn values 

just slightly more enriched than the control total δ18Ototal. Over the entire year, Dssn changes by 

10‰ at most. In the stadial climate, on the other hand, Dssn changes by approximately 30‰ 

over the year. 

Figure 5d shows the seasonal decomposition of Summit ∆δ18O. In all seasons, the D-

term is positive, indicating that the enrichment across all seasons during interstadials is a large 
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factor in the total ∆δ18O signal; the sum of the 4 D-term (blue dots) equals 4.36‰, which is 

134% of the total ∆δ18O signal. Additionally, each season has a negative f-term, indicating that 

the shifts in seasonality coincide with shifts towards seasons with low isotope ratios or away 

from seasons with high isotope ratios during GI events. For example, in DJF ΔfDJF is positive, and 

control (stadial) DDJF is negative, which is a shift towards a highly depleted season. On the other 

hand, in JJA ΔfJJA is negative, and control (stadial) DJJA is positive, which is a shift away from a 

highly enriched season. In this sense, interstadial events have a “cold bias” that leads to 

reductions in isotope ratio, and, equivalently, stadials have a “warm bias” that is leads to 

increases in isotope ratio. These so-called seasonal biases are outweighed by the D-terms, 

however, indicating that shifts in the seasonal isotope ratio is more important than shifts in 

precipitation seasonality. Finally, the covariance value for DJF is the strongest of the covariance 

influences on the total ∆δ18O signal. This value is the combined result of positive ΔfDJF and 

positive ΔDDJF. The covariance value of DJF compensates for the negative value of the f-term in 

DJF – because the f-term uses the product of Δf and the stadial D, if the stadial D is much 

different than the interstadial D, the f-term will be biased towards the stadial D value. This is 

the case for DJF, but it is accounted for in the covariance term.  

Sea ice control on vapor sourcing and atmospheric circulation 

 Figure 4 shows that by increasing the amount of precipitation coming from the GIN tag 

alone, nearly the entire Summit Δδ18Op signal is achieved. Figure 6 shows the seasonal cycle of 

the southern extent of sea ice and oceanic evaporation for the interstadial, stadial, and GI-GS 

difference. Clearly, evaporation in the north Atlantic is restricted by the presence of sea ice in 

the model. Practically no evaporation occurs north of the 70% concentration sea ice contour in 

all simulations. There is evidence of evaporation “leaking” through cracks in the sea ice that 

expose small portions of the ocean surface, the physical phenomenon known as sea ice leads. 

In the model sea ice fields, this is directly related to sea ice fraction. The sea ice edge usually 

transitions very quickly from low to high sea ice fraction in the model, which is potentially an 

unrealistically strong gradient. The sea ice distribution changes are most pronounced in the GIN 

tag region during the months of DJF and MAM, resulting in strong differences in evaporative 

flux. This increased flux is reflected in the f-term of GIN from figure 4d.  
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Figure 5d shows how ΔDDJF was an important source of enrichment for the total Summit 

Δδ18Op signal – i.e. during GI events, DJF precipitation was much more enriched, resulting in 

large positive D-term and covariance values, accounting for most of the total signal. This is also 

likely related to changes in sea ice presence over the GIN tag region. Oceanic evaporation is 

enriched relative to other sources of atmospheric vapor, such as evapotranspiration or 

sublimation from snow/ice. Over sea ice, CESM sublimates the most recent layer of snow into 

vapor, which is then passed to the atmosphere unfractionated. Snowfall over sea ice tends to 

have very low isotope ratio because it is occurring in a cold environment where much of the 

vapor has already been removed by upstream precipitation. This results in a source of 

atmospheric vapor with a large negative isotope ratio, which is reflected in ΔDDJF (figure 5c).  

Discussion 

 The role of changes in precipitation seasonality for Greenland Summit ice core isotope 

ratios are well-documented in the literature for DO variability. Seasonality has been shown to 

induce a “warm bias” during stadials by hindering wintertime precipitation over Greenland 

Summit, thus partitioning a large fraction of the total annual rainfall in the summertime. In 

doing so, the isotopes of precipitation are imprinted with the associated summertime climate 

signals. The results of this study confirm these patterns. The modeled GI response is to increase 

the fractional amount of wintertime precipitation that occurs, compared to the GS. In the 

seasonal decomposition, this is seen most evidently as a wintertime signal for the GIN tag, 

where increased isotope ratio and increased fractional contribution during DJF induce the 

majority of the total isotope ratio signal. While the warm bias for stadial climates exists in these 

results (i.e. a higher fraction of annual precipitation occurs in JJA during stadials), the total GS-

GI isotope difference is most influenced by changes to the isotope ratio of precipitation during 

DJF, where the dramatically increased δ18Op of GI climates forces large D-effect and covariance 

values.  

 From the spatial perspective, these results provide the first quantification of how 

changes in moisture sourcing influence Greenland Summit isotopes. By adding sea ice to the 

GIN tag region in the GS climate, atmospheric circulation is changed via changes in surface 
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roughness and radiative balance. This study shows that in concert with these changes, the near 

elimination of sea ice in the GIN region, followed by a surplus of evaporation and an increase in 

the availability of GIN vapor drives the isotope shift at Greenland Summit. 

The GS sea ice distribution was chosen by a series of sensitivity experiments that 

determined how much sea ice was needed in the north Atlantic before simulated Greenland 

temperatures were accurately reflective of the ice core temperature reconstructions. The 

target temperature change is known, and the boundary conditions are adjusted until that 

temperature change is achieved. A further refinement of the approach could utilize a physically-

based model of  sea ice biased to bring the simulation into agreement with  proxies of sea ice 

extent, and then validate the simulated temperature and precipitation response to the 

Greenland proxies of T and P. Nevertheless, these results provide evidence that the general GS-

GI isotopic differences observed in Greenland Summit ice cores can be induced very simply by 

greatly reducing evaporation from the GIN seas during winter by the introduction of expansive 

sea ice anomalies in the North Atlantic.    
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Figures & Tables 

 

Figure 3.1   Sea ice southern extent and annual mean SST for warm/LGMGI (left) and cold/LGMGS (right). 
SSTs are shown as colored contours in °C. Sea ice southern extent is shown as black contour line, thick 
lines are the March boundary and thin lines are the September boundary (both defined by 40% ice 
concentration). 
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Figure 3.2   The tag layout. In blue (top) are the oceanic tags, where evaporation is multiple by the 
fraction of the model grid cell that is covered by an ocean. In green (bottom) are the continental tags, 
similar to the oceanic tags, but masked by the land fraction of each grid cell. Inlays of Greenland are 
shown to the right for both oceanic and continental tags to highlight local tag detail. All land surfaces are 
assigned a tag, but not all oceanic surfaces are. Non-tagged oceanic surfaces (including the southern 
hemisphere oceans, the Indian Ocean, and the Arctic Ocean) are included in the ROW tag calculation.  
See metadata in Table 3.1 

 

Table 3.1   The tag layout metadata 
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Figure 3.3   Temperature and precipitation isotope ratio changes during GI, GS, and the GI-GS difference. 
A) Annual mean 2m air temperature for the LGMGS (left), LGMGI (middle), and LGMGI – LGMGS difference 
(right); B) annual mean amount-weighted δ18Op  for the same climates as in (A).  
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Figure 3.4   Decomposition of annual sum Greenland Summit precipitation into tag regions. In (A) – (C), 
and (E) – (F), green dots and bars represent the LGMGI and brown the LGMGS. A) Ptag, the total 
precipitation (mm/day) from each tag; B) ftag, the fractional vapor contribution to total Greenland 
Summit precipitation. C) Dtag, the adjusted isotope ratio of tagged precipitation; D) the three-term 
decomposition of Greenland Summit Δδ18Ototal (see Methods); E) the total annual Greenland Summit 
precipitation amount F) the annual mean, amount-weighted isotope ratio of Greenland Summit 
precipitation 
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Figure 3.5   Decomposition of Greenland Summit precipitation into seasons. In all rows, the x-axis 
denotes the 3-month seasonal average, i.e. DJF, MAM, JJA, and SON. In (a) – (c), green dots are values 
from the LGMGI simulation and brown dots are from LGMGS. A) Pssn, the distribution of Greenland Summit 
precipitation (in mm/day) across the season; B) fssn, the fractional contribution of each season to total 
annual Summit precipitation; C) Dssn, the adjusted isotope ratio of rainfall for each season; D) the three-
term decomposition (f-term in blue, D-term in red; covariance in black); E) and F) the total precipitation 
amount (mm summed over the year) and δ18Op for annual mean Summit precipitation (same subfigures 
as in fig 3.4). 
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Figure 3.6   Evaporation and sea ice extent across the seasonal cycle. Rows represent the LGMGI and 
LGMGS experiments, with the last row as the GI-GS difference. Columns are ordered in time as DJF, 
MAM, JJA, and SON averages. Colored filled contours are the evaporative flux, in mm/day. Line contours 
are the southern extent of sea ice for the 30% (thin line) and 70% (thick line) concentrations. In all 
subfigures, red lines are the sea ice extent for LGMGI and black lines are for LGMGS.  
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Figure 3.7   1 hour back-trajectories of A45 tagged vapor with evaporation contours and sea ice 
southern extent, all using DJF data. Thin lines converging at Greenland Summit are the trajectories 
(calculated as backwards trajectories) from the A45 tag region to Greenland Summit. Bold lines are the 
southern border of 70% SIC. For all line contours, red represent the LGMGI and black represents the 
LGMGS. Blue filled contours are the GI-GS difference in evaporative flux. (B) - (E) are 4 variables 
calculated along the trajectories, oriented from source to Greenland going left to right: B) sea ice 
concentration; C) cumulative precipitation (⅀P*ΔT); D) log of column integrated q, the mixing ratio of 
water vapor; E) δ18Ov, the oxygen isotope ratio of column integrated water vapor. 
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General Conclusion 

 Isotope-based proxies provide unique and important information on the state of past 

hydroclimates, but their relationships to climate phenomena, both large-scale and small-scale, 

and in both time and space, are not well constrained. This critical knowledge gap hinders the 

potential power of isotope proxies. For example, tropical δp-based proxies are thought of as 

representative of changes in precipitation amount, but it is known that δp integrates more 

climate information than simply how much rain fell at a particular location. Knowing that 

rainfall changes occurred is one thing, but a more consequential follow-up question is “why did 

that change occur?”. Answering this question provides more detailed insight into past climate 

states and provides an analogue for application to future climate change. Furthermore, while δp 

may be related to rainfall amount via amount-effect-like correlations, the amount-effect never 

explains all the variance in δp. Isotope proxies are increasingly being thought of as surveyors 

and integrators of circulation-scale atmospheric dynamics. This dissertation presents evidence 

that δp can be considered through the perspective of shifts in the spatial variability of moisture 

sourcing, shifts in the fractionating influences of hydrologic processes, and shifts in the 

pathways between the vapor source and precipitation sink.  

 For any given location, δp is ultimately very simple if you are a climate model. 

Evaporation provides vapor of a particular isotope ratio to the atmosphere above. This vapor is 

then moved around via winds; some of it makes it to the location at hand, condenses in clouds, 

and falls to the ground. Along this path, isotopic fractionation occurs at three points: 1) 

evaporation from the surface, 2) precipitation events during vapor transport, and 3) 

condensation into cloud drops. Ignoring the non-fractionating effects of mixing (which is 

enabled through the use of water tracers), from the initial evaporation source to the eventual 

precipitation sink, the sum of these three terms constitutes the isotope ratio of precipitation 

for a given moisture source, and the weighted average of all vapor sources constitutes the total 

precipitation isotope ratio. In this sense, δp is the end-member of cumulative upstream and 

local fractionation processes; by accumulating these fractionations, one completes the source-

to-sink diagram of δp. This is true regardless of geography – the poles, the equator, and 
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everywhere in between follow this basic isotopic circulation. This approach formed the 

backbone for the analyses from chapter 2 and 3, and by quantifying the bulk effects of 

fractionation at the three points along the vapor transport, the upstream influences of 

fractionating effects on local isotope ratios along a few vapor streamlines were achieved.  

 The need to determine circulation-scale influences on local δp establishes a critical 

conclusion from this dissertation: accurate and useful interpretations of δp-based proxies 

necessitate the use of an isotope-enabled atmospheric circulation model. If changes in δp are to 

be thought of as reflecting changes in upstream circulation, one must have access to the 

complete upstream climate, which is only achievable via a circulation model. Despite attempts 

to expand the spatial extent over which they may be interpreted, δp-based proxies remain 

inherently restricted by their point-based nature, and as such require a circulation model to fill 

in the gaps between their point-based nature and the circulations interacting with them.  

 The decomposition results from chapters 2 and 3 present an interesting thought 

experiment. Imagine a region where precipitation comes entirely from 4 evaporating basins (4 

tags, per the language of chapters 2 and 3). Further imagine that the isotope ratio of all tagged 

rainfall decreases in some perturbation experiment compared to a control. In the 

decomposition, this is referred to as negative ∆Dtag. In this scenario, as long as intra-tag 

variability in Dtag is sufficiently large, it is possible to construct a shift in atmospheric circulation 

that results in a higher total isotope ratio, even though the isotope ratios of the contributing 

tags were all lower. This is accomplished by shifting the pattern of moisture sourcing towards 

areas that have numerically positive contributions to precipitation isotope ratios, and away 

from areas that contribute numerically negatively to isotope ratios. This is demonstrated 

schematically in figure 1. In this hand-crafted perturbation experiment, all tagged isotope ratios 

are more depleted in the perturbation than in the control, but there is an accompanying shift in 

moisture sourcing towards tag 4 and away from tag 1. Because tag 4 is generally a tag with 

positive isotope ratio, and tag 1 with generally negative, this manifests as large positive f-terms 

for tag 1 and 4, and total rainfall isotope ratio change of about 3.5‰ compared to the control. 

This thought experiment is ultimately an extension of the results from chapters 2 and 3, where 

shifts towards the negative contributions of the Pacific were the controlling factor on EASM 
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isotopes, and shifts towards the positive contributions of the GIN tag controlled GI enrichment 

for Summit precipitation isotope ratios. These results highlighted the potential role of low-

contribution sources (e.g. the NPA and SPA), and emphasizes the fact that, for rainfall 

composed of many source regions with distinct isotope ratios, systematic shifts in moisture 

sourcing towards vapor source regions of a particular isotopic composition compose the 

majority of the total isotope ratio signal at the precipitation location.   

 Collections of spatially expansive δp-based proxies are another way in which proxy-

guided climate reconstructions can provide climate information on spatial scales larger than an 

individual proxy. In chapter 1 it was shown that zonal- and meridional-mean circulation changes 

induced similar changes in the zonal- and meridional-mean profiles of simulated δp, suggesting 

that climate phenomena that exist over large spatial scales (e.g., scales of the entire tropics) 

have a controlling influence on isotope ratios averaged over those same spatial scales. By 

expanding the δp proxy network, more accurate estimations of zonal- and meridional-mean δp 

are enabled, which further enables an accurate recreation of the related large-scale circulation 

cells. A lack of δp-based proxies in several areas of the tropics is a hinderance to the combined 

utility of models and proxies, and filling in the spatial gaps where insufficient δp-based proxies 

assemblages exist, for example in India and northern Africa (for the MH), should be considered 

a critical scientific endeavor.  
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Figures 

 

Figure C.1   The constructed decomposition of the perturbation thought experiment. In the 
perturbation, isotope ratios of each tag are more depleted than the control, but the perturbation total 
isotope ratio is more enriched than the control 

 

  

 

Δδ18Op = 3.5‰ 


