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sensor networks are quickly emerging as an important and key technology in the future. From

their ability to sense, process, and communicate data among them to being low-powered,

self organizing, and cost effective. Their characteristics made them a great tool for many

applications, they already have a role in connecting homes, cars, surveillance systems, early

earthquake and forest fire detection. However, due to their limited power and processing

energy, they suffer to maintain acceptable performance and connectivity especially when

deployed in harsh environment. In this research, we demonstrated novel techniques that can

help improve their performance while reducing energy consumption. The contribution of this

work is summarized below.

• We propose a novel approach to error correction codes in wireless sensor network. We

introduce a modification to Reed-Solomon decoding algorithm which allows errors to

occur in data without sacrificing the total integrity of the data. We show that by

deploying such mechanisms, we can reduce the total energy required to deliver data at

their destination by reducing the decoding energy per symbol/bit.

• We propose a modification on opportunistic network coding (ONC) using diversity

coding and cooperation, as well as, limiting the number of packets that can be network-

coded together to three and only encode packets that were received by relay nodes

directly. We show that using such techniques we can alleviate the issues that plague

ONC when implemented in noisy networks. We study the effect of link outages/mobility

on proposed solution and show that our proposed solution can accommodate up to one
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attack. Our security mechanism uses a combination of physical layer and cryptographic
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Chapter 1: Introduction

Wireless sensor networks have been envisioned as one of most important technologies. The

emerging advancements in the field of microelectronics and wireless communications have

allowed the development and deployment of wireless sensor networks. Wireless sensor net-

works consist of many sensor nodes that range from hundreds to thousands depending on

the phenomena being observed within an environment. These low-power small units are able

to sense, process, and communicate with each other. They are widely deployed in different

fields such as military, environment, health, and industry. Their applications range from bat-

tle field surveillance, to early earth quake and forest fire detection, to factories and highways

monitoring [1]. An example of wireless sensor networks depicted in Figure 1.1.

Figure 1.1: Wireless sensor network.

To accomplish such applications, wireless sensor networks must have the ability of self

organization, cooperative data processing, and cooperative communication between their

nodes. Due to sensor node failures, wireless sensor networks cannot always be engineered and

designed. Therefore wireless sensor networks require having random topologies particularly

in remote areas where accessibility is impossible. This demands the need of networks with ad-

hoc nature. The differences between traditional ad-hoc networks and wireless sensor networks

are summarized in [1] as follows:
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• The number of nodes in wireless sensor networks is much higher than the number of

nodes in ad-hoc networks.

• Sensor nodes are subject to failure and they are deployed in large numbers.

• The topology of wireless sensor network changes frequently due to node failures or

movement.

• Wireless sensor networks are limited in their capabilities, e.g. power, processing, com-

munication, and memory.

• Wireless sensor networks sometimes have to extract data to compute certain function

such as average, while traditional ad-hoc network are only concerned with end-to-end

communication.

• Sensor nodes might lack global identification due to their large numbers.

In wireless sensor networks usually the goal is not to collect raw data about the phenomena

being observed, but to compute an aggregate function of these data. Data aggregation, also

known as data fusion, is a method used to combine the measured data in a meaningful

way. Aggregation functions such as computing the average, the maximum, or the minimum

help in reducing the amount of data transmitted over the network and increase the network

reliability.

Sensor nodes are usually battery operated and deployed in harsh and unreachable envi-

ronments making it impossible to replace their batteries. Consequently, the wireless sensor

network is susceptible to failure due to the power depletion of some of its nodes. Therefore,

a power constraint is identified as one of the most critical challenges in wireless sensor net-

works. Most of sensor node power is consumed in communication, as much as 80% of the

total power [2]. Hence, techniques that aim toward reducing power consumption in wireless

sensor networks are necessary to extend their expected life.

1.1 Characteristics and Challenges of Wireless Senor Networks

Wireless sensor networks requirements vary base on their main functionality and the phenom-

ena being observed. This affects the number of nodes inside the network and its topology. So

an understanding of the characteristics and challenges of wireless sensor networks is essential

to build an optimal network. These characteristics and challenges are discussed in [1, 3, 4].
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1.1.1 Cost

The production cost of a sensor node or a mote should be inexpensive, since the cost of the

network is determined by the number of nodes used in this network. So to justify using

wireless sensor network, a motes price is expected to be less than one U.S. dollar.

1.1.2 Power Consumption

Power consumption is an important metric for long-term operation of wireless sensor net-

works. Each node has a limited resource of energy, usually a battery. Other sources that

extract energy from the surrounding environment can be used, i.e. solar cells. The network

lifetime is determined by the lifetime of its nodes. These nodes should be as energy-efficient

as possible. In an ad-hoc network, nodes work as routers where they forward packets from

the source to the destination aside from their original functionality. Any failure in a group

of nodes could cause a change in the topology and/or disconnectivity in some parts of the

network. Studies showed that around 80% of a nodes energy is used in communication.

Therefore, power management plans are needed to extend the expected life of wireless sensor

networks

1.1.3 Communication Medium

For most environments where phenomena are being monitored by wireless sensor networks, it

is difficult to implement a communication infrastructure. Therefore, nodes have to commu-

nicate by using wireless medium over multiple hops. This medium can be radio, infrared, or

optical. The most commonly used medium is the radio for its low production value and ease

of implementation. The wireless medium is known for its broadcast nature and superposi-

tion property. So, to transfer information from one node to another out of its reach over the

network requires cooperation between the networks nodes. This ensures connectivity which

is a global feature of interest.

1.1.4 Network Topology

Depending on the phenomena being observed, wireless sensor networks can be deployed

randomly in the environment being observed or they can be placed individually according

to a network design. In both cases topologies are subject to changes due to malfunction

of sensor nodes, change in sensors position, or out of reachability. This requires a plan for

topology maintenance.
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1.1.5 Fault Tolerance

Sensor nodes are subject to failure due malfunction, noise, or obstacles. The failure should

not affect the performance of the wireless sensor network or its functionality; this is known

as network fault tolerance or reliability. In [5] the Poisson distribution is used to model the

reliability Rk(t) to define the probability of no failure during time interval (0, t) in node k as:

Rk(t) = eλkt (1.1)

where t is the time period and λk is the failure rate.

1.1.6 Distributed Sensing and Processing

By distributing a large number of nodes in the environment being observed, more data can

be collected about the environment. This leads to better coverage than using fewer sensing

nodes with larger range where obstacles may exists. Since a large number of data can be

collected, sensor nodes might have to process these data in addition to their neighbor nodes

data in order to compute a function, i.e. max, min, and aggregate it to the sink node.

1.1.7 Scalability

Sensor nodes are deployed in large numbers in the environment being observed. Therefore,

mechanics that help working with a large number of nodes have to be addressed. Corre-

sponding to [6], a given area A with n nodes scattered in this area has a density of

µ(R) = (nπR2)/A (1.2)

where R is the radio transmission radius of a node, µ(R) is the number of nodes inside this

transmission radius.

1.2 Wireless Sensor Network Architecture

For wireless sensor networks to be able to monitor a given environment precisely, large number

of senor nodes has to be deployed. As shown in Figure 1.2, each of these sensor nodes

consists of four major components: a power unit, a communication unit, a sensing unit, and

a processing unit. The power unit has to power the node and it consists of a battery and

dc-to-dc converter. The sensing unit consists of one or multiple sensors and whose function

is to collect data from the surrounding environment. The processing unit process the data
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obtained from the sensors and other nodes. It consists of an analog-to-digital (AD) converter,

a memory, and a microprocessor. The communication unit usually uses short range radio

signals to communicate and aggregate data from one node to another and towards the sink

node. The general architecture of a wireless sensor network is depicted in Figure 1.1. The

Figure 1.2: Structure of sensor node.

scattered nodes inside the environment start collecting data about the phenomena being

observed. Then nodes start aggregating processed data toward the sink node. This method

is known as data aggregation or data fusion and is used frequently in data centric networks.

After the data arrives at the sink node, data will be forwarded to the central unit or the main

server through the Internet. At the central unit analyses are applied on the data to extract

certain features and parameters. These parameters can be used to update the network or for

taking further actions if necessary.

1.3 Connectivity

In order for wireless sensor networks nodes to transfer the collected data back to the sink

node they should maintain connectivity. Therefore connectivity is an important property

of any network. Sensor nodes communicate with each other over multi hops through a

wireless medium. Because of sensor nodes power constrains, sensor nodes usually form an

ad-hoc network with arbitrary topology. This makes it hard for network nodes to maintain

connectivity. Two major factors affecting the connectivity at each node are the transmission

range of a node and the number of neighboring nodes (density of nodes in the environment).
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For a node to expand its transmission range and its number of neighbors, it has to increase

its transmission power. Both of these factors are locally chosen by each node based on

the amount of power available for its operation. The wireless medium is known for its

broadcast nature, attenuation, superposition, and node interference. Due to this nature it

is difficult to design and/or analyze the process of transferring information over the wireless

network. The problem of connectivity lies in establishing a network that is connected with

high probability. The authors of [7,8] model wireless sensor networks as a random geometric

graphs, then evaluate the critical range at which the network will be connected with high

probability, assuming all nodes have the same transmission range. In [7], several definitions

of connectivity are briefly summarized as follows:

• Definition 1: A network is connected if there is a path exists between any two nodes

in the network. A network is m degree connected if there are m independent paths

existing between any two nodes.

• Definition 2: If every node in the network is within the transmission range of another

node then the network is connected.

• Definition 3: If a node x has m neighboring nodes, then the node degree is defined as

d(x) = m. The node is said to be connected.

In [7], the random geometric graph is described as: a disk D has a unit area in r2 where

n nodes are placed uniformly and independently. This results in a graph G(n,R(n)) formed

with a path existing between two nodes if they are within the transmission range, i.e. R(n),

of each other. Then the problem is to determine a transmission range that ensures the

probability of a connected graph goes to one as n goes to infinity. This problem is examined

in [8–10]. In [8], for a network to be connected the condition p(n)R2(n) ∼ log(n)/n should

be satisfied, where p(n) is the probability of nodes keeping active status. In [9, 10], their

result was summarized in [7] if πR2(n) = (log(n) + c(n))/n is chosen then the probability

G(n,R(n)) is connected converges to one as n goes to infinity if and only if c(n) goes to

infinity. The previous discussion concerns the transmission range. The effect of the number

of neighboring nodes on connectivity was studied in [11] and their results were summarized

in [7]. Consider the network where each node is connected to its µn neighbors defined as

G(n, µn). Then there exist constants c1 > c2 > 0 such that G(n, µn) is connected with a

probability that goes to one if µn ≥ c1logn and disconnected with a probability that goes to

one if µn ≤ c2logn, as n goes to infinity. In a later study, these two constants can be less

than one. From the above analyses the following results can be concluded. For a network to

stay connected, each node should have a minimum transmission range sufficient enough to
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maintain connectivity in between the networks nodes. It can also be concluded that a small

number of neighboring nodes are needed to maintain this connectivity.

1.4 Capacity

Wireless sensor networks are distributed multi hop ad-hoc networks. Network nodes transfer

data between each other cooperatively using a wireless channel. The nature of cooperation

between nodes can be modeled in several ways. The simplest model is known as packet

forwarding or packet relaying. All data transmitted over the channel endure attenuation and

noise. In general this affects the probability of receiving the data correctly and results in

consuming more power in order to retransmit the data again. So an important property of

sensor networks is capacity. Capacity is concerned in finding how much information can be

transmitted over the network reliably while maintaining low interference between network

nodes. It is also concerned with the effect of increasing the number of nodes on the amount

of information that can be transmitted over the network. Therefore, computing the exact

capabilities of a wireless sensor network is almost impossible. In [7], boundaries on the

capacity are presented by using two interference models, protocol and physical interference.

The definitions of these models follow.

• Protocol model: Each node has a transmission range and interference range larger

than its transmission range. Then each active transmission from x to y results in an

interference range of radius (1 + ∆)dxy centred around x, where ∆ > 0 and dxy is the

distance between x and y. A successful transmission if y is within the transmission

range of x and outside the interference range of other active nodes. This is illustrated

in Figure 1.3.

• Physical model: A successful transmission from x to y is defined if the signal-to-

interference-plus-noise (SINR) is larger than a given threshold δ.

SINR(y) =
Pxd

−α
xy∑

k∈T\{x} Pkd
−α
ky + γ

≥ δ (1.3)

where Px is the transmission power of x, α is the path loss exponent, and γ is the noise

power.

By taking advantage of the large number of nodes in the network, modeling the network as a

geometric random graph, and assuming a simple packet forwarding model, the capacity and

its related issues, such as the optimal configuration of the network, are addressed using two

metrics, transport capacity CT and throughput capacity CTH. Transport capacity measures
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Figure 1.3: (a) Successful transmission. (b) Unsuccessful transmission.

how many meters a bit is transferred toward its destination during one second and it is

measured in bit-meters/s. While throughput capacity is the maximum common throughput

each node has inside the network. A major difference between these two metrics is that the

former takes distance into consideration while the later does not The capacity limits in terms

of transport capacity and throughput capacity is computed for both models in [12, 13] and

summarized in [7]. In an optimal network when the protocol model is used CT = Θ(ω
√
An)2

and for each node√
An

π

ω√
1 + ∆

√
∆(∆ + 2)

≤ CT

≤
√

8An

π

ω√
1 + ∆

√
∆(∆ + 2)

(1.4)

For the physical model, CT = Ø(ω
√
An) for all networks and CT = Θ(ω

√
An) for op-

timal network. For the protocol model CTH(n) = c2ω/
√
nlogn is feasible while CTH(n) =

c1ω/
√
n log n is not. For the physical model CTH(n) = c2ω/

√
n log n is feasible and CTH(n) =

c1ω/
√
n is not, where 0 < c2 < c1 <∞, A is the area, and ω is node throughput bits/second.

From these results [12] concluded an optimal scheme. This scheme suggests to group nodes

into clusters with one head node for each cluster. Also [12], concludes that it is optimal for

all nodes to use the same transmission range while maintaining connectivity.
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1.5 Problem Statement and Contribution

The wireless medium is essentially unreliable and unpredictable, its links have higher high

bit error rate, their characteristics vary over short time scales, and they are susceptible to

interference due to their broadcast nature. Moreover, wireless medium is characterized as

mobile which could result in dead spots and make it impossible to maintain full network

connectivity. Therefore, introducing algorithms and mechanisms that reduce energy con-

sumption is a vital key in prolonging the wireless sensor network life. Hence, maintaining a

reliable and acceptable communication links while reducing energy consumption is foremost

the most important aspect of wireless sensor networks’ design.

In this thesis, we explore and aim to design a cheap wireless sensor network that consumes

the least amount of energy and yet it provides a reliable communication medium. The

contribution of this thesis is summarized as follow:

1. Modified Reed-Solomon Decoding algorithm:

We proposed a novel approach to error correction codes in wireless sensor network. We

introduce a modification to Reed-Solomon decoding algorithm which allows errors to

occur in data without sacrificing the total integrity of the data. We showed that by

deploying such mechanisms, we can reduce the total energy required to deliver data

at their destination by reducing the decoding energy per symbol/bit. However, we

concluded that the savings is minimal taken into account the degradation occurs in

performance. As well, the requirement for having a non-binary error correction codes

to achieve and replicate savings in decoders. As of now, the only well established

non-binary error correction codes are Reed-Solomon codes.

2. Diversity Opportunistic Network Coding with Cooperation:

Opportunistic network coding was introduced as mean to increase network throughput

by XORing two or more packets together. However, it has been shown that ONC’s bit

error rate (BER) and throughput suffer when implemented in wireless network with

noise model. We proposed a modification on opportunistic network coding (ONC)

using diversity coding and cooperation, as well as, limiting the number of packets that

can be network-coded together to three and only encode packets that were received

by relay nodes directly. We showed that using such techniques we can alleviate the

issues that plague ONC when implemented in noisy networks. We studied the effect of

link outages/mobility on proposed solution and show that our proposed solution can

accommodate up to one link failure.

3. Post-Quantum Hybrid Security Mechanism for MIMO Systems:
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We studied the security of ad-hoc networks and propose a post-quantum hybrid security

mechanism. We propose a security mechanism that take advantage of the wireless

medium hereditary nature and cryptography techniques. This state of art protocol is

able to overcome the presence of adversary eavesdropper and address man in the middle

attack. Our security mechanism uses a combination of physical layer and cryptographic

security techniques to provide best effort security.

1.6 Dissertation Outline

The rest of this dissertation is organized as follow: Chapter 2 describes the modified Reed-

Solomon decoding algorithm. In Section 2.1, we discuss the basic elements of Reed-Solomon

codes and provide an overview of the encoder and decoder. We propose our modification to

RS decoder in Section 2.2. Section 2.3 describes the system model and simulation setup. In

Section 2.4, we evaluate our proposed algorithm in term of bit error rate and power consump-

tion. We conclude our discussion in Section 2.5. In chapter 3, we propose a diversity network

coding with cooperation mechanism. Section 3.1 presents the background on network coding

and discuss specifically ONC, as well as, diversity coding, and cooperative communication. In

section 3.2, we propose our solution for network coding. We describe the system model and

setup in section 3.3. We present the simulation results and provide discussion in section 3.4.

Section 3.5, concludes our discussion in section 3.6. Chapter 4, discusses the post-quantum

hybrid security mechanism for MIMO systems. In section 4.1, we provide background on

cryptography and MIMO precoding. Section 4.2, describes the system model while section

4.3 details the proposed algorithm. Section 4.4 and 4.5, gives an account of security and per-

formance analysis,respectively. We summarize our discussion in section 4.6. In chapter 5, we

draw to close the dissertation by summarizing its contributions and propose future research

directions to reduce energy consumption in ad-hoc networks generally and in wireless sensor

networks specifically.
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Chapter 2: Modified Reed-Solomon Decoding Algorithm

Communicating data reliably from one node to another toward the sink node is the foremost

design aspect of wireless sensor networks. Thus, providing a reliable communication channel

that consumes the least power amount possible becomes essential. A classical way of doing so

is to use error control codes (ECC), such codes proved continuously their abilities in improving

communication links reliability and decreasing the required transmission power. ECC append

redundant bits or symbols to the original data to increase data resilience towards errors due to

sensors’ circuitry and the wireless medium. The appended bits or symbols later can be used to

detect or correct errors at the decoder. ECC algorithms provide multiple advantages ranging

from reducing bit error rate/symbol error rate (BER/SER), and reduce data retransmission.

However, these advantages come at extra cost of processing power consumed in the encoder

and the decoder. In several applications of wireless sensor networks, data can tolerate errors

to some degree without risking their integrity. Imagine a weather forecast sensor network that

reports temperature values to the main server periodically, if an error occurred and changed

the actual value slightly, will this have a huge impact on the integrity of the system? No,

most likely. Current ECC provide protection to the data over the network and detect/correct

errors if they exist in any part of the data. The degree of how much error can be tolerated

is determined based on application requirements. Consequently, modified ECC algorithms

that allow such behavior should be developed and investigated.

We developed a modified version of RS decoding algorithm that allows errors to occur

in data without correction [14]. To the best of our knowledge, this is the first time that

data sensitivity and error location is taken into consideration in designing error correction

techniques. All previous work investigated ECC algorithms that take into account correcting

all bits/symbols despite of their location/importance [15], [16], [17], [18]. Other researchers

used unequal ECC algorithms to provide some bits/symbols with extra protection yet they

still correct errors despite their locations [19], [20]. In [21], multiple ECC algorithms were

evaluated and shown to improve performance when compared to other techniques such as

automatic repeat request (ARQ). The latter technique depends on acknowledging the recep-

tion of the packet and re-transmitting it in case of failure. It turns out that it consumes

much more energy than that consumed in correcting the errors. We analyzed the perfor-

mance and the power consumption of the modified RS decoding algorithm over a multi-hop

additive white Gaussian noise (AWGN) channel and Rayleigh fading channels using multiple

RS codes.
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Figure 2.1: (a) Network data packet. (b) Payload bits/symbols with an indicator and thresh-
old for the proposed ECC scheme.

Basically, the algorithm uses an indicator I to identify the error location(s) and a threshold

Th to measure the error impact on the correctness of the received data. That is, if the

indicator I exceeds a certain threshold Th then the packet needs to be corrected, otherwise,

the packet is accepted and considered as a valid packet. The threshold Th placement is left

to the application developer based on the application’s data sensitivity, see Fig. 2.1 [14].

2.1 Background

RS codes were first introduced in 1960 by Irving S. Reed and Gustave Solomon at MIT.

RS codes are block codes, where data message is divided into symbols. These codes are

constructed over a finite field GF (2m); where m is number of bits per symbol. They are a

subclass of the non-binary cyclic error-correcting codes in which codewords can be generated

by adding two or more codewords, or shifting its symbols. The RS (n, k) notation is used to

represent RS codes that consist of n symbols, k information symbols, and n-k parity symbols.

These codes can correct up to t errors, where t is defined by (n−k)
2

and known as the error

correcting capability of ECC. Additionally, the minimum distance of these codes are defined

as n-k+1. The structure of RS codewords is depicted in Fig. 2.2. The parity symbols are

appended to the right or to the left of the information symbols; therefore, they are also

known as systematic codes. RS codes are suitable for wireless communication channels with

erasures and burst errors nature. Nowadays, they are widely used in digital communication

systems and digital storage.

2.1.1 Galios Field

Galois fields (GF) have many applications in coding theory. The symbols in a Reed-Solomon

code are elements of GF. Since GF consists of a finite set of elements, RS codes can be

represented by a fixed length codewords. A GF defined as GF(pm), where p is a prime number
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Figure 2.2: RS codeword structure.

and m is an integer, are compromised of polynomials of degree m − 1. These polynomials

are expressed as in equation (2.1) and their coefficients take on values in the set 0,1,..p− 1.

am−1x
m−1 + ...+ a1x+ a0 (2.1)

The elements in GF are based on a primitive element, denoted α and the elements of a GF

can be represented in index form as: (2.2).

0, α0, α1, ..., αN−1 (2.2)

When deployed in coding p is commonly set to be 2. This construct a field denoted as

GF(2m) which consists of 2m elements. If the primitive element equals 2, the power N in (2.2)

will then be N = 2m-1. The coefficients a0, a1, ..., am−1 in (2.1) take on values of 0,1 thus its

elements can be represented as a binary number. 2m elements in GF, can then be represented

as combinations of a m-bit number. If m = 4 the Galois field is GF(24) or GF(16). This

field has 16 elements, and can be represented by a 4-bit number from 0000b to 1111b or 0d to

15d.

2.1.2 Field Generator Polynomial

A Galois field can be constructed using a field generator polynomial or primitive polynomial.

This polynomial is the minimal polynomial of a primitive element of the finite extension

field GF(pm). The primitive polynomial p(x) is of degree m and is irreducible, meaning it

has no factors [22]. The primitive element is a root of p(x). By using this, all non-zero

elements of GF(pm) can be constructed using a successive power of α. A field might have

several primitive polynomials, and each primitive polynomial give a unique representation of

its elements. For instance, the field GF(16) have two primitive polynomials, p(x) = x4+x+1

and p(x) = x4 + x3 + 1 [23]. To illustrate the construction of GF(16), the prior primitive

polynomial will be used as an example.



14

When constructing the field, the primitive polynomial is set equal to zero, p(α) = 0. This

can be done because the primitive element is a root of the primitive polynomial. Then the

primitive polynomial can be written as p(α) = α4 + α + 1 = 0 which can be rewritten as

α4 = a+ 1.

To construct the whole field in polynomial form, α is multiplied at each stage. When the

polynomial form reaches α4, α + 1 is substituted in its place. The resulting terms is finally

added together using Galois field addition. The first five elements of GF(16) in polynomial

form are 0, 1, α, α2, α3, and rest of the non-zero elements in GF(16) are found in the following

way:

α4 = α + 1

α5 = α(α4) = α(α + 1) = α2 + α

α6 = α(α5) = α(α2 + α) = α3 + α2

α7 = α(α6) = α(α3 + α2) = α4 + α3 = α3 + α + 1

α8 = α(α7) = α(α3 + α + 1) = α4 + α2 + α = α3 + α + α + 1 = α2 + 1

α9 = α(α8) = α(α2 + 1) = α3 + α

α10 = α(α9) = α(α3 + α) = α4 + α2 = α2 + α + 1

α11 = α(α10) = α(α2 + α + 1) = α3 + α2 + α

α12 = α(α11) = α(α3 + α2 + α) = α4 + α3 + α2 = α3 + α2 + α + 1

α13 = α(α12) = α(α3 + α2 + α + 1) = α4 + α3 + α2 + α = α3 + α2 + α + α + 1 = α3 + α2 + 1

α14 = α(α13) = α(α3 + α2 + 1) = α4 + α3 + α = α3 + α + α + 1 = α3 + 1

2.1.3 Addition and Subtraction in Galois Field

Addition and subtraction in Galois field are done in exactly the same way using a exclusive-

OR function (XOR), or by modulo 2 addition/subtraction of the coefficients [23]. Since

addition and subtraction have exactly the same effect, addition is used when performing a
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Table 2.1: Field elements for GF(16) with p(x) = x4 + x+ 1

Index Form Polynomial

Form

Binary form decimal form

0 0 0000 0

α0 1 0001 1

α1 α 0010 2

α2 α2 0100 4

α3 α3 1000 8

α4 α + 1 0011 3

α5 α2 + α 0110 6

α6 α3 + α2 1100 12

α7 α3 + α + 1 1011 11

α8 α2 + 1 0101 5

α9 α3 + α 1010 10

α10 α2 + α + 1 0111 7

α11 α3 + α2 + α 1110 14

α12 α3 + α2 + α+1 1111 15

α13 α3 + α2 + 1 1101 13

α14 α3 + 1 1001 9

subtraction operation. In polynomial form this is written as shown in (2.3).

m−1∑
i=0

aix
i +

m−1∑
i=0

bix
i =

m−1∑
i=0

cix
i (2.3)

Since addition is a XOR operation and the coefficients can only take the value 0 or 1, ci =

0 when ai = bi and ci = 1 when ai 6= bi for 0 ≤ i ≤ m − 1.If we want to add the numbers

10 and 14 in GF(16) this will result in 4. Using a polynomial expression this results in

(x3 + x) + (x3 + x2 + x) = x2

2.1.4 Multiplication and Division in Galois Field

When multiplying two polynomials with degree m − 1, the resulting product polynomial

would have a degree of 2m− 2. In Galois field multiplication the product can not be larger

than the largest element of the field GF(2m), thus multiplication in Galois field is defined
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as the product modulo the field generator polynomial p(x) [23]. The product modulo can

be found by dividing the product polynomial by the field generator polynomial p(x), and

then take the remainder. This will always give a result that is inside the Galois field. There

are several different ways in which the remainder can be found. One possible way is to first

multiply the values using the polynomial expression, and then divide the result by the field

generator polynomial. This division is done by multiplying the divisor by a value to make it

the same degree as the dividend, and then subtracting the divisor from the dividend [23].

For example, to multiply the two values 12 and 15 in Galois field GF(16). First, we multiply

the two values using the polynomial expression. Second, we use Galois addition on the values

with the same exponents, as shown below.

(x3 + x2)(x3 + x2 + x+ 1) = x6 + x5 + x4 + x3 + x5 + x4 + x3 + x2

= x6 + x2

Then the result is divided by the field generator polynomial.

x2

x4 + x+ 1
)

x6 + x2

− x6 − x3 − x2

− x3

The resulting remainder is then the product of the two values. In the example above the

remainder turn out to be x3 which is equal to 1000b or 8d.

Dividing two elements in a Galois field can be achieved by multiplying by the inverse

of the divisor. The inverse of a field element is defined as the element value, that when

multiplied by the field element produces a value of 1. Below is an example on how this can

be done. We want to divide 15 by 12. First the inverse of 12 is found, which is:

12 = α6

α(−6)mod15 = α9 = 10

15/12 = 15× 10
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Then 15 is multiplied by 10 to get the result. This can be done using the multiplication

technique previously described in this section.

(x3 + x2 + x+ 1)(x3 + x) = x6 + x4 + x5 + x3 + x4 + x2 + x3 + x

= x6 + x5 + x2 + x

x2 + x

x4 + x+ 1
)

x6 + x5 + x2 + x

− x6 − x3 − x2

x5 − x3 + x

− x5 − x2 − x

− x3 − x2

Dividing 15 by 12 results in 1100b or 12d.

2.1.5 RS Encoder

The generator polynomial construction for Reed-Solomon codes is the approach most com-

monly used today in the error control literature. This approach initially evolved inde-

pendently from RS codes as a means for describing cyclic codes. A code is said to be

cyclic if, for any code word C = (C0, C1, C2, ..., Cn−2, Cn−1), the cyclically shifted word

C′ = (C1, C2, ..., Cn−2, Cn−1, C0) is also a codeword. Gorenstein and Zierler then generalized

Bose and Ray-Chaudhuri’s work to arbitrary GF(pm), discovering along the way that they

had developed a new means for describing Reed and Solomon’s ”polynomial codes” [8]. If

an (n, k) code is cyclic, it can be shown that the code can always be defined using a gener-

ator polynomial g(x) = g0 + g1x + g2x
2 + .. + gn−kx

n−k. In this definition each codeword is

interpreted as a code polynomial.

(C0, C1, C2, ..., Cn−2, Cn−1)→ C0 + C1x+ C2x
2 + ..+ Cn−1x

n−1

A vector C is a code word in the code defined by g(x) if and only if its corresponding

code polynomial C(x) is a multiple of g(x). This provides a very convenient means for

mapping information symbols onto code words. Let M = (M0,M1, ...,Mk−1) be a block of

k information symbols. These symbols can be associated with an information polynomial
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M(x) = M0 +M1x+ ...+Mk−1xk−1, which is encoded through multiplication by g(x).

C(x) = M(x)g(x)

Cyclic RS codes with code word symbols from GF(q) have length q − 1. As the generator

polynomial approach to constructing. Reed-Solomon codes is currently the most popular, RS

codes with symbols in the field GF(q) usually have length q − 1. The Reed-Solomon design

criterion is as follows: The generator polynomial for a t-error-correcting code must have as

roots 2t consecutive powers of α.

g(x) =
2t∏
j=1

(x+ αj)

To produce a codeword in systematic form where parity symbols is appended to the message.

The encoder shifts the message polynomial by multiplying it with xn−k and the result is

divided by g(x). This results in a quotient q(x) and a remainder r(x).

M(x)xn−k

g(x)
= q(x) +

r(x)

g(x)

Then the codeword consists of M(x) and r(x) as follow.

C(x) = M(x)xn−k + r(x)

2.1.6 RS Decoder

A transmitted codeword C(x) is susceptible for errors and can get corrupted while being

transmitted to its destination due to multiple factors. These errors can be represented as

an error polynomial E(x) and affect the symbols in their perspective position. Therefore, a

transmitted codeword received by the decoder can be written as follow:

R(x) = C(x) + E(x) (2.4)

A typical RS decoder consists of five stages, each of these stages can be represented

algebraically and can be processed either serially or parallelly. First, the decoder start by

calculating the syndromes which then allows the decoder to determine the errors locations

and magnitudes. Using the key equation the error locator polynomial and error evaluator

polynomial are found. In this work the Berlekamp-Massey algorithm is utilized to determine

the error locator polynomial and hence the errors’ location. After that, the two polynomials
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are used to find the errors’ values using Forney algorithm. Finally, the decoder corrects the

errors in the received codeword. Figure 2.3 shows the RS decoder structure, each of these

units is detailed next.

Figure 2.3: RS decoder structure.

2.1.7 Syndrome Calculation

The first step for the RS decoder to correct an erroneous codeword is to calculate the syn-

drome. The syndrome consists of 2t values and is only dependent on the error polynomial,

hence, a codeword with no errors will have a syndrome values of zeros for all its 2t values.

One way to calculate the syndrome is to divide the received codeword polynomial by the

generator polynomial g(x) which is equivalent to dividing the received codeword polynomial

by its factors. This process can be described mathematically as shown in equation 2.5, where

each syndrome value is denoted by Si and index i is defined over 0 ≤ i ≤ 2t− 1.

R(x)

gi(x)
= Qi(x) +

Si
gi(x)

, where gi(x) = (x+ αi) (2.5)

Alternatively, the syndrome can be calculated by substituting the roots αi into the re-

ceived codeword polynomial in it. Since adding the same values in GF results in zero, this
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will results in Qi(x+ αi)=0. Then equation 2.5 can be rewritten as equation 2.6.

Si = Qi(x)(x+ αi) +R(x)

= Qi(α
i)(αi + αi) +R(αi)

= R(αi)

Si = Rn−1(α
i)n−1 +Rn−2(α

i)n−2 + ...+R1(α
i) +R0

(2.6)

The syndromes can also be expressed as an syndrome polynomial as shown in equation 2.7.

S(x) =
2t−1∑
i=0

Six
i (2.7)

Since g(x) is factor of R(x), Si can be rewritten as:

Si(α
i) = R(αi) = E(αi) (2.8)

This concludes that syndrome values are only dependent on errors introduced in the codeword

and when there is no error the syndrome values equal to zero. Assuming v errors, where v ≤ t:

E(x) = Y1x
e1 + Y2x

e2 + ...Yvx
ev

Si = E(αi)

Si = Y1α
ie1 + Y2α

ie2 + ...Yvα
iev

= Y1X
i
1 + Y2X

i
2 + ...YvX

i
v

(2.9)

The 2t syndrome equations can be represented as:

S0

S1

...

...

S2t−1


=



X0
1 X0

2 · · · X0
v

X1
1 X1

2 · · · X1
v

...
...

...
...

...
...

X2t−1
1 X2t−1

2 · · · X2t−1
v


×



Y1

Y2
...
...

Yv


(2.10)

2.1.8 Error Locator Polynomial

After calculating the syndrome and determining that errors occur in the received codeword

the next step is to calculate the error locator polynomial. The equation below also known as

key equation is often used to find the error locator polynomial and its evaluator. These two
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Table 2.2:
Berlekamp-Massey algorithm parameters

µ -1

σµBM 1

dµ 1

lµ 0

µ− lµ -1

polynomials are used to determine error locations and values.

Ω(x) = S(x)σ(x)modx2t (2.11)

The error locator polynomial is described as:

σ(x) = (1 +X1x)(1 +X2x...1 +Xvx)

= 1 + σ1x+ ...+ σv−1x+ σv
(2.12)

To find the coefficients of the error locator polynomial the Berlekamp-Massey algorithm

is utilized. The algorithm is described in Algorithm 1. The algorithm parameters are

Algorithm 1 Berlekamp-Massey algorithm

Input dµ

if dµ = 0 then

σµ+1
BM (x) = σµBM(x)

lµ+1 = lµ

else if dµ 6= 0 then

σµ+1
BM (x) = σµBM(x) + dµdρ

−1x(µ−ρ)σρ(x)

lµ+1 = max(lµ, lρ + µ− ρ)

dµ+1 = Sµ+2 + σµ+1
1 Sµ + · · ·+ σµ+1

lµ+1
Sµ+2−lµ

end if

summarized in Table 2.2. After finding the error locator polynomial, it can be substituted

into equation 2.11.
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2.1.9 Chien Search

Chien search is used to determine the roots of the error locator polynomial by evaluating

σ(x) with all elements of the GF(2m) αi, where 0 ≤ i ≤ n− 1. If σ(αi) = 0 then it is a root

and the error location is the inverse position of i.

2.1.10 Forney Algorithm

The Forney algorithm is used to find the error values. The Forney alforithm uses the error

locator and the error evaluator polynomials to determine the value following the following

equation, where l = 1, 2, · · · , v.

Yl =
Ω(X−1l )

σ′(X−1l )
(2.13)

Where σ′(X−1l ) is the derivative of σ(x) for x = X−1l .

2.2 Modified RS Decoding Algorithm

Since RS codes are non-binary, we choose to experiment with them. Contrary to binary

codes, RS codes require locating errors’ positions and then evaluating errors’ magnitude

to correct for errors. The requirement for evaluating errors’ magnitude allows a room to

reduce the amount of computation required and hence save energy. To decode RS codes,

we used Berlekamp-Massey algorithm to determine errors’ locations and Forney algorithm

to determine errors’ magnitude [24]. Although there are multiple algorithms to identify the

errors’ positions and magnitude, Berlekamp-Massey algorithm and Forney algorithm have

been established to be the most efficient.

Both the original RS decoding algorithm and the modified RS algorithm pseudo codes are

depicted in Fig. 2.4, and Fig. 2.5, respectively [14]. Based on what discussed previously, the

modified algorithm uses the error locations as its indicators to determine if source symbols

need to be corrected or not. If all errors occur to the right of Th, and number of errors

(e) is less than or equal to t then data will be accepted (see Fig. 2.1). If all errors occur

to the right of Th and e is greater than t then data are corrupted and cannot be corrected,

therefore packet will be dropped. If any error occurs to the left of Th and e is less or equal

to t then data will be corrected. If any error occurs to the left of Th and e is greater than t

then data are corrupted and cannot be corrected, therefore packet will be dropped. Finally,

the placement of Th is left for the network administrator or/and the application developer.
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Figure 2.4: Original RS decoding algorithm pseudo code.
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Figure 2.5: Modified RS decoding algorithm pseudo code.
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Figure 2.6: MRS(15,9) showing threshold placement.

2.2.1 Decoding Example

Assume the non-binary codeword from RS(15,9) over GF(24) was sent as follow:

c = 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

Also, assume the received codeword as follow:

r = 0 0 0 1011 0 0 1000 0 0 0 0 0 0011 0 0

where 0 = 0000. Then the received codeword can be rewritten as r(x) = α7x3+α3x6+α4x12.

The syndrome can be calculated as follow:

S1 = α10 + α9 + α = α12

S2 = α13 + 1 + α13 = 1

S3 = α + α6 + α10 = α14

S4 = α4 + α12 + α7 = α10

S5 = α7 + α3 + α4 = 0

S6 = α10 + α9 + α10 = α12

Using the Berlekamp-Massey algorithm the error location polynomial σ(x) can be de-

termined as shown in Table 2.3. In this example, σ(x) = 1 + α7x + α4x2 + α6x3 and by

substituting 1, α, . . . , αn−1 into σ(x) we find its roots. Consequently, the reciprocals of these

roots are the error locations, namely x3, x6, and x12. Since errors happens on both sides of

the defined threshold the modified algorithm will attempt to correct all errors. Alternatively,

if the error was found at x12 the modified algorithm will perceive the packet as correct and

will not attempt to calculate the error magnitude nor correct the error. Figure 2.6 depicts

the threshold placement in the example codeword.
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Table 2.3: Finding error location polynomial using Berlekamp-Massey algorithm

µ σµ dµ lµ µ− lµ
−1 1 1 0 0

0 1 α12 0 0

1 1 + α12x α7 1 0

2 1 + α3x 1 1 1

3 1 + α3x+ α3x2 α7 2 1

4 1 + α4x+ α12x2 α10 2 2

5 1 + α7x+ α4x2 + α6x3 0 3 2

6 1 + α7x+ α4x2 + α6x3 - - -

2.3 System Model and Simulation Setup

A linear wireless sensor network topology with equal distance placement, d, of its nodes is

considered here. This model is appropriate to study the effect of multi-hop packet forwarding

which represents a common operation mode of data forwarding from an end-node to a sink

node. In this paper, the modified RS algorithm along with the original RS algorithm and

the un-coded data are evaluated over multi-hop AWGN channel and Rayleigh fading channel

using BPSK modulation. For simulation purposes, we used a slow frequency-flat Rayleigh

fading channel, i.e. a channel that consists of one non-line-of-sight path, with maximum

Doppler frequency set to 1 Hz. Also, we set the number of hops to 6 to best reflect a realistic

case of packet forwarding process.

The system model uses settings and methods like the ones found in [15] to determine

the performance and the power consumption of each method. The system uses 2.4 GHz

transmission frequency. The calculated bit error rate (BER) and symbol error rate (SER)

are used to evaluate the performance while the following equations, found in [22], are used

to calculate the power consumption.

SNR = Ptx − Attenuation−NTh −NFrx +GECC (2.14)

Attenuation = 20 log10(
4π

λ
) + 10n log10 d (2.15)

GECC = SNRUC − SNRECC (2.16)

where SNR is the signal-to-noise ratio in dB, Ptx is the transmission power required at a

certain SNR to achieve a desired BER value in dB, NTh is the thermal noise in dB, NFrx is
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the receiver noise figure in dB, GECC is the error control code gain resulting from the use of

ECCs, λ is the wavelength, d is the distance between transmitter and receiver in meters, and

n is the path loss exponent.

The GECC is determined by taking the difference between the SNR value of the un-coded

data and the SNR value of a specific error control scheme that achieves a certain BER value,

as shown in 2.16. To calculate Ptx, we first identify the desired BER value and then substitute

values into 2.14.

The modified and the original RS decoding algorithms are evaluated using multiple RS

codes. Specifically, RS(7,3), RS(15,9), and RS(15,5) are used in simulations. These codes

can correct two, three, and five errors, respectively. The original RS decoding algorithm

corrects errors despite of the locations of these errors. Alternatively, the modified RS decoding

algorithm corrects errors to the left of Th. The Th is set in a way that allows errors to occur

in parity symbols and the least significant information symbol.

2.4 Performance Analysis

We evaluate the performance and power consumption of the modified RS decoding algorithm,

the original RS decoding algorithm, the un-coded data over multi-hop AWGN and Rayleigh

fading channels using multiple RS codes. RS(7,3), RS(15,9), and RS(15,5) and the modified

version of these codes MRS(7,3), MRS(15,9), and MRS(15,5) are used for evaluation. The

performance is evaluated by computing the BER and SER for each method, BER/SER is de-

fined as number of bits/symbols received in error divided by the total number of transmitted

bits/symbols. The power consumption is estimated by calculating the transmission energy

per bit required to achieve a certain BER, and the average decoding energy per bit. The

energy saving gain for RS codes are determined by subtracting the energy required to deliver

a bit at destination at certain BER from the energy required to deliver a bit at destination

by un-coded data while achieving the same BER. Then, we estimate the energy saving per

bit between RS codes and the modified version base on simulated power consumption of RS

decoder’s components.

2.4.1 BER and SER Performance Analysis

The multi-hop AWGN channel BER and SER for all three methods are depicted in Figs. 2.7

to 2.10. Fig. 2.7 and Fig. 2.9 reflect the actual BER and SER, respectively. On the other

hand, Fig. 2.8 and Fig. 2.10 reflect the conditional BER and SER, respectively. We condition

the BER/SER on the correctness of the significant bits/symbols, i.e. we only count the errors

occurred to the left of Th. The notion of conditional BER/SER introduced here is to reflect
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the BER/SER performance of the modified RS decoding algorithms since we argue here that

error(s) occur to the right of Th shall not impact the integrity of the actual data by design.

The notation RS and MRS used in the figures represents the performance of the original

and the modified decoding algorithm, correspondingly. The results closely match the ones

obtained in the single-hop scenario presented in [14]. This is expected since each node in

the path decodes and corrects for errors making the process of packet forwarding from node

to the next an iid process. Examining Fig. 2.7 and Fig. 2.9, we can see that the original

RS decoding algorithm achieves the highest performance in comparison to the modified RS

decoding algorithm and the un-coded data. This happens because the original RS decoding

algorithm corrects all errors occur in a packet while the modified RS decoding algorithm only

corrects errors to the left of Th as detailed in Section 2.2. However, taking into consideration

that we allow errors to the right of Th and we do not demand the correctness of data to the

right of Th. The modified RS decoding algorithm matches the original algorithm performance

when BER and SER are conditioned on the correctness of data to the left of Th as shown in

Fig. 2.8 and Fig. 2.10. It is worth noticing that MRS(15,9) achieves higher performance than

MRS(15,5) at higher SNR values even though MRS(15,5) is capable of correcting more errors

than MRS(15,9). This is because MRS(15,5) uses more parity symbols than MRS(15,9) and

the modified decoding algorithm might leave parity errors without correction.

As in the AWGN case, the actual and the conditional BER and SER in the multi-hop

Rayleigh fading channel are portrayed in Figs. 2.11 to 2.14. Examining Fig. 2.11 and Fig. 2.13,

we can see that the original and the modified RS decoding algorithms have similar perfor-

mance with the original RS decoding algorithm coming on top of the modified decoding al-

gorithm. This is because packets are exposed to severe fading and most of the bits/symbols

are in error. It is worthy to point out that both the original and the modified RS decoding

algorithms achieve better SER than BER, as opposed to AWGN case. This is happen because

RS codes are useful in wireless medium where burst errors are dominant in Rayleigh fading

channel. Similar to the AWGN case, the conditional BER and SER depicted in Fig. 2.11 and

Fig. 2.14 shows that both decoding algorithms achieve the same performance when taking

into consideration the correctness of significant bits/symbols of data. It is expected that the

margin between the original and modified decoding algorithms to be more clear if techniques

such as interleaving, however, this is beyond the scope of this work. It is clear that the

modified decoding algorithm has its merits and become more valuable when implemented

with fading in mind. Finally, it is worth mentioning that the Rayleigh pdf parameter σ2 is

set to 0.5.
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Figure 2.7: Actual bit error rate for un-coded data, modified RS code, and original RS code
in AWGN channel.

2.4.2 Power Consumption Analysis

In the previous section, we evaluated and compared the performance of both decoding algo-

rithms as well as the un-coded data using the BER and SER as metrics. Next, we switch

gears to evaluate power consumption for each method. The conditional BER figures will be

used throughout this section to estimate the power consumption. It is important to highlight

that the following calculations are based on the AWGN model using RS(15,9)/MRS(15,9)

code. Similar evaluation methodology applies to other RS codes in both channel models.

We left the details for the reader and summarized the energy consumption and saving in

Table 2.5 and 2.6.

We start by defining our system setup that has a moderate BER value of 10−4, low

throughput of 10k bits/sec, thermal noise of -131dBm, and receiver noise figure of 3 dB. Also

assume that sensor nodes are separated by distance d of 10 m and experience a path loss

exponent of 3.5. Defining the system parameters is essential in order to estimate the power

consumption using the equations in Section 2.3. From Fig. 2.8, the required SNR to achieve

BER of 10−4 is estimated at 11 dB for the un-coded data. Then, the power consumed in

transmitting the bits of the un-coded data can be calculated by using equation 2.14 and
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Figure 2.8: Conditional bit error rate for un-coded data, modified RS code, and original RS
code in AWGN channel.

2.15. After substituting these values into 2.14 and 2.15, Ptx is estimated at -35.58 dBm and

transmission energy per bit Etx is estimated at 2.77 nJ/bit.

To calculate Ptx for RS(15,9)/MRS(15,9) code, we first examine Fig. 2.8 to determine

GECC . Since we do not require the data to the right of Th to be correct1, the conditional

BER curve is used to estimate Ptx. RS(15,9)/MRS(15,9) codes achieve GECC of 4.2 if used

instead of the un-coded data in the standard system. Ptx and Etx are estimated at -39.78

dBm and 1.05 nJ/bit, respectively. Now, we need to figure out how much energy the original

RS decoding algorithm requires to decode the data. Since no actual sensor nodes were used,

we estimated Erx at 0.42 nJ/bit using [15, 16]. To calculate the energy saving per bit (∆E)

that we gain using ECC, we need to subtract the sum of Etx and Erx of RS(15,9) code from

Etx of the un-coded data. The energy saving per bit is estimated at 1.30 nJ/bit.

At this point, we need to analyze the energy saving gain resulted from using the modified

RS decoding algorithm over the original one. The RS decoding algorithm profiled base on the

time each component block of the algorithm spend on computation. The profiled algorithm

is detailed in Table 2.4. It is worth mentioning, that our proposed Modified algorithm bypass

1recall conditioning the BER and SER on the correctness of bits/symbols to the left of Th yields to
equivalent performance from both RS decoding algorithms
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Figure 2.9: Actual symbol error rate for un-coded data, modified RS code, and original RS
code in AWGN channel.

the last two steps namely the error evaluator and the error corrector which represents 15%

of the total processing time. Using MATLAB, we found that after transmitting 1,800,000

code words, 563,148 correctable code words were received. Out of these 563,148 code words,

197,451 perceived as correct because all errors are located to the right of Th. This comprises

35% of the correctable code words that were partially processed by the modified RS decoding

algorithm. Since the modified algorithm still must find the location of errors in the data but

skips evaluating the magnitude of these errors, this reduces the average Erx from 0.42 nJ/bit

to 0.40 nJ/bit and results in energy saving per bit of 1.32 nJ/bit instead of 1.30 nJ/bit on

average.

Table 2.5 compiles the energy consumption for each RS code in the multi-hop AWGN

channel case. The first column reflects the gain obtained by using a specific RS code instead

of the un-coded data. The second and the forth columns reflect Etx and Erx, respectively.

In the third column, the percentage of code words perceived as correct by the modified RS

decoding algorithm is presented. Finally, the fifth column shows the energy saving per bit

using a specific algorithm compared to the un-coded data. From the table, it is obvious

that the modified RS decoding algorithm consumes less energy in comparison to the original

RS decoding algorithm. Also, we can observe that MRS(15,5) and MRS(7,3) achieve higher
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Figure 2.10: Conditional symbol error rate for un-coded data, modified RS code, and original
RS code in AWGN channel.

reduction percentage in the decoding energy in comparison to MRS(15,9). This is because

the number of information symbols is comparable to error correcting capabilities of these

codes. In addition to that, the modified RS decoding algorithm ignores errors when they

only occur in the parity symbols. Similarly, we can justify the higher percentage achieved by

MRS(7,3) in comparison to MRS(15,5) using the same exact reasons. At last, it is worthy to

mention that these results are obtained using the previously mentioned system setup.

Similar calculations can also be obtained for the Rayleigh fading model using RS(15,9).

However, we will limit our power consumption analyses in the Rayleigh fading model to only

discuss the energy savings in the decoder. As in AWGN model, after transmitting 1,800,000

code words, 318,520 correctable code words were received. Out of these 318,520 code words,

85,452 perceived as correct because all errors are located to the right of Th. This comprises

27% of the correctable code words that were partially processed by the modified RS code.

Using a similar argument to the one in the previous paragraph this reduces the average Erx

from 0.42 nJ/bit to 0.36 nJ/bit.

Table 2.6 similar to Table 2.5 shows the decoding energy saving as a result of using

the modified decoding algorithm over the original one. We can observe that MRS(15,5)

and MRS(7,3) achieve higher reduction percentage in the decoding energy in comparison
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Figure 2.11: Actual bit error rate for un-coded data, modified RS code, and original RS code
in Rayleigh channel.

to MRS(15,9). Again, this is because the number of information symbols is comparable to

error correcting capabilities of these codes. In addition to that, the modified RS decoding

algorithm ignores errors when they only occur in the parity symbols. Clearly, we can note

that MRS(15,5) outperforms both MRS(15,9) and MRS(7,3) since MRS(15,5) has the more

parity symbols in comparison. Also, MRS(15,5) has a higher capability in correcting errors

compared to the MRS(15,9) and MRS(7,3). Furthermore, it is worthy to note that reduction

in energy under AWGN channel is higher than Rayleigh channel which caused by the severe

degradation in the communicated data.

2.5 Conclusion

In this work, we evaluated the performance and power consumption of the modified RS

decoding algorithm, the original RS decoding algorithm, and the un-coded data in a multi-

hop AWGN and Rayleigh fading channels using multiple RS codes. The modified RS decoding

algorithm provides the required data protection to the bits/symbols located to the left of Th

while maintaining a good performance, and it reduces the total power consumed in the

decoder. In the Rayleigh fading channel, the modified decoding algorithm performs close to
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Figure 2.12: Conditional bit error rate for un-coded data, modified RS code, and original RS
code in Rayleigh channel.

the original RS code. For example, the modified RS decoder reduces the average consumed

energy per bit on average by 7% in the AWGN case and by 6% in the Rayleigh fading case.

Though the modified version of RS decoding algorithm is able to save energy, it is clear

that it is not enough to justify the loss in performance MRS suffer compared to the original.

However, developing algorithm that consumes less energy to evaluate and determine error

locations will increase the overall energy savings [25].
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Figure 2.13: Actual symbol error rate for un-coded data, modified RS code, and original RS
code in Rayleigh channel.

Table 2.4:
Time the processor spends per Reed-Solomon block

Block Percentage of time

Syndrome calculation 55%

Error locator 6%

Chien search 23%

Error evaluator 12%

Error corrector 3%
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Figure 2.14: Conditional symbol error rate for un-coded data, modified RS code, and original
RS code in Rayleigh channel.

Table 2.5:
Energy consumption of RS codes in a multi-hop AWGN channel

GECC (db) Etx (nJ/bit)
% of reduction in

decoder energy
Erx (nJ/bit) ∆E (nJ/bit)

RS(7,3) 3.8 1.15 — 0.42 1.20

MRS(7,3) 3.8 1.15 8.3% 0.39 1.23

RS(15,9) 4.2 1.05 — 0.42 1.30

MRS(15,9) 4.2 1.05 5.5% 0.40 1.32

RS(15,5) 5.5 0.78 — 0.42 1.57

MRS(15,5) 5.5 0.78 7.5% 0.39 1.60
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Table 2.6:
Decoder energy consumption of RS codes in a multi-hop Rayleigh channel

% of reduction in

decoder energy
Erx (nJ/bit)

RS(7,3) — 0.42

MRS(7,3) 6% 0.40

RS(15,9) — 0.42

MRS(15,9) 4.5% 0.40

RS(15,5) — 0.42

MRS(15,5) 7.5% 0.39
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Chapter 3: Diversity Network Coding with Cooperation

Network coding (NC) represents a fundamental change in approach, yet simple idea, in

packet networks. Instead of the simple store-and-forward mechanism, network coding allows

intermediate nodes to combine and compute functions of received packets before passing

them toward their destination. NC first introduced in the influential paper of Ahlswede et

al. in [26] which demonstrated the advantages of their proposal. Since its inception, network

coding proved its capabilities to improve transmission efficiency, throughput, and delay over

broadcast channels.

In wireless systems, two NC design strategies highlighted in literature namely, random

network coding and opportunistic network coding. In random network coding, intermediate

nodes combine all source packets using random and independent coefficient. While oppor-

tunistic network coding exploits the diversity of lost and received packets at each intermediate

node to achieve a certain goal. Although, random network coding has its advantages such as

the ability to recover packets without feedback and reducing number of packet transmissions,

it is only achievable in applications with high delay tolerance. Additionally, it is inadequate

in unicast and multicast settings where different receivers are concerned in diverse subsets of

the transmitted packets. Therefore, in this research we decided to work with opportunistic

network coding since it addresses the previously highlighted concerns, however, it comes with

its own drawbacks such as scalability issues and sub-optimal throughput in comparison to

random network coding. Table 3.1 [27], shows a detailed comparison between different type

of network coding and highlight the strength and weakness of each method.

Network coding with cooperation implementation has recently grown due to the poten-

tial improvement in terms of diversity order and throughput in comparison to conventional

techniques. Intermediate nodes linearly combine multiple input packets and then forward it

to the destination or other intermediate nodes in the network. Therefore, the intermediate

nodes can serve multiple sources in a single time slot which correspond closely to how wireless

sensor networks behave. Cooperation diversity enables nodes to exchange packets required

by other nodes to successfully decode network coded packets when needed. Moreover, coop-

eration diversity helps in reducing the bit error rate as well as decentralizes the transmitted

power among all nodes in the network.

Diversity coding was introduced a decade before network coding [28,29], it was proposed

as protection mechanism for link failure. Diversity coding shares the same principles with

network coding. Initially the main goal was to provide an additional coded link beside the
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Figure 3.1: Butterfly network model showing network coding.

actual data links to support near-instantaneous recovery in case of link failure, however, di-

versity coding found its applications in many research proposals [30–32]. We deploy diversity

coding to diversify the coded packets in the wireless sensor network to increase the network

reliability and enhance its ability to recover data packets successfully.

Although the aforementioned topics has been widely investigated in literature, the use of

error correction techniques with opportunistic network coding and cooperation has not been

explored. Therefore, we decided to investigate the implementation of diversity network coding

with cooperation to mitigate the challenges in implementing network coding in real time

network specifically in wireless ad-hoc networks. We examine the performance of the proposed

mechanism in static and mobile models and show that proposed solution provide superior

performance when compared to direct transmission and opportunistic network coding.

3.1 Background

3.1.1 Network Coding

Network coding core principle is to motivate intermediate nodes to combine multiple data

packets to reduce the number of transmissions required to deliver these packets to their
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Figure 3.2: Wireless butterfly network model showing network coding.

destination(s). It is based on the simple butterfly network model illustrated in Fig. 3.1. In

this model, a single source wants to multicast packets to two sink nodes. Each directed link

represents an error free channel which can deliver the packet in single transmission to the

next node. Here network coding, achieves an improved throughput of two packets per channel

use. The source nodes first transmit two packets x1 and x2, but rather than transmitting one

at a time at n3, node n3 transmits the module-two sum x1 ⊕ x2. At node n5 and n6, they

receive x1 and (x1⊕x2), and x2 and (x1⊕x1) respectively. Finally, since x1⊕ (x1⊕x2) = x2

and x2 ⊕ (x1 ⊕ x2) = x1 each destination node can recover x1 and x2 successfully.

In wireless networks, the butterfly network model is depicted as in Fig. 3.2. As shown

in the figure, s1 and s2 can not communicate directly with each other but they have to

communicate through the relay node r. In this case, s1 and s2 transmits its packet to r and

then r combine the packets and relay them to both nodes.
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3.1.2 Opportunistic Network Coding

COPE protocol is the first attempt of implementing a practical opportunistic network coding

in wireless networks [33]. The aim of this protocol is to increase network throughput using the

current existing network stack by integrating network coding [33, 34]. Additionally, COPE

takes advantage of the wireless broadcast nature and uses the packets available to encode

and decode its network coded packets. COPE protocol consists of three components.

1. Opportunistic Listening COPE requires nodes to listen and store packets to decode

network coded packets. These packets are of two types: (a) Packets that nodes broad-

cast themselves. (b) Packets that nodes overheard.

2. Opportunistic Coding COPE aims to maximize the number of packets combined at

relay nodes while guaranteeing that each intended next-hop/ destination can decode

its packet. To ensure that a simple rule is followed. To transmit k packets to k

relay/destination nodes, a node only can XOR k packets if and only if each receiving

node ri has all k− 1 packets xj for j 6= i. This rule guarantees that each node receives

a combined packet can decode it and extricates its packet.

3. Reception Reports and Guessing COPE implements a reception report that each

node transmits to its neighbors. The reception report is attached to the packets the

node transmits, otherwise, if the node has no packets to send it transmits its report

through special control packets. Additionally, COPE leverages the wireless routing pro-

tocol which computes the delivery probability between every pair of nodes. It uses this

information to guess if a neighboring node has a particular packet in the transmitting

node forwarding queue.

3.1.3 Diversity Coding

Diversity coding was introduced as link failure recovery mechanism in [28, 29]. Though it

shares the principles of network coding, diversity coding predates the introduction of network

coding. The initial idea, assumes that there are multiple data streams being transmitted over

multiple disjoint paths. Then, these links are protected against single link failure by a coded

stream also known as parity link as follows:

c = x1 ⊕ x2 ⊕ · · · ⊕ xn =
n⊕
i=1

xi (3.1)



43

Then if one of the data streams fails, the receiver can retrieve the failed link as follow:

c⊕
n⊕
i=1
i 6=j

xi = xj ⊕
n⊕
i=1
i 6=j

(xi ⊕ xi) = xj (3.2)

It is clear here that the recovery is near-instantaneous and accomplished without feedback

or re-transmission. The basic idea of diversity coding is depicted in Fig. 3.3. This scenario

can be extended into multi-point to multi-point networks as described in [28,29].

Figure 3.3: Diversity coding basic idea (a) encoder, (b) decoder.

3.1.4 Cooperative Communication

Cooperative communication is an influential technique to combat signal fading due to multi-

path propagation in wireless networks. This concept was first introduced in [35–37] with

basic idea that devices in close proximity can exchange packets to achieve a common or/and

individual goal. It has shown its ability to tackle various challenges in the wireless network

ranging from energy saving, throughput improvement, as well as reducing the overhead of

recovering packets. It improves reliability by allowing destination nodes to combine packets

received from multiple relays and better retrieve the original transmitted data. As long

as destination receives adequate number of coded correct packets it will be able to decode

them successfully. User cooperation has been widely implemented in many wireless network

studies including network coding. It has been shown in [38] that user cooperation improves

the performance of network coding. Therefore, we opted to incorporate in our design.
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3.2 Proposed Protocol

In traditional Network Coding if any of the destination nodes fails to retrieve one of the

source generated data packet due to movement or harsh channel conditions, it will fail to

decode the XORed packet and extract the packets. As shown in Fig. 3.4 below if the link

between node n1 and n5 fails, that means node n5 will not be able to receive x1 and eventually

will not be able to extract x2 from the XORed packet. However, if we combined diversity

Figure 3.4: NC link failure.

coding with network coding, we can increase link reliability and ensure destinations nodes

can retrieve the packets even if one of the links failed. By increasing the number of coded

packets it ensure the ability of destination nodes to retrieve data. It is clear by increasing

the number of redundant packets destination nodes do not have to relay on a single relay

or source node to successfully deliver its packets, eliminating a significant shortcoming of

originally proposed network coding scheme. To illustrate the diversity and network coding

let us examine the following Fig. 3.5. In this scenario, node n1 and node n2 sends their

packets to nodes n3,n6 and node n3,n7 respectively. At node n3, it encodes the incoming

packets and send the encoded packets to node n4 and n5 as follows:
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Figure 3.5: Diversity network coding.

[
c1

c2

]
=

[
β11 β12

β21 β22

]T [
x1

x2

]
(3.3)

This results in the two network coded packets described in 3.4

c1 = β11x1 + β21x2

c2 = β12x1 + β22x2
(3.4)

Where β11, β12, β21, β22 are the parity generator matrix rows for c1, c2. The β coefficients

can be randomly selected, however, linear independence is not guaranteed and it depends on

the GF field being used. Alternatively, the β coefficients can be selected from Vandermonde

matrix making these coefficients known to all the network nodes and assure their linear

independence. The βij coefficients are calculated as follow:

βij = α(i−1)(j−1) (3.5)

where α is a primitive elements of GF(2q), indices i ∈ {1, 2, · · · , k} and j ∈ {1, 2, · · · , k′}, and

k is the number of packets at the relay node and k′ is the number of coded packets generated



46

by relay node and k′ ≥ k. In this work the case k′ = k is considered. The coefficient matrix

is defined as:

B =



1 1 1 · · · 1

1 α α2 · · · α(k′−1)

1 α2 α4 · · · α2(k′−1)

...
...

... · · · ...

1 α(k−1) α(k−1)2 · · · α(k−1)(k′−1)


(3.6)

Node n6 and n7 can extract the packets by using x1, c1 and x2, c1, respectively. If there

was no link failure at any node, destination nodes n6 and n7 can ignore the coded packet c2.

Node n6 can decode for both x1 and x2 as follow:

c̃1 = c1 + β11x1

c̃1 = β11x1 + β21x2 + β11x1 = β21x2

x2 =
c̃1
β21

(3.7)

where c̃1 is the combined result of the coded packet c1 and the packet x1 after multiplying it

with β11 coefficient.

In case of a link failure as shown below. Node n6 can use c1 and c2 to retrieve x1 and x2

as follows: [
x1

x2

]
=

[
β11 β21

β12 β22

]−1 [
c1

c2

]
(3.8)

Alternatively, if the link between node n4 and n6 fails then node n6 can still retrieve x2

by using c2 as follows:

c̃2 = c2 + β12x1

c̃2 = β12x1 + β22x2 + β12x1 = β21x2

x2 =
c̃2
β22

(3.9)

Moreover, the above framework can be extended to encode three packets. if a node

attempts to encode 3 packets we need a 3x3 parity generator matrix to achieve diversity as

shown below. c1c2
c3

 =

β11 β12 β13

β21 β22 β23

β31 β32 β33


T x1x2

x3

 (3.10)

To retrieve packets a similar procedure can be followed as detailed before. The details for
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Figure 3.6: Diversity network coding with link failure.

it is left for the reader. In this work we will limit the maximum number of network coded

packets to three. It has been shown in [39], that majority of network coded packets consists

of two to three packets as shown in Table 3.2. Our algorithm has similar conditions to what

is proposed in PNC-COOP and the majority of network coded packets consists of two or

three packets. Therefore, it is reasonable to limit our work to maximum of three packets and

the possibility to encode more than three is left for future work.

3.3 System Model and Setup

3.3.1 System Model

The system consists of a grid network where each node is placed at the exact distance from

other nodes in the x, y plane. Packets are generated at source nodes and transmitted in multi-

cast to their destination nodes. It is assumed that source and destination nodes are not in

the same coverage area and multi-hop transmission is required to deliver the data using relay

nodes. At relay nodes, if there is more than one packet in the queue waiting to be transmitted

to their destinations, the relay node performs diversity and network coding as explained in

the previous section. We will limit the number of network coded packets up to 3 packets and
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Table 3.2: Percentage of number of packets network coded together using ONC.

Solution SNR(dB)
Number of packets network coded together (%)

Total NC %
None 2 3 4 5

ONC

0 85.4458 12.6361 1.7442 0.1694 0.0045 14.55

5 86.7403 12.2758 0.9512 0.0305 0.0022 13.26

10 82.7403 16.2351 1.5583 0.0359 0.0000 17.83

15 85..2653 13.4815 1.2376 0.0156 0.0000 14.73

20 83.6562 15.0329 1.2908 0.0201 0.0000 16.34

25 82.6232 15.8889 1.4203 0.0676 0.0000 17.38

30 83.9147 13.8831 2.0442 0.1557 0.0023 16.09

explore increasing the limit in future work. The resulting packets will be forwarded to the

next relay nodes. Since the system deploy opportunistic network coding and diversity coding,

the system depends profoundly on opportunistic listening and reception protocol. Nodes in

the network are allowed to collect packets that are transmitted in its proximity. It is worth

mentioning, that only correct packets are stored at the nodes that deploy opportunistic

listening. This helps these nodes to decode network coded packets if needed and reduce the

error propagation caused by network coding. CRC-CCITT is implemented to detect errors

and only packets with no errors are kept at the listening nodes.

Additionally, relay nodes only apply network coding on direct packets, i.e. it uses the

packets that were directly transmitted to the relay node not the packets collected using

opportunistic listening. Moreover, relay nodes do not deploy waiting strategies to increase

number of packets in order to increase network coding rate. This will help reduce the search

space for nodes that can decode the network coded packets and reduce the end-to-end delay

that might results by deploying such strategies. Furthermore, relay nodes will utilize the

reception reports received periodically from other nodes in the network to determine which

packets to be network coded and to maximize destination(s) ability to decode the packets.

Assume our network is represented as a graph G(n,E(n)), where n nodes are placed

uniformly and independently on a grid and E(n) is the set of edges connecting the network

nodes. Also, it is assumed each node ni is connected to its neighboring nodes if and only

if they are within its transmission range. To evaluate our proposed solution, the system is

evaluated under two study cases as described later. Additionally, with probability Pout(E)

an edge will experience an outage. It is assumed in all simulations that only one edge

can experience an outage. Subsequently, the network is evaluated under two conditions.

In the first case, network is static with no outages/mobility, i.e. nodes are assumed to stay

stationary and all links assumed to be available with no change in their conditions throughout
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Table 3.3: System parameters.

Parameters Setting

Offered Load 10 Mbps

Modulation QPSK

Carrier Frequency 2.4 GHz

Distance between node 30m

Payload size 1024 bytes

DIFS 50 \mu sec

SIFS 10 \mu sec

RTS/CTS/ACK 1 \mu sec

CWmin 7

CWmax 255

aSlotTime 15 \mu sec

simulations. In the second case, an edge E connecting a source node with its destination is

subject to experience an outage with probability Pout(E). In both cases, system is evaluated

using Rayleigh fading channel, it is assumed that nodes within network are stationary or

move slowly. Moreover, the channel is assumed to be frequency non-selective, slowly varying

fading channel. This means, that the signal bandwidth is much smaller than the coherence

bandwidth.

3.3.2 System Setup

The parameters under which simulation results are obtained are summarized in the following

Table 3.3. Additionally, it is assumed that nodes have the same coverage area and number of

neighbors. Also, it is assumed that source nodes always need three hops to reach destination

and the number of neighboring nodes is set to 6. Moreover, it assumed that there is no packet

loss/collision during CTS or ACK.

3.4 Simulation Results and Analysis

As we had discussed in the previous section, the system is evaluated under two cases namely

static and mobile, respectively. We explore the effect of link outages due to mobility by

varying the outage probability, we simulated the mobile case with Pout set to 0.001, 0.01, and

0.1 during each study case of mobility to reflect its severity, i.e in each round of simulation

we assumed a link might fail during each transmission with constant Pout. The system is
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evaluated by calculating BER between source and destination and the system as whole. BER

is defined as the percentage of bits lost or received in error divided by the number of bits

transmitted. Additionally, the system is evaluated base on average throughput, defined as

number of bits received correctly at the destination nodes. The results for each of the cases

are discussed under their perspective sections.

3.4.1 Case 1: Static Model

Figure 3.7: BER at specific destination with network coding capped at 2.

First, we start by evaluating the system when links and network nodes are static, i.e. no

node link outages during transmission. We compare our proposed solution to opportunistic

network coding (ONC) as well as the direct transmission (DTx). Fig. 3.7 and Fig. 3.8 shows

the BER between a source and destination pair while capping the network coding capabilities

to 2 and 3 packets, respectively. In both figures, it is clear that our solution provides a better

performance in comparison to DTx and ONC. It outperformed ONC by 5dB and DTx by

3dB while achieving the same BER. Also, Fig. 3.9 shows the system overall BER, again

our solution outperforms both DTx and ONC by same margin in the case of DTx and a

substantial margin over ONC.

Theoretically, ONC should increase network throughput and deliver more data bit to
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Figure 3.8: BER at specific destination with network coding capped at 3.

the destination nodes. Ideally, this is true, however, when implementing ONC in actual

network with proper noise model it fails to achieve the expected performance. As depicted

in Fig. 3.10, our solution provides a similar throughput performance in comparison to DTx

and a significant improvement when it is compared to ONC. This caused by the fact that

our proposed solution only encodes packets that are directly transmitted to relays and only

encode packets that destination nodes are able to decode successfully. As well as the fact, that

our solution limits the number of encoded packets to 3 packets. Subsequently, by limiting

our solution to maximum of 3 packets we were able to mitigate some of the problems caused

by mobility as we will see in the next section.

3.4.2 Case 2: Mobile Model

In this section we evaluate our solution when we take mobility/link outage under consider-

ation. We consider three scenarios where a link might experience an outage with Po(E) of

0.001, 0.01, and 0.1 respectively. These probabilities will allow us to examine the performance

with various network conditions. Fig. 3.11-Fig. 3.13, depicts the BER performance of our

solution in comparison to DTx and ONC. It is clear from the figures that ONC suffer heavily

with change in topology and experience a higher BER as network condition worsen. Also, it
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Figure 3.9: System BER.

can be concluded that DTx performs better and experiences less degradation in performance

when compared to ONC. Moreover, we can see that our proposed solution maintains an ac-

ceptable performance as the network condition worsen and outperform both ONC and DTx

as the network condition worsen. It is clear that our proposed solution offers more consistent

performance in all scenarios and only experience a small degradation in performance as well.

Correspondingly, Fig. 3.14, and Fig. 3.15 depicts the network throughput when Po(E) is

equal to 0.01, and 0.1, respectively. It is clear that ONC is under performing in comparison

to DTx and our solution. Equivalently surprising, as the probability of links outages become

more frequent, our solution starts to outperform the DTx. This expected as our solution

diverse its packets and offer an alternative packets in which increases the ability of destination

nodes to decode the packets.

3.5 Conclusion

In this work, we proposed a diversity network coding with cooperation. As opposed to

network coding which encode packet by XORing the packets and forward them to their des-

tinations making the decoding process reliant on receiving the XORed packet correctly. We
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Figure 3.10: System throughput.

established redundancy by diversifying the network coded packets using linear combination.

Creating alternative packets that can be used to retrieve the original packets in case one

of the XORed packets was not deliver intact. Also, we proposed a no waiting strategy and

limit the number of network coded packets to three. We argued that limiting the network

coded packets to three is reasonable and we showed using simulation that the probability to

encode more than three packets is insignificant. Deploying such techniques and limitations

helped our solution to diminish the problems that affect NC when deployed in communication

channel with an appropriate noise model.

We evaluated our proposed solution in two different network settings, static and mobile,

respectively. We imitated the mobility network setting as link outage of one of its links, pre-

senting a slowly moving nodes. We showed through simulation that our proposed mechanism

provided a better BER performance in comparison to traditional NC or direct transmission.

Moreover, we showed that our mechanism maintain a better throughput as the probability

of link outage increases.
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Figure 3.11: System BER Po(E)=0.001.

Figure 3.12: System BER Po(E)=0.01.
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Figure 3.13: System BER Po(E)=0.1.

Figure 3.14: System throughput Po(E)=0.01.
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Figure 3.15: System throughput Po(E)=0.1.
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Chapter 4: Post-Quantum Hybrid Security Mechanism for MIMO Systems

In the past decade, the world has become gradually connected and the introduction of Internet

of Things becomes a widely used notion nowadays in research. While the advancement

of technology could put a radio access interface on every device out there and provided

reliable communication links, information security took the back seat. Generally, the wireless

communication medium security has always been a critical issue since an unprecedented

amount of sensitive and private data being transmitted over them. In conventional wireless

networks, security issues are primarily handled by the higher-level layer, i.e. application

layer, and rely on the computational complexity of an underlying mathematical problem

known as cryptographic methods. While they have worked well in practice [40], [41], they

might be difficult to implement and may be vulnerable to attacks in some cases since they

require a secure channel to exchange keys or certificate management. Most importantly,

most public-key cryptosystems are susceptible to large deployment of quantum computers.

Current methods rely either on integer factorization, discrete logarithmic, or elliptic curve

discrete logarithmic problems which can be solved easily using Shor’s algorithm [42].

On the other hand, physical layer security techniques exploit the characteristics of the

wireless channel to improve security. It ensures data’s security by requiring the latter to

be a design constraint rather than a feature. By utilizing physical layer security methods,

it becomes more difficult for attackers to decipher transmitted data and more robust to

the increase of an adversary computational power. Moreover, physical layer security offers

built-in security that is information theoretically unbreakable [43], [44]. Thus, physical layer

security is not susceptible to the introduction of quantum computers. The security solutions

at the physical layer can complement the cryptographic mechanisms, or work as a stan-

dalone solution for a system with strict energy requirements like the ones found in sensor

networks. Although promising, physical layer security relies on assumptions about relative

quality of channels. When these qualities are partially known or unknown, special handling

is required [18]. Furthermore, its perfect secrecy is conditioned on the notion that channels

are unknown or noisier at the adversary, which might not be true in all cases [43]. Finally,

proving the security guarantee for physical layer is usually a hard task especially for strong

secrecy cases [45].

In general, researchers focus on investigating either traditional cryptography or physical

layer security and their applications. Nevertheless, there has been little to no effort in inves-

tigating a cross-layer security mechanism that combines the advantages of both directions
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Table 4.1: Security comparison between MOPRO, Diffie-Hellman + RSA, and the proposed
C-MOPRO.

Algorithm
MitM

Safe

Info

Theoretic

Quantum

Resistent

Eve

Coverage

Security

Loss*

MOPRO 7 3 3 one 50%

DH + RSA 3 7 7 none 0%

C-MOPRO 3 3 3 two 0%

* with the presence of an eavesdropper near Alice or Bob.

and reduce or eliminate the disadvantages of the two schools of security. Therefore, we pro-

pose a post-quantum hybrid key agreement with device authentication security mechanism

that uses a combination of physical layer security and cryptographic techniques to achieve a

powerful security mechanism with reasonable overhead.

Our proposed algorithm (C-MOPRO) is based on the work presented in [46]. However,

our work significantly differs from their work in the following aspects: Firstly, our proposed

solution assumes an active attacker model while they assume a passive eavesdropper model.

The difference is that Eve can do more than just listening to the communication between

two legitimate users. Secondly, we implement a digital signature scheme to authenticate the

legitimate users to prevent Eve from impersonating any of the original users. This type of

attack usually referred to as Man in the Middle (MitM) attack. Specifically, we implement

SPHINCS which is a stateless hash-based signature scheme. SPHINCS depends only on

the existence of secure hash functions which makes it very adjustable and invulnerable to

quantum computing [47]. Finally, we address the issue where one of the legitimate users’ keys

gets jeopardized resulting in unveiling half of communicated messages to an eavesdropper.

The security comparison of our proposed algorithm against other techniques is summarized

in Table 4.1.

4.1 Background

4.1.1 Cryptographic Primitives

Considering the wide introduction of quantum computers and its consequences on modern

digital signatures, current post-quantum cryptography research proposes SPHINCS as one of

the best alternatives. As stated before, SPHINCS is a stateless hash-based signature scheme.

In fact, one-time signature (OTS) forms the basic block in all hash-based signatures. Merkle
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adopted this scheme to construct a many-time signature scheme [48]. When a Merkle tree

is used on top of OTS key pairs, the choice of an OTS key more than once should be

avoided. This requires us to store some info, i.e. state, about the keys have already been

used making it impractical in some cases. To overcome this problem, Goldreich proposed a

scheme that creates a tree in a way that makes the probability of choosing a previously used

key significantly small [49]. However, the size of Goldreich’s signature is extremely large.

SPHINCS overcomes both challenges; the state and signature size. It does that by com-

bining Goldreich’s scheme with Merkle trees and few-time signatures. The authors use Win-

ternitz One-Time Signature (WOTS+)1 scheme to form the Merkle tree [2]. Also, they

propose HORST few-time signature scheme, which is basically a version of HORS [51] with

trees, to sign the message digest. Both schemes are defined in Algorithm 2 and Algorithm 3,

respectively.

Global parameters: Winternitz parameter w ∈ N, w > 1, message M , security parameter

n ∈ N, input seed S ∈ {0, 1}n, l1 = dn/log(w)e, l = l1 + blog(l1(w − 1))/log(w)c + 1,

Gλ : {0, 1}n → {0, 1}λn, V : {0, 1}n → {0, 1}n.

Algorithm 2 WOTS+ signature

1: Parameters: |M | = n, bitmasks r ∈ {0, 1}n∗(w−1), ci(x, r) = V(ci−1(x, r)⊕ ri)
2: Key Generation (SK,PK)← WOTS.kg(S, r): Outputs secret key SK and public key

PK

• SK = (SK1, .., SKl)← Gl(S)

• PK = (PK1, .., PKl) = (cw−1(SK1, r), .., cw−1 (SKl, r))

3: Signing σWOTS ← WOTS.sign(M,S, r): Outputs signature σWOTS for M under SK

• SK and PK are generated on the fly since storage(S) ¡ storage(SK)

4: Verifying PK ′ ← WOTS.vf(M,σWOTS, r): Outputs PK ′ that will be compared to PK

in SPHINCS algorithm (returns true on equality, and false otherwise)

SPHINCS deploys a hyper-tree of height h that contains d layers of trees of height h/d [14].

In more details, each layer i has 2(d−1−i)(h/d) trees. WOTS+ key pairs of the trees on layer

i + 1 are used to sign the roots of layer i trees. The WOTS+ key pair on layer 0 is used to

sign a HORST public key. Finally, each HORST key pair is used to sign the message digest.

1The authors of [47] slightly deviated from description of WOTS+ in [50].
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It is worth noting that a pseudo-randomly generated index is used to choose which trees

inside the hyper-tree are used and which HORST key pair is selected. Finally, to verify, a

Merkle tree authentication path is provided as part of the signature. SPHINCS is described

in Algorithm 4. For more details, readers are referred to [47].

Algorithm 3 HORST signature

1: Parameters: message length m, t = 2τ where τ ∈ N, k ∈ N where kτ = m, bitmasks

Q ∈ {0, 1}2n∗logt, x ∈ N \ {0}
2: Key Generation PK ← HORST.kg(S,Q): Outputs public key PK

• SK = (SK1, .., SKt)← Gt(S)

• A tree is constructed using Q where tree leaves Li = V(SKi) for i ∈ [t− 1]

• PK = root node of a binary tree of height log(t)

3: Signing (σHORST , PK)← HORST.sign(M,S,Q): Outputs PK and signature σHORST

for M under SK

• SK = (SK1, .., SKt)← Gt(S)

• M = (M0, ..,Mk−1) where |Mi| = log2(t) bits for i ∈ [k − 1]

• Determine x such that k(τ − x+ 1) + 2x is minimal

• σHORSTi = (SKMi
, AuthMi

) where AuthMi
is the lower τ − x elements of the au-

thentication path of leaves (A0, .., Aτ−1−x) for i ∈ [k − 1]

• σHORSTk = 2x nodes of level τ − x binary tree

4: Verifying PK ′ ← HORST.vf(M,σHORST ,Q): The signature is valid if all nodes and

authentication paths agree on the same root PK (i.e. PK ′ = PK)

4.1.2 MIMO Precoding

MIMO precoding is a processing technique which functions as a multi-mode beamformer to

support multi-stream data transmission. By allocating appropriate transmission power to

data streams, it maximizes the channel throughput. To achieve the optimal MIMO channel

capacity, the optimal precoding matrix requires full channel state information at the trans-

mitter (CSIT). Assuming slow frequency non-selective fading, the received signal is described

by y = Hx + v, where y is the received signal vector, H is the MIMO channel matrix, x is



61

Algorithm 4 SPHINCS signature

1: Parameters: p = max{w − 1, 2(h+ dlog(l)e, 2log(t)}, Q
$←− {0, 1}pxn

2: Key Generation (SK,PK)← SPHINCS.kg(1n): Outputs secret key SK and public

key PK

• SK = (SK1, SK2,Q) where (SK1, SK2) ∈ {0, 1}n x {0, 1}n

• PK = (PK1,Q) where PK1 = root node of a binary tree that is built on public

keys of WOTS+ key pairs

3: Signing σSPHINCS ← SPHINCS.sign(M,SK): Outputs signature σSPHINCS for M

under SK

• σSPHINCS = (I, σHORST , Authi, σWOTSi) where I is index, σWOTSi is WOTS+ sig-

nature per layer i, and Authi is the authentication path per layer i

4: Verifying ind ← SPHINCS.vf(M,σSPHINCS, PK): Returns true if the verification

algorithm reaches to the same root node in PK1, otherwise it returns false

the transmitted signal vector, and v is the white Gaussian noise vector. To obtain the opti-

mal gain, the MIMO channel matrix H can be decomposed by performing the singular value

decomposition (SVD) of the channel matrix as H = UΣVH , where [.]H is the Hermitian

operator, U,V are complex unitary matrices and Σ is a matrix whose diagonal elements are

the singular values of H. The optimal beam directions with perfect CSIT are matched to the

channel right singular vectors V. Therefore, this requires the channel to be approximately

constant over a considerably large period as well as a large feedback overhead. Alternatively,

WiMAX and LTE systems use a codebook that consists of multiple precoding matrices and

their corresponding PMIs, which yields a balance between system performance, equalizer

complexity, and the feedback overhead.

The MIMO-OFDM channel matrix H is estimated at the receiver using the pilot symbols

sent by the transmitter. Then, the suboptimal precoding matrix that maximizes the channel

capacity is selected by the receiver using the following equation:

max
F∈F

CapacityH,F = log2 det[In +
Es
nsσ2

FHHHHF] (4.1)

where F is the precoding matrix, F is the universal codebook, In is the identity matrix and n

is the minimum number of antennas at Alice and Bob, Es is the total energy of the transmitted

signal, ns is the number of data elements, and σ2 is the noise variance. Finally, the receiver
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Table 4.2: C-MOPRO notations.

G MAxMA random unitary complex matrix

r MAxNr complex reference signal

UB,i MBxMB complex unitary matrix

VH
B,i MAxMA complex unitary matrix

VA,i MAxMA complex unitary matrix

UH
A,i MBxMB complex unitary matrix

F̆ MBxns

Gu nsxns complex unitary matrix

s nsxNs complex matrix

(SKB, PKB) Bob’s secret and public keys

(SKA, PKA) Alice’s secret and public keys

sends the corresponding PMI of the suboptimal precoding matrix to the transmitter.

4.2 System Model

The system consists of two legitimate users (Alice and Bob) and an eavesdropper (Eve). The

users are connected using wireless MIMO channels HAB, HAE, and HBE. This model is

depicted in Fig. 4.1. Alice wants to communicate with Bob confidentially through HAB. Due

to the broadcast nature of wireless channels, Eve can listen to the messages originated at

Alice and Bob through HAE and HBE, respectively. It is assumed that the MIMO system

uses time division duplexing and the MIMO channel reciprocity holds in the transposed form

HAB= HT
BA, where [.]T is the matrix transpose, along with perfect channel reciprocity. Alice,

Bob, and Eve are equipped with MA, MB, and ME number of antennas, respectively.

As in [46], the universal codebook containing precoding matrices and the corresponding

precoding matrix indices (PMIs) is accessible to all parties Alice, Bob, and Eve. The channel

capacity function used by Alice and Bob is also known to Eve. The mapping between

precoding matrix and secret key sequence is a predefined public information. All parties

have knowledge of this mapping in advance. Eve is assumed to be an active attacker who

will falsify public discussion and/or listen to the communications between Alice and Bob but

will not jam the channel.
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Figure 4.1: System layout.

4.3 Proposed Algorithm

In this section, the proposed algorithm C-MOPRO is detailed. Our proposed solution is based

on the MOPRO scheme presented in [22]. The algorithm utilizes complex unitary rotation

matrices to hide the secrecy information and exchange secret keys during the communication

establishment phase. Although similar, our work differs in the following: 1) It assumes an

active attacker model. 2) It addresses the Man in the Middle (MitM) attack. 3) It addresses

the issue of exposing half of the secret key. Fig. 4.2 depicts the exchanged messages between

the legitimate users and what is heard by Eve. The flow of our algorithm is detailed next

and the notation used in the algorithm is defined in Table 4.2.

1. Alice transmits the reference signal Gr to Bob to estimate the channel. Bob estimates

the sub-band i averaged channel HAB,iGi and performs SVD on HAB,iGi to obtain

HAB,iGi = UB,iΣiV
H
B,iGi, where Σi is MBxMA matrix.

2. Bob generates a secret key KBob of c-bits. Bob applies channel coding and obtains the

coded sequence CBob. Based on the codebook used, Bob divides CBob into d c
p
e groups

each denoted CBob,i.

3. Using CBob,i as PMI, Bob finds the corresponding precoding matrix FB,i. Bob appends
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Figure 4.2: C-MOPRO message exchange between Alice and Bob.
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Table 4.3: Overhead comparison between MOPRO, Diffie-Hellman + RSA, and the proposed
C-MOPRO.

Alice Overhead Bob Overhead

Algorithm Computation
Communication

(in bits)
Computation

Communication

(in bits)

MOPRO - nb|Gr| - -

DH + RSA

KA: 1.Exp

SGN: 2.Exp′+

2.Hash

|p| + |g| + |A|
+ |PKRSAA| +

|σRSA|

KA: 1.Exp

SGN: 2.Exp′

+2.Hash

|B| + |PKRSAB |
+ |σRSA|

C-MOPRO
KA: 1.Hash

SGN: nbC

|PKSPHA| +

nb|Gr| + nb|σSPH |
KA: 1.Hash

SGN: nbC
|PKSPHB | + nb|σSPH |

KA: Key agreement algorithm. SGN: Digital signature algorithm. Exp: Module exponentiation in

DH. Exp′: Module exponentiation in RSA. Hash: Hash function. p, g, A,B: Parameters for Diffie-

Hellman key exchange algorithm, where |p|=|g|=3072 bits. nb: Number of sub-bands. PKRSA:

RSA public key. PKSPH : SPHINCS public key. σRSA: RSA signature. σSPH : SPHINCS signa-

ture. C: Cost of SPHINCS-256 signature which consists of 699494 ChaCha12 permutations [14].

For 128-bit post-quantum security: 3072-bit DH, 3072-bit RSA, SPHINCS-256, and SHA-384 are

considered [41].

random orthogonal columns to FB,i to make it a full rank MBxMB complex unitary

matrix F̂B,i.

4. Bob transmits the rotated reference signal G1,ir to Alice, where G1,i = U∗B,iF̂
H
B,i and

[.]∗ is the matrix conjugation. Then, Alice estimates PMI of the ith sub-band from

HBA,iG1,i.

5. Bob generates (SKB, PKB)← SPHINCS.kg(1n). Bob transmits [SPHNCS.sign(G1,ir, SKB)

, PKB] to Alice. Then, Alice verifies Bob on the ith sub-band using SPHINCS.vf(G1,ir,

σSPHINCS, PKB).

6. Steps 3-5 are repeated for all sub-bands. Alice combines all the collected PMIs to form

CBob and then obtain KBob. Alice generates a secret key KAlice of c-bits.

7. Alice applies channel coding and obtains the coded sequence CAlice and divides CAlice into

d c
p
e groups each denoted CAlice,i. Using CAlice,i as PMI, Alice finds the corresponding

precoding matrix FA,i. Bob appends random orthogonal columns to FA,i to make it a

full rank MAxMA complex unitary matrix F̂A,i.
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8. Alice performs SVD on HBA,iG1,i to obtain HT
AB,iG1,i = V∗A,iΣ

T
i UT

A,iG1,i, where Σi is

MAxMB diagonal matrix. Alice transmits the rotated reference signal G2,ir to Bob,

where G2,i = VA,iF̂
H
A,i. Bob estimates PMI of the ith sub-band from HAB,iG2,i.

9. Alice generates (SKA, PKA)← SPHINCS.kg(1n) and sends [SPHNCS.sign(G2,ir, SKA)

, PKA]. Then, Bob verifies Alice on the ith sub-band using SPHINCS.vf(G2,ir, σSPHINCS

, PKA).

10. The steps are repeated for all sub-bands. Alice combines all the collected PMIs to form

CAlice and then obtain KAlice.

11. Alice and Bob apply a cryptographic hash function on the concatenation of Alice and

Bob keys. A shared secure key is defined by KAB = H(KAlice||KBob).

12. Alice finds the optimal precoding matrix to achieve MIMO channel capacity using:

F̆ = max
F∈F

CapacityH,F = log2 det[In +
Es
nsσ2

FHHHHF]. Alice generates Gu and creates

F = F̆Gu. Alice transmits the reference signal Fs and Bob estimates the channel

HABF.

4.4 Security Analysis

In this section, we discuss the security guarantee of the proposed solution. The security guar-

antee of C-MOPRO, DH + RSA, and MOPRO is summarized in Table 4.1. By deploying

the physical layer security mechanism, exchanging uniformly distributed secrets keys is made

possible during the channel establishment phase. Furthermore, the use of the unitary rota-

tion matrices prevents Eve from acquiring either HAE or HBE since only the rotated channel

is used to exchange messages. This renders Eve attempts to reconstruct the complete chan-

nel between Alice and Bob useless and provides additional security to the communication

channel. However, based on Eve’s location there might be a risk of exposing half of the secret

key bits. If Eve places itself near either Alice or Bob, then the channel experienced by Eve

will be close to either one of the legitimate users. For example, if Eve placed itself close to

Bob then HAEG2 ' HABG2 and by performing PMI estimation Eve can obtain KAlice.
For physical layer security mechanism to be information theoretically unbreakable, it has

to satisfy the strong secrecy condition defined as limn→∞ I(W |Zn) = 0. This requires that the

mutual information between each bit of the message W and the observed n-length cipher Zn

at Eve to be zero, i.e. no information leakage about the message when the transmitted cipher

is observed by Eve [52]. To remedy this, we propose that both legitimate users should apply a

universal hash function on the concatenation of both Alice and Bob keys to generate a shared
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key KAB = H(KAlice||KBob). Thus, if Eve was successful in obtaining one of the legitimate

users key, Eve will not be able to obtain the shared key. This is due to the fact that any small

change in the hash function input will cause the output to change drastically. Nevertheless,

the security of C-MOPRO can be compromised if two active attackers placed themselves near

Alice and Bob simultaneously. Still, this requires the two attackers to exchange data risking

alerting either Alice or Bob which might result in terminating the communication.

In addition, implementing the physical layer security mechanism allows us to authenticate

the legitimate users during channel establishment phase. The wireless channel between the

legitimate users becomes decodable after the transmission of the rotated reference signals

and hence we can authenticate transmitted signals to prevent MitM attack. Alternatively,

traditional cryptography usually authenticates and secures the channel after the channel has

been established and usually does not concern itself with this process. With the rise in

fear of the inevitable large-scale implementation of quantum computers, many of the digital

signature schemes that rely on the integer factorization problem, the discrete logarithm

problem, or the elliptic curve discrete logarithm problem can be solved easily. Therefore, we

opted to implement SPHINCS to authenticate the legitimate users. The authors of SPHINCS

proved its security against quantum attacks since it only depends on the usage of secure

cryptographic hash functions.

Finally, it is important to note that MOPRO and C-MOPRO provide information theo-

retic security. The authors in [46], showed that using the rotation matrices decreases Eve’s

knowledge about the channel.

H̄(hAB|hAE) ≤ H̄(hABG2|hAEG2) (4.2)

and

H̄(hBA|hBE) ≤ H̄(hBAG1|hBEG1) (4.3)

where H̄ is the entropy and h is the simplified channel matrix.

4.5 Performance Analysis

Overhead comparison between MOPRO, Diffie-Hellman + RSA, and the proposed C-MOPRO

is detailed in Table 4.3. The table shows the computation and communication overhead for

Alice and Bob, respectively. In MOPRO, the generation of Alice and Bob respective keys

requires no computation overhead in terms of the number of exponentiations and hash opera-

tions. Since their secret keys are embedded into the required reference signals to estimate the

channel, one of the users does not acquire communication overhead. However, the other user
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will need to send additional nbGr reference signals to communicate its secret key securely.

Alternatively, the Diffie-Hellman + RSA algorithm requires each Alice and Bob one expo-

nentiation to agree on a key. Additionally, it requires each Alice and Bob one exponentiation

and one hash function operation to authenticate or verify the exchanged messages. Further-

more, the communication overhead associated with Diffie-Hellman + RSA algorithm is the

result from communicating Diffie-Hellman parameters, RSA public keys, and RSA signature.

On the other side, our proposed C-MOPRO algorithm requires each Alice and Bob one

hash function operation to agree on a shared secret key. Also, it requires each Alice and Bob

nbC to authenticate and verify the exchanged signals. As in MOPRO, our proposed solution

requires additional nbGr reference signals to transmit the second secret key. On top of that,

C-MOPRO needs to communicate Alice/Bob public keys and signatures to authenticate the

messages. It is important to highlight that the parameter nb in MOPRO and C-MOPRO is a

design choice and depends on the total bandwidth, the sub-band bandwidth, and the desired

length of the secret key. In fact, selecting an appropriate number of sub-bands is critical

since it affects the computation and communication overhead. Hence, in our future work, we

aim to find the optimal nb that results in a reasonable overall overhead and yet maintains

high system capacity.

The main contributing factor in C-MOPRO overhead is due to SPHINCS which is com-

putationally costly when compared to traditional digital signatures. Nevertheless, in the age

of quantum computing, SPHINCS and other post-quantum schemes must be used instead

of traditional cryptography signatures, e.g. RSA. As a matter of fact, all post-quantum

hash-based signatures result in higher overhead compared to traditional signatures [47], [53].

This is the tradeoff between security and performance. Other than SPHINCS overhead, C-

MOPRO has a reasonable computational and communicational overhead when compared to

post-quantum key exchange algorithms. This is since the key agreement in C-MOPRO is

done during the channel establishment phase and it does not require a generation of a public

and private key pair to agree on a secret key. In addition, it has been established that many

post-quantum key exchange protocols are computationally costly [54], [55]. For example,

Supersingular Isogeny Diffie-Hellman (SIDH) key exchange which serves as a replacement to

DH takes 303ms to agree on a key2 [56]. This does not include the time needed for channel

establishment and message authentication.

2This was measured on Macbook Pro Intel Core i5-2415M @ 2.4 GHz.
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4.6 Conclusion

In this paper, we proposed the C-MOPRO algorithm which is a post-quantum hybrid secu-

rity algorithm. This cross-layer security mechanism combines cryptographic techniques and

physical layer security to achieve a powerful security mechanism with a reasonable overall

overhead. In this scheme, the key agreement is accomplished during the channel estab-

lishment phase. Also, during this phase, we address MitM attack using SPHINCS digital

signature. Furthermore, we tackle the problem where half of the secret key bits gets com-

promised when Eve is located near either Alice or Bob. This is done using a universal secure

hash function that guarantees the security of the shared secret key even if half of the secret

key bits is exposed.
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Chapter 5: Conclusion and Future work

5.1 Conclusion

In this dissertation, we explored multiple coding techniques to reduce energy consumption,

improve performance, and secure wireless sensor networks specifically and ad-hoc networks

in general. With the introduction of Internet of Things (IoT) and 5G technologies, wireless

sensor networks are quickly emerging as an important and key technology in the future. From

their ability to sense, process, and communicate data among them to being low-powered,

self organizing, and cost effective. Their characteristics made them a great tool for many

applications, they already have a role in connecting homes, cars, surveillance systems, early

earthquake and forest fire detection. However, due to their limited power and processing

energy, they suffer to maintain acceptable performance and connectivity especially when

deployed in harsh environment. In this research, we demonstrated novel techniques that can

help improve their performance while reducing energy consumption. The contribution of this

work is summarized below.

• We propose a novel approach to error correction codes in wireless sensor network. We

introduce a modification to Reed-Solomon decoding algorithm which allows errors to

occur in data without sacrificing the total integrity of the data. We show that by

deploying such mechanisms, we can reduce the total energy required to deliver data

at their destination by reducing the decoding energy per symbol/bit. However, we

conclude that the savings is minimal taken into account the degradation occurs in

performance. As well, the requirement for having a non-binary error correction codes

to achieve and replicate savings in decoders. As of now, the only well established

non-binary error correction codes are Reed-Solomon codes.

• Opportunistic network coding was introduced as mean to increase network throughput

by XORing two or more packets together. However, it has been shown that ONC’s bit

error rate (BER) and throughput suffer when implemented in wireless network with

noise model. We propose a modification on opportunistic network coding (ONC) using

diversity coding and cooperation, as well as, limiting the number of packets that can be

network-coded together to three and only encode packets that were received by relay

nodes directly. We show that using such techniques we can alleviate the issues that

plague ONC when implemented in noisy networks. later on, we study the effect of
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link outages/mobility on proposed solution and show that our proposed solution can

accommodate up to one link failure.

• We study the security of ad-hoc networks and propose a post-quantum hybrid security

mechanism. We propose a security mechanism that take advantage of the wireless

medium hereditary nature and cryptography techniques. This state of art protocol is

able to overcome the presence of adversary eavesdropper and address man in the middle

attack. Our security mechanism uses a combination of physical layer and cryptographic

security techniques to provide best effort security.

5.2 Future Work

In this section, we will summarize the future work related to the research topics of this

dissertation. We will discuss future enhancements and possible research tracks that are of

interest in their designated sections.

1. Modified Reed-Solomon Decoding algorithm:

(a) In chapter 2, we profiled the power consumption of RS decoding algorithm and

summarized the power consumption of each of its component in Table 2.4. We

can see that 85% of power is consumed in identifying if errors took place and

identifying errors locations in the codewords. Therefore, developing methods and

algorithms that reduce the power consumption related to calculating the syndrome

and locating the errors will help in increasing the overall energy savings in partial

error correction algorithms.

(b) A possible research direction and a good alternative to RS codes are low-density

parity check (LDPC) codes. These codes have gained a great momentum and

became essential part for many applications in wireless communication. On the

contrary, non-binary LDPC codes are uncharted territory. In [57, 58], non-binary

LDPC codes shown to outperform its binary variation as the finite field increases,

have better convergence, and requires less iterations to decode codewords. This

becomes on the expense of higher complexity. In [59], a fast Fourier transforms

method is proposed which reduces the decoder complexity, allowing non-binary

codes to be a good alternative.

(c) A common error correction code used extensively in wireless communication sys-

tems such as 3G and 4G is Turbo codes. Non-binary turbo codes have shown

to have several advantages [60]. Nevertheless, non-binary turbo received little

attention in research due to complexity [60–62].
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2. Diversity Opportunistic Network Coding with Cooperation:

(a) As we discussed in Chapter 3, we limited the number of network coded packets to

three. Even though, we showed that the probability to encode more than three

packets is insignificant it is still important to address the network performance

without such limitation. Additionally, we are interested in evaluating the perfor-

mance after reducing the restrictions proposed in this research. It is important

to examine the impact of removing these restrictions on the total performance of

the network. Additionally, we did not take into account the additional processing

needs of our proposed solution and how that impact the power consumption of

the network.

(b) We built our simulation on top using a simulator based on COPE which utilizes

the IEEE802.11. In future work we want to implement this work with more

appropriate system model such as Zigbee which utilize a similar framework but is

more focused on providing connectivity to ad-hoc and wireless sensor networks.

3. Post-Quantum Hybrid Security Mechanism for MIMO Systems:

(a) As we discussed in Chapter 4, post-quantum signatures such as SPHINCS are

computationally and communicationally expensive [63, 64]. Hence, other post-

quantum signatures can be explored and compared to SPHINCS in term of compu-

tational and communicational overhead and security. Another research direction

can be investigated is to implement C-MOPRO using SPHINCS+ framework [65].

In [65], the author proposed a more optimized version of SPHINCS in term of

speed, signature sized, and security which makes SPHINCS+ a good candidate for

improving C-MOPRO performance and overhead.
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