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Numerical Analysis of a System of Parabolic Variational Inequalities

with Application to Biofilm Growth

1 Introduction

In this dissertation we consider a mathematical and computational model for

biofilm growth and nutrient utilization. In particular, we are interested in a model

appropriate at a scale of interface. This model represents bio-geo-chemical interac-

tions that involve microbial cells in some fluid in a porous medium. We analyze the

numerical approximations of this model by implementing two numerical methods: (i)

Galerkin finite element method, and (ii) mixed finite element method. We derive

rigorous error estimates, present numerical experiments that confirm the predicted

estimates, and illustrate the behaviour of boifilm and nutrient.

Motivation. Biofilms are complex three-dimensional communities of microor-

ganisms, typically bacteria, attached to a solid surface and embedded in a matrix

consisting of polysaccharides called extra cellular polymeric substance (EPS). The

function of this EPS is to protect the bacteria from the surrounding harsh environ-

mental conditions. Biofilm propagates through detachment to form other communities

of biofilm [17, 25, 13]. When biofilm grows in a porous medium, it affects many hy-

draulic properties of that medium, such as its porosity, and permeability [29, 34, 27].

Biofilm are important in a variety of applications. In agricultural industry, for

instance, biofilm is used to enhance plant health and soil fertility [1, 26]. In environ-

mental industry, biofilm is used in bio-remediation techniques to seal the pathways of

contaminants spilled in rivers or lakes [26, 34]. Moreover, biofilm is used to enhance

geologic sequestration of CO2 by plugging the leakage in the subsurface CO2 stor-

age reservoirs [28, 13]. In petroleum industry, biofilm is used in microbial enhanced



2

oil recovery (MEOR), in particular, as a “selective plugging” technique. MEOR is a

method used to improve oil extraction. Usually, water is flooded in petroleum reser-

voirs to recover the residual oil. However, due to the variation of permeability zones

in the reservoirs, water fingers develop in high-permeability regions, which prevent

water from going to the right path. In selective plugging, bacteria is injected in the

reservoir to plug those high-permeability zones [27].

Now we motivate why it is important to work at microscale. In a porous medium

filled with some fluid at rest and containing some microorganisms and nutrient, mi-

crobes consume the nutrient over time, and the total biomass increases. When the

density of biomass is large, the microbes produce EPS and the biofilm phase forms.

The amount of biomass in biofilm keeps growing until it reaches a certain maximum

density which cannot be exceeded because the microbial cells have finite size. This

maximum density is represented as a constraint in the biofilm model. Once maximum

density is reached, biofilm starts to expand its domain by penetrating the surrounding

fluid through the interface. Therefore, this model is a free-boundary problem.

Mathematical and computational challenges addressed and results.

The biofilm–nutrient model considered in this work is a system of two coupled non-

linear diffusion–reaction partial differential equations (PDEs). One of these PDEs

is subject to a constraint, and this can be characterized as a parabolic variational

inequality (PVI). The model we work with was first proposed in [29], and it included

advection coupled to the velocity of flow of fluid enclosing the biofilm in the porous

medium. The flow velocity can be obtained by a coupled viscous flow model defined

in [29]. In this work, we ignore the advection and the flow. Other models for biofilm

including cellular automata, degenerate singular parabolic systems, and phase field

models were considered in the literature; we refer to [29] for review.

The model we consider is challenging. The first challenge is (i) understanding

the constraint, and how it can be imposed on the solutions of the model. In this work

we use a construction called Parabolic Variational Inequality (PVI). In a computa-
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tional model the PVI can be written as a system involving a Lagrange multiplier and

semi-smooth function (e.g. min-function). Furthermore, (ii) the semi-smoothness and

the coupled nature involved in the system require a robust solver.

The main challenge in analysis is (iii) dealing with the fact that solutions to

PVIs and free-boundary problems have low regularity [22, 4]. This makes the analysis

of the approximation difficult and limits the numerical scheme to low order. In this

work we consider two approximation schemes to analyze the biofilm growth model:

the low order Galerkin finite element method, and the mixed finite method with

the lowest order Raviart-Thomas elements. The latter is implemented only for the

scalar diffusion–reaction PVI; the coupled system will be considered in the future. To

the best of our knowledge, approximating PVI with mixed finite elements is a new

approach. In our analysis, we derive optimal error estimates with both methods.

We confirm the theoretical results experimentally in 1D, 2D, and 3D, where

the data used in some experiments is motivated by realistic simulations in [29]. An

associated difficulty is that (iv) the analytical solution to the PVI is not known except

for simple artificially created test cases. Furthermore, it is also virtually impossible

to obtain analytical solutions for a coupled nonlinear system of PDEs with realistic

data. Therefore to test the errors numerically, we need numerical solutions computed

on a fine grid. These require high performance computers to solve, especially with

2D and 3D cases. Finally, (v) simulations in domains mimicking the complex pore

scale geometry obtained from imaging require careful grid generation and pre- and

post-processing.

The outline of this dissertation is as follows. In Chapter 2 we review some

background needed for the rest of this dissertation. We begin with preliminaries on

functional analysis. We then briefly discuss weak formulations of problems of PDEs.

Next we give a brief introduction to finite element approximation for solutions of

problems of PDEs. We conclude the chapter by presenting the solver we use in this

work which is semismooth Newton Method.
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In Chapter 3 we discuss finite element approximations for solutions to scalar

variational inequalities. Section 3.1 is devoted to elliptic variational inequalities

(EVIs). We begin with background on monotone operators and convex functions.

Next we present basic results in literature on EVIs in Banach spaces first and then in

Hilbert spaces. At the end of this section, we discuss finite element approximation for

EVIs. We first state some error estimates in literature. Then we present numerical

experiments validating the theoretical results and testing the efficiency of semismooth

Newton solver. In Section 3.2 we turn our discussion to a PVI with a reaction term.

We start by reviewing results on abstract form of PVIs. We then introduce a type of

PVIs similar to the one involved in the biofilm/nutrient model considered. After that,

we discuss fully discrete finite element approximation of the PVI. For the convergence

of this approximation, we first give a literature review on similar work. We then state

and prove our error estimate validated by some numerical experiments.

In Chapter 4 we discuss the biofilm/ nutrient model considered in this work.

We start in Section 4.1 by describing the model which is a coupled system of PDEs,

without constraints, and we analyze the fully discrete finite element approximation

to an unconstrained coupled system. We show the convergence of the approximation

theoretically and experimentally. In Section 4.2 we turn to the constrained case. We

analyze fully discrete finite element approximation to the constrained coupled system.

We derived an error estimate which we validate experimentally in 1D, 2D. Moreover,

we present a numerical experiment in 3D illustrating the behavior of the growth of

biofilm in pours media.

In Chapter 5 we consider mixed finite element method for a PVI. We start in

Section 5.1 by presenting the mixed formulation of the PVI. Then, in Section 5.2, we

discuss the well-posedness of the mixed problem. In Section 5.3 we define the mixed

finite element approximation of the PVI. We give literature review. We then derive an

error estimate of semi-discrete mixed finite element approximation. Next, we discuss

the fully discrete approximation. Finally, in Section 5.4 we present some numerical



5

experiments which confirm the theoretical findings.

In Chapter 6 we summarize the main results in this work. We also discuss

current and future work.
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2 Background

In this Chapter we present background needed for the rest of this dissertation.

We start by reviewing preliminaries on functional analysis. We then briefly discuss

weak formulations of problems of PDEs. Next we give a brief introduction to finite

element approximation for solutions of problems of PDEs. We conclude this chapter

by presenting the solver we use in this work which is semismooth Newton Method.

2.1 Preliminaries on Functional Analysis

In this section we present some notation, preliminary definitions and results from

functional analysis. We begin by defining function spaces and describing properties

of operators defined on some types of those spaces. Then we introduce Sobolev spaces

that play a crucial role in our study. At the end, we state some known inequalities and

results needed in our analysis. The results in this section, unless otherwise marked,

follow the materials in [6, 3, 31, 9].

2.1.1 Function spaces

2.1.1.1 Normed spaces

Definition 2.1.1. A seminorm on the linear space V over R is a function |·|V : V → R

with the following properties.

1. |αv|V = |α||v|V for any v ∈ V and α ∈ R;

2. |u+ v|V ≤ |u|V + |v|V for any u, v ∈ V.

The pair (V, | · |V ), is called a seminormed space.

Definition 2.1.2. A norm on the linear space V over R is a function ‖ · ‖V : V → R

with the following properties.

1. ‖v‖V ≥ 0 for any v ∈ V , and ‖v‖V = 0 if and only if v = 0;
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2. ‖αv‖V = |α|‖v‖V for any v ∈ V and α ∈ R;

3. ‖u+ v‖V ≤ ‖u‖V + ‖v‖V for any u, v ∈ V.

The pair (V, ‖ · ‖V ), is called a normed linear space or a normed space.

Note that a normed space is a seminormed space.

Definition 2.1.3. Let V be a normed space, and (vn) be a sequence in V . We say

that (vn) converges to v ∈ V if limn→∞‖vn − v‖V = 0, and we write vn → v in V .

A sequence (vn) in a normed space V is said to be Cauchy if limm,n→∞‖vm −

vn‖V = 0. If every Cauchy sequence in V converges, then V is called complete. A

complete normed space is called a Banach space.

2.1.1.2 Inner product spaces

Definition 2.1.4. An inner product on the linear space V over R is a function (·, ·) :

V × V → R which satisfies

1. (v, v) ≥ 0 for any v ∈ V , and (v, v) = 0 if and only if v = 0,

2. (v, u) = (u, v) for any u, v ∈ V,

3. (αu+ βv,w) = α(u,w) + β(v, w) for any u, v, w ∈ V , any α, β ∈ R.

The pair (V, (·, ·)), is called an inner product space.

‖x‖ ≡
√

(x, x) defines a norm on V .

The following theorem is essential in our estimates.

Theorem 2.1.1 (Cauchy-Schwarz inequality). For all u, v ∈ V , we have

|(u, v)| ≤ ‖u‖‖v‖.

A complete inner product space is called a Hilbert space.

Definition 2.1.5. Two vectors u, v in an inner product space V are said to be or-

thogonal if (u, v) = 0.
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2.1.1.3 Spaces of continuously differentiable functions

Let d be an integer number, and Ω ⊂ Rd be an open, bounded, connected

set. A generic point in Rd is denoted by x = (x1, x2, . . . , xd)
T . For each d-tuple

α = (α1, α2, . . . , αd) of non-negative integers, the αth order partial derivative is

Dα ≡ ∂|α|

∂xα1
1 ∂xα2

2 . . . ∂xαd
d

,

where |α| = α1 + α2 + . . .+ αd.

We denote C(Ω) to be the space of all continuous functions f : Ω → R. Let C(Ω̄)

be space of all functions that are uniformly continuous on Ω. Note that C(Ω̄) is a

Banach space with the norm

‖f‖C(Ω̄) = sup{|f(x)|;x ∈ Ω} ≡ max{|f(x)|;x ∈ Ω̄}.

For m ∈ N, the space Cm(Ω) is the space of all continuous functions on Ω for which

all their derivatives up to order m are continuous on Ω, that is,

Cm(Ω) = {f ∈ C(Ω);Dαf ∈ C(Ω) for all α, |α| ≤ m}.

Cm(Ω̄) is the space of all functions that are continuous and all their derivatives up to

order m are continuous up to the boundary:

Cm(Ω̄) = {f ∈ C(Ω̄);Dαf ∈ C(Ω̄) for all α, |α| ≤ m}.

Cm(Ω̄) is a Banach space with the norm

‖f‖Cm(Ω̄) = max
|α|≤m

‖Dαf‖C(Ω̄), m ∈ N.

C∞(Ω) = ∩m≥0C
m(Ω), C∞(Ω̄) = ∩m≥0C

m(Ω̄).

C∞(Ω) and C∞(Ω̄) are spaces of infinitely differentiable functions. The support of a

function f defined on Ω is defined to be

supp(f) = {x ∈ Ω; f(x) 6= 0}.

C0(Ω) is the space of all continuous functions on Ω with compact support. Cm0 (Ω) =

Cm(Ω) ∩ C0(Ω), m ≥ 1 and C∞0 (Ω) = C∞(Ω) ∩ C0(Ω).
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Definition 2.1.6. A function f defined on Ω is called Lipschitz continuous if there

exists a constant c ≥ 0 such that

|f(x)− f(y)| ≤ c‖x− y‖ for all x, y ∈ Ω.

2.1.1.4 Lp Spaces

Definition 2.1.7. Let p ∈ R with 1 ≤ p ≤ ∞, the normed space Lp(Ω) is defined

Lp(Ω) =
{

[f ]|f measurable on Ω and ‖f‖Lp(Ω) <∞
}

;

where [f ] is an equivalence class of all functions that are equal almost everywhere, and

the norm ‖f‖Lp(Ω) is defined as

‖f‖Lp(Ω) =


∫

Ω |f(x)|p dx, 1 ≤ p <∞,

ess supx∈Ω |f(x)| ≡ infm(Ω′)=0 supx∈Ω\Ω′ |f(x)|, p =∞.

For 1 ≤ p ≤ ∞, the spaces Lp(Ω) are Banach spaces. Moreover, L2(Ω) is a

Hilbert space with an inner product

(f, g) =

∫
Ω
f(x)g(x) dx.

Theorem 2.1.2. C∞0 (Ω) is dense in Lp(Ω); that is, C∞0 (Ω) = Lp(Ω), 1 ≤ p <∞.

Now we state some inequalities used often in our analysis. Let p ∈ [1,∞], its

conjugate exponent is q ∈ [1,∞] which satisfies

1

p
+

1

q
= 1.

Lemma 2.1.1 (Young’s Inequality). Let a, b ≥ 0, 1 < p <∞, and q be the conjugate

exponent of p. Then

ab ≤ ap

p
+
bq

q
.

Lemma 2.1.2 (Modified Young’s Inequality). Let a, b ≥ 0, ε > 0, 1 < p <∞, and q

be the conjugate exponent of p. Then

ab ≤ εap

p
+
ε1−qbq

q
.
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Corollary 2.1.1. Let a, b ≥ 0, ε > 0

ab ≤ ε

2
a2 +

1

2ε
b2 a, b ∈ R ε > 0, (2.1)

Lemma 2.1.3 (Hölder’s inequality). Let p ∈ [1,∞] and q be its conjugate exponent.

Then for any f ∈ Lp(Ω) and any g ∈ Lq(Ω),∫
Ω
|f(x)g(x)| dx ≤ ‖f‖Lp(Ω)‖g‖Lq(Ω).

2.1.2 Operators on Normed Spaces

The problems considered in this dissertation can be expressed with linear or

nonlinear operators on some normed spaces. Here we give background results on

linear operators and bilinear forms. The general type of operators will be discussed

in Chapter 3. Throughout this subsection, V and W are two normed spaces.

We start by giving a definition of continuous operators and bounded operators.

Definition 2.1.8 (Continuous Operators and Bounded Operators). Let T : V −→W

be an operator with domain D(T ) ⊆ V . T is said to be continuous at v ∈ D(T ) if

(vn) ⊂ D(T ) and vn → v in V =⇒ T (vn)→ T (v) in W.

T is said to be continuous if it is continuous at every v ∈ D(T ).

T is said to be bounded if for any set B ⊂ D(T ),

sup
v∈B
‖v‖V <∞ =⇒ sup

v∈B
‖T (v)‖W <∞.

Definition 2.1.9. An operator L : V →W is said to be linear if

L(α1v1 + α2v2) = α1L(v1) + α2L(v2) ∀α1, α2 ∈ R, ∀v1, v2 ∈ V.

Proposition 2.1.1. A linear operator L : V → W is bounded if and only if there

exists a constant α ≥ 0 such that

‖L(v)‖W ≤ α‖v‖V ∀v ∈ V.
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Proposition 2.1.2. A linear operator L : V → W is bounded if and only if it is

continuous.

Definition 2.1.10. The set of all continuous linear operators from a normed space V

to a normed space W denoted by L(V,W ) is a normed space equipped with the norm

‖L‖V,W = sup
06=v∈V

‖Lv‖W
‖v‖V

, ∀L ∈ L(V,W ).

Proposition 2.1.3. If W is a Banach space, so is L(V,W ).

Definition 2.1.11. Let V be a normed space and W = R. The elements in L(V,R)

are called bounded linear functionals or linear functionals. L(V,R) is denoted by V ′

and is called the dual space of V. Note that V ′ is a Banach space.

Remark 2.1.1. For v ∈ V and f ∈ V ′, we sometimes write f(v) = (f, v), where (·, ·)

denotes the duality pairing. It also denotes the inner product on L2(Ω).

The double dual of V denoted by V ′′ is the dual space of V ′.

Definition 2.1.12. A function F : V −→ W is called isometry if F preserves dis-

tances, i.e.

‖F (v)‖W = ‖v‖V ∀v ∈ V.

Moreover, V and W are called isometric if there exists a surjective isometry F : V −→

W .

There is a canonical injection J : V −→ V ′′ defined as follows: for any v ∈ V ,

there exists Ev ∈ V ′′ such that

Ev(f) = f(v) ∀f ∈ V ′.

Note that ‖Ev‖V ′′ = ‖v‖V for all v ∈ V , hence, J is isometry.

If J is surjective, then V is called reflexive.

Example 2.1.1. Here are some examples of reflexive spaces.
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• All finite-dimensional spaces.

• Lp for 1 < p <∞.

• Hilbert spaces.

Here are some examples of non-reflexive spaces.

• L1 and L∞.

• C(K), the space of continuous functions on an infinite compact metric space K.

Definition 2.1.13. A metric space X is separable if there exists a subset D ⊂ X that

is countable and dense.

Theorem 2.1.3. Let V be a Banach space such that V ′ is separable. Then V is

separable.

Corollary 2.1.2. Let V be a Banach space. Then V is reflexive and separable if and

only if V ′ is reflexive and separable.

Theorem 2.1.4 (Riesz-Fréchet representation theorem ). Let V be a Hilbert space,

and V ′ be its dual. For any f ∈ V ′, there exists a unique uf ∈ V such that

f(v) = (uf , v)V , ∀v ∈ V.

Moreover,

‖uf‖V = ‖f‖V ′ .

Definition 2.1.14 (The Riesz map). Let V be a Hilbert space, and V ′ be its dual.

The Riesz map R : V → V ′ is defined by Rv(u) = (v, u)V for v, u ∈ V.

By Theorem 2.1.4, R is an isometric isomorphism of V onto V ′.

Definition 2.1.15 (Weak convergence). Let V be a normed space, V ′ its dual space.

A sequence (un) ⊂ V is said to be weakly convergent to u ∈ V , we write un ⇀ u, if

f(un)→ f(u) as n→∞, ∀f ∈ V ′.
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Definition 2.1.16 (Bilinear forms). A bilinear form on a normed space V is a func-

tion a : V × V −→ R such that the mappings u 7→ a(u, v) for every v ∈ V and

v 7→ a(u, v) for every u ∈ V are linear. The form a(·, ·) is said to be

1. continuous (bounded) if there exists a constant α > 0 such that

|a(u, v)| ≤ α‖u‖‖v‖ ∀u, v ∈ V.

2. positive if a(v, v) ≥ 0 ∀v ∈ V.

3. strictly positive if a(v, v) > 0.

4. strongly positive or V -elliptic (V -coercive) if a(v, v) ≥ γ‖v‖2 ∀v ∈ V for some

constant γ > 0.

5. symmetric if a(u, v) = a(v, u) ∀u, v ∈ V.

Proposition 2.1.4. Let V be a normed space, and a : V × V −→ R be a bilinear

form. Then there exists a unique linear operator A : V −→ V ′ defined as

a(u, v) = Au(v), ∀u, v ∈ V.

Moreover, a(·, ·) is continuous if and only if A ∈ L(V, V ′).

2.1.3 Sobolev Spaces and Imbedding Theorem

We start by reviewing the definition of distributions and weak derivatives.

Definition 2.1.17 (Distributions). C∞0 (Ω) is called the space of test functions. The

dual of C∞0 (Ω), denoted by D′(Ω), is a linear space that consists of all linear functionals

on C∞0 (Ω). D′(Ω) is called the space of distributions on Ω.

Definition 2.1.18. Let p ∈ [1,∞]. The function space Lploc(Ω) of all locally p-integrable

functions on Ω is defined as

Lploc(Ω) = ∩K⊂ΩL
p(K), over every compact set K ⊂ Ω.
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Proposition 2.1.5. The mapping L1
loc(Ω)→ D′(Ω) defined as

ũ(φ) =

∫
Ω
u(x)φ(x)dx, φ ∈ C∞0 (Ω)

is linear and injective.

That is, any locally integrable function can be considered as a distribution.

Definition 2.1.19. The αth partial derivative of a distribution T ∈ D′(Ω) is the

distribution ∂αT defined by

∂αT (φ) = (−1)|α|T (Dαφ), φ ∈ C∞0 (Ω).

When T = ũ for some u ∈ L1
loc(Ω), then ∂αũ (or ∂αu) is called the weak αth

derivative of ũ.

Now we state the definition of Sobolev spaces and some results associated with.

Sobolev spaces are important in the study of partial differential equations which do

not have solutions in Cm(Ω).

Definition 2.1.20. Let m be a non-negative integer, p ∈ [1,∞]. The Sobolev space

Wm,p is the set of all functions v ∈ Lp(Ω) such that the αth weak derivative ∂αv ∈

Lp(Ω) for all multi-index α with |α| ≤ m. Wm,p is a normed space equipped with the

norm

‖v‖Wm,p(Ω) =


[∑
|α|≤m ‖∂αv‖

p
Lp(Ω)

]1/p
, 1 ≤ p <∞

max|α|≤m ‖∂αv‖L∞(Ω), p =∞.

Theorem 2.1.5. The Sobolev space Wm,p(Ω) is a Banach space.

Remark 2.1.2. In Definition 2.1.20 above, m > 0 could be non-integer. We refer to

([3], Chapter 7), for more details.

When p = 2, we write Hm(Ω) ≡Wm,2(Ω).

Remark 2.1.3. Throughout, we denote ‖ · ‖0 the norm on L2(Ω) and ‖ · ‖m the norm

on Hm(Ω).
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For all integers m, k with m ≥ k > 0, Hm(Ω) ⊂ Hk(Ω) ⊂ L2(Ω).

Corollary 2.1.3. The Sobolev space Hm(Ω) is a Hilbert space with the inner product

(u, v)m =

∫
Ω

∑
|α|≤m

∂αu(x)∂αv(x)dx, u, v ∈ Hm(Ω).

Definition 2.1.21. The closure of C∞0 (Ω) in Wm,p(Ω) is denoted by Wm,p
0 (Ω), which

is the space of all functions in W s,p(Ω) such that

∂αv(x) = 0 on ∂Ω, ∀α with |α| ≤ m− 1.

When p = 2, we denote Hm
0 (Ω) ≡Wm,2

0 (Ω).

The following inequality plays an important role in problems with homogeneous

Dirichlet boundary conditions.

Proposition 2.1.6 (Poincaré-Friedrichs inequality, [8]).

‖v‖0 ≤ CPF ‖∇v‖0, v ∈ H1
0 (Ω); CPF > 0. (2.2)

Definition 2.1.22. Let s ≥ 0, either an integer or non-integer. Let p ∈ [1,∞), q

be its conjugate exponent. The dual space of W s,p
0 (Ω) is denoted by W−s,q(Ω). In

particular, the dual of Hs
0 is denoted by H−s.

In analysis of boundary value problems, it is essential to know the regularity of

the boundary of the domain.

Definition 2.1.23. Let Ω be an open and bounded set in Rd, and let V denote a

function space on Rd−1. ∂Ω is said to be of class V if for each x0 ∈ ∂Ω, there exist

δ > 0 and a function f ∈ V such that

Ω ∩B(x0, δ) = {x ∈ B(x0, δ);xd > f(x1, . . . , xd−1)},

where B(x0, δ) ⊂ Rd is a ball centered at x0 with radius δ.
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Theorem 2.1.6 (Trace). Let Ω be a bounded open set in Rd with a C1-manifold

boundary ∂Ω. Assume that Ω lies on one side of its boundary ∂Ω. Then there exists a

unique continuous linear function γ0 : H1(Ω)→ L2(∂Ω) with the following properties:

1. γ0v = v|∂Ω for each v ∈ H1(Ω) ∩ C1(Ω̄).

2. For some constant c > 0, ‖γ0v‖L2(∂Ω) ≤ c‖v‖H1(Ω).

3. If vn → v in H1(Ω), then vn → v in L2(∂Ω).

4. The kernel of γ0 is H1
0 (Ω), and its range is dense in L2(∂Ω).

The range of γ0 in H1(Ω) is H1/2(∂Ω), i.e. H1/2(∂Ω) ≡ γ0(H1(Ω)).

Let n = (n1, . . . , nd)
T denotes the outward unit normal to the boundary ∂Ω of

Ω. If v ∈ C1(Ω̄), then its classical normal derivative on the boundary is

∂v

∂n
=

d∑
i=1

∂v

∂xi
ni.

The trace on normal derivative is γ1(v) = ∂v
∂n |∂Ω if v ∈ H1(Ω) ∩ C1(Ω̄).

Next we present an important theorem associated with some Sobolev spaces,

which is the imbedding theorem. This theorem shows that the functions in the Sobolev

space Hm(Ω) are continuous and their derivatives, up to a specific order, are continu-

ous depending on m and the dimension of space the domain Ω belongs to. But before

that, we need the following definition.

Definition 2.1.24. An open bounded set Ω ⊂ Rd is said to satisfy a cone condition

if there exist constants ρ > 0, ω > 0 such that each point x ∈ Ω̄ is the vertex of a cone

K(x) of radius ρ and volume ωρn with K(x) ⊂ Ω̄.

Theorem 2.1.7 (Imbedding Theorem). Let Ω be an open bounded set in Rd satisfying

the cone condition. Then

Hm(Ω) ⊂ Ck(Ω̄),
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where m and k are integers with m > k + d/2. That is each u ∈ Hm(Ω) is equal a.e.

to a unique function in Ck(Ω̄) and this identification is continuous.

In particular,  H1(Ω) ⊂ C(Ω̄) when d = 1,

H2(Ω) ⊂ C(Ω̄) when d = 2, 3.

We end this subsection by giving definition of some spaces whose elements are

functions of both spacial variable x and temporal variable t. These spaces are required

for the study of time-dependent PDEs.

Definition 2.1.25. ([22], page 599) Let Ω ⊂ Rd be the domain of spatial variable,

and J = [0, T ] be the time interval where T > 0 is the final time. If V is a normed

space with norm ‖ · ‖V and v : J → V , then

‖v‖Lp(J ;V ) =
(∫ T

0 ‖v(t)‖pV dt
)1/p

, 1 ≤ p <∞,

‖v‖L∞(J ;V ) = supt∈J ‖v(t)‖V .

The space Lp(J ;V ) is the set of v such that the above norm is finite. The space

C(J ;V ) denotes the set of continuous functions from J to V .

We shall write, unless otherwise specified, Lp(V ) to mean Lp(J ;V ), and C(V )

to mean C(J ;V ), and so on. The notation L2(Q) means L2(J ;L2(Ω)); Q = J × Ω.

2.1.4 Known Inequalities and Theorems

In this subsection we state some known inequalities and results needed in our

analysis and estimations.

1. Green’s formula. [3] Let u ∈ C1(Ω̄) and w ∈ C2(Ω̄). Then∫
Ω
u∆w dx+

∫
Ω
∇u · ∇w dx = −

∫
∂Ω
u
∂w

∂n
ds; x ∈ Ω, s ∈ ∂Ω. (2.3)

2. Continuous Gronwall’s Lemma. [15]. Let α ∈ R, φ ∈ C1([0, T ];R), and

f ∈ C0([0, T ];R) such that dφ
dt ≤ αφ+ f . Then,

∀t ∈ [0, T ], φ(t) ≤ eαtφ(0) +

∫ t

0
eα(t−s)f(s) ds. (2.4)



18

3. Discrete Gronwall’s Lemma. [20, 16] Let (ym) and (gm) be nonegative

sequences and c be a nonnegative constant. If

ym ≤ c+
m−1∑
j=0

gjyj for m ≥ 0,

then

ym ≤ c exp

m−1∑
j=0

gj

 for m ≥ 0. (2.5)

4. Bernoulli inequality. For α > 0, β > 0, we have

(1 + β)α ≤ eαβ. (2.6)

The following theorem and its corollary are useful in showing the existence of

solutions of PDEs.

Theorem 2.1.8 (Brouwer’s Fixed-Point Theorem). ([3], page 241), ([32], page 37)

Given a non-empty bounded closed convex set K ⊂ Rd. Let T : K −→ K be continu-

ous. Then the equation T (x) = x has at least one solution in K.

Corollary 2.1.4. ([32], page 37), ([33], page 237) Let V be a normed space, G :

Bq −→ V be a continuous map. For a constant q, define Bq = ‖v ∈ V ; ‖v‖V ≤ q}.

Then if G(v, v) > 0 for ‖v‖ = q, then the equation G(v) = 0 has a solution.

2.2 Weak Formulations

In this section we briefly discuss weak formulations of problems of PDEs, where

we seek weak solutions to the problems rather than strong solutions since the latter

require high regularities, which are not guaranteed in most the cases. Moreover, some

approximation methods, like what we apply in our study, which is finite element

method, require the problem to be written in a variational formulation.

We start this section by giving a classical example of Dirichlet boundary value

problem, presented in e.g. [3] and [31], showing how variational formulation of a
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problem is derived. Then we state an important theorem in variational formulation

literature, which shows the well-posedness of a variational formulation. In the sec-

ond part of this section we present another type of weak formulation called mixed

formulation, which is needed in applying mixed finite element method.

2.2.1 Classical example of Dirichlet boundary value problem

Let Ω ⊂ Rd be open and bounded with smooth boundary ∂Ω. Consider the

following boundary value problem

−∆u = f in Ω, (2.7a)

u = 0 on ∂Ω, (2.7b)

where ∆ =
∑d

i=1
∂2

∂x2
i

is the Laplacian. As it is known, the classical solution to (2.7)

requires that u ∈ C2(Ω) ∩ C(Ω̄), and the data f ∈ C(Ω̄). We multiply (2.7a) by a

test function v ∈ C∞0 (Ω), and use Green’s formula (2.3), and the Dirichlet boundary

conditions (2.7b), we obtain ∫
Ω
∇u · ∇v dx =

∫
Ω
fv dx,

which only requires that f ∈ L2(Ω) and u ∈ H1
0 (Ω). By Riesz map, and by the

inclusions

H1
0 ↪→ L2(Ω) ↪→ H−1(Ω),

where f ∈ L2(Ω) can be identified with a linear functional f ∈ H−1(Ω) such that

f(v) =

∫
Ω
fv dx.

If we let V = H1
0 (Ω), and define a bilinear form a : V × V −→ R as

a(u, v) =

∫
Ω
∇u · ∇v dx,

then the weak formulation of problem (2.7) is to find u ∈ V such that

a(u, v) = f(v) ∀v ∈ V. (2.8)
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In general, let V be any Hilbert space, and V ′ be its dual, a : V × V −→ R

be a bilinear form, f ∈ V ′. The weak formulation of many elliptic boundary value

problems in divergence form can be written as

u ∈ V : a(u, v) = f(v), v ∈ V. (2.9)

The following theorem guarantees the well-posedness of (2.9) under some as-

sumptions on a(·, ·).

Theorem 2.2.1 (Lax-Milgram Lemma). ([31], page 62) Let a(·, ·) be a V -coercive

continuous bilinear form. Then for every f ∈ V ′, there is a unique solution u ∈ V to

(2.9). Moreover, there exists a constant c > 0 such that

‖u‖V ≤ c‖f‖V ′ .

2.2.2 Mixed Variational Formulations

In some real life problem, the gradient of the unknown or its “flux” is more

important than the primary unknown itself. For example, in the the heat conduction

problem mentioned in ([3], page 354), the heat flux is more important than the tem-

perature. That is why solving a problem for the two variables, the primary variable

and its gradient, has advantages in some cases. Such problems can be formulated in

the mixed formulation.

In this subsection we present an example showing how the mixed formulation is

derived. Then we state the well-posedness theorem of a mixed problem. The material

in this subsection follow [8].

If we go back to problem (2.7), and let σ = −∇u, then (2.7) can be written as

σ +∇u = 0 in Ω, (2.10a)

∇ · σ = f in Ω, (2.10b)

u = 0 on ∂Ω, (2.10c)
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As we have done in Section 2.2.1, we multiply (2.10a) by a test function τ ∈ (C∞0 (Ω))d,

and multiply (2.10b) by a test function v ∈ C∞0 (Ω), then we use Green’s formula (2.3),

and use (2.10c), we obtain∫
Ω
σ · τ dx−

∫
Ω
∇ · τu dx = 0, (2.11a)∫

Ω
∇ · σv dx =

∫
Ω
fv dx. (2.11b)

As we can see, this requires σ ∈ (L2(Ω))d, and ∇ · σ ∈ L2(Ω). For u, we also need

u ∈ L2(Ω). For that, we define V = H(div,Ω) := {τ ∈ (L2(Ω))d;∇ · τ ∈ L2(Ω)} with

the associated scalar product and norm:

[σ, τ ] = (σ, τ) + (∇ · σ,∇ · τ), ‖τ‖H(div,Ω) = [τ, τ ]1/2,

and W ≡ L2(Ω). We define the bilinear forms a : V × V → R, and b : V ×W → R

such that

a(σ, τ) =

∫
Ω
σ · τ dx, ∀σ, τ ∈ V,

and

b(τ, v) =

∫
Ω
∇ · τv, ∀τ ∈ V, ∀v ∈W.

Now problem (2.11) can be written as

a(σ, τ)− b(τ, u) = 0, ∀τ ∈ V, (2.12a)

b(σ, v) = (f, v), ∀v ∈W, (2.12b)

which is the mixed formulation of problem (2.8).

In general, let V and W be two Hilbert spaces, and V ′, W ′ be their dual spaces,

respectively. Let a : V × V → R, and b : V × W → R be bilinear forms. Define

V0 ≡ {σ ∈ V ; b(σ, u) = 0 ∀u ∈W}.

Theorem 2.2.2. Assume that a(·, ·) and b(·, ·) are continuous, and a(·, ·) is V0-

coercive; i.e. there exists a constant α > 0 such that

a(τ, τ) ≥ α‖τ‖2V ∀τ ∈ V0,
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and b(·, ·) satisfies the inf-sup condition, i.e. there exists a constant β > 0 such that

sup
τ∈V

b(τ, v)

‖τ‖V
≥ β‖v‖W , ∀v ∈W.

Then for every g ∈ V ′, and f ∈W ′, the mixed formulation

a(σ, τ)− b(τ, u) = (g, τ) ∀τ ∈ V, (2.13a)

b(σ, v) = (f, v) ∀v ∈W, (2.13b)

has a unique solution (σ, u) ∈ V ×W , and satisfies

‖σ‖V + ‖u‖W ≤ C (‖g‖V ′ + ‖f‖W ′) ; for some constant C > 0.

2.3 Finite Element Method

One of the major classes of numerical approximation methods appropriate for

PDEs with non-smooth solutions is the finite element method. We use finite element

method in this work. In particular, we use piecewise linear finite element method.

One reason we use this method is that finite element method approximate the weak

formulations of problems, which, as we mentioned before, do not require high regu-

larities on the solutions. Another reason is that finite element method is applicable

in even complex domains in 2D or 3D, unlike finite difference method that does not

work well in domains like circles or ellipses that have curved edges.

In this section we present two examples illustrating the basic procedure of finite

element methods, one on elliptic problems and the other on parabolic problems. The

material in this section follows [33, 15, 23, 8].

2.3.1 Finite element method for elliptic problems

Consider Problem (2.8) in Section 2.2. We want to approximate the solution u

by a continuous piecewise linear function that vanishes at the boundary; we denote

the approximate solution by uh. To do that, we first need to partition the domain
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Ω into finite elements. Here we assume that Ω is a convex domain with smooth

boundary ∂Ω. Let Th = {Ti} be the partion (triangulation) of Ω into finite elements

Ti’s (subintervals if d=1, triangles if d=2, tetrahedrons if d=3, etc). Let h denote

the maximal length of the sides of T ′is. We assume that no vertex of any element

lies on the interior of a side of another element. The union of the elements denotes

Ωh ⊆ Ω. We also assume that the angles of the triangulation Th are bounded below

by a positive constant, independently of h. In some instances, we may assume that Th
is quasiuniform; i.e. the area of each element in Th is bounded by ch2, where c > 0 is

a constant independent of h.

Let {pj}qhj be the interior vertexes of Th, and {φj}qhj be the set of shape functions,

such that φj(pi) = δij , for i, j = 1, . . . , qh. Let

Vh ≡ {ψ ∈ C(Ω̄) : ψ is linear on each Ti, ψ = 0 on Ω̄\Ωh}

A function in Vh is uniquely determined by its values at the points pj ’s. Hence,

{φj}qhj is the basis of Vh; i.e. any function ψ ∈ Vh can be uniquely written as a linear

combination of {φj}qhj .

If Th is quasiuniform, then we have the inverse inequality

‖∇ψ‖0 ≤ Ch−1‖ψ‖0, ∀ψ ∈ Vh, for some constant C > 0. (2.14)

The approximate problem of (2.8) is to find uh ∈ Vh such that

a(uh, ψ) = (f, ψ), ∀ψ ∈ Vh. (2.15)

Since uh ∈ Vh, then it can be uniquely written as uh(x) =
∑qh

i=1 αiφi(x); α̃ = (αi)
qh
i=1 ∈

Rqh needed to be determined. Thus, problem (2.15) can be written as

qh∑
i=1

αi(∇φi,∇φj) = (f, φj), j = 1, . . . , qh,

or

Aα̃ = F, (2.16)
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which is a linear system with A ∈ Rqh×qh , called the stiffness matrix, defined as

Aij = (∇φi,∇φj), and F ∈ Rqh , called the load vector, defined as Fj = (f, φj). A is

positive definite, i.e. Ax(x) > 0 ∀x ∈ Rqh , x 6= 0. So A is invertible and hence the

system (2.16) has a unique solution.

The regularity of the solution u depends on the domain Ω and the data f , as it

is stated in the following theorem.

Theorem 2.3.1 (Regularity Theorem ([8], page 91), and ([23], page 93)). Assume

that u is a solution to problem (2.7). Then

1. If Ω is convex, then

‖u‖2 ≤ C‖f‖0.

2. If Ω has a C2 boundary, and f ∈ Hs(Ω); s ≥ 2, then

‖u‖s+2 ≤ C‖f‖s.

One of the main goals of this dissertation is to estimate the error of the approx-

imate solutions of the addressed problems. It would be helpful if we relate the exact

solution to another function in Vh that we have a prior knowledge of its properties

with the exact solution. The best choice would be the interpolant function in Vh.

The interpolation operator Ih : Hr(Ω) ∩H1
0 (Ω) −→ Vh is defined such that for

ψ ∈ V , its interpolant Ihψ ∈ Vh agrees with it in the interior vertices of Th, i.e.

Ihψ(x) =

qh∑
j=1

ψ(pj)φj(x).

Now we state the properties of the interpolant functions. For proof, we refer to

e.g. ([15], page 58–61).

Theorem 2.3.2. For ψ ∈ Hr(Ω) ∩H1
0 (Ω),

‖Ihψ − ψ‖0 + h‖∇(Ihψ − ψ)‖0 ≤ Chs‖ψ‖s, for 1 ≤ s ≤ r. (2.17)
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Lemma 2.3.1 (Galerkin orthogonality, ([15], page 90)). Let u be a solution to (2.8),

and uh be a solution to (2.15). Then

a(u− uh, ψ) = 0, ∀ψ ∈ Vh. (2.18)

Proof. Since Vh ⊂ V , we subtract (2.15) from (2.9) to obtain (2.18).

The following theorem, Theorems 3.16 and 3.18 in ([15], pages 120-121), gives

L2-, and H1-estimates of the error of the solution uh of (2.15). We state it without

proof.

Theorem 2.3.3 (L2 and H1-estimates). Let u and uh be the solutions of (2.8) and

(2.15), respectively. If u ∈ H2(Ω) ∩H1
0 (Ω), then

‖u− uh‖0 + h‖u− uh‖1 ≤ Ch2‖u‖2, ∀h > 0.

2.3.2 Finite element method for parabolic problems

Now we move to a time-dependent problem, in particular, parabolic problem.

Consider the following initial boundary value problem of parabolic type.

∂u

∂t
−∆u = f in Ω, t > 0 (2.19a)

u = 0 on ∂Ω, t > 0 (2.19b)

u(·, 0) = u0 in Ω, (2.19c)

Let V = H1
0 (Ω). The variational formulation of (2.19) is

(ut(·, t), v) + (∇u(·, t),∇v) = (f(·, t), v), ∀v ∈ V, t > 0. (2.20a)

u(·, 0) = u0. (2.20b)

There are two types of approximating time-dependent problems. One type is to

discretize the problem in space only, which is called semi-discrete approximation. The

second type is to discretize the problem in space and time, which called fully discrete

approximation.
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2.3.2.1 Semi-discrete finite element approximation

Let Th be a triangulation of Ω as in Section 2.3.1, and let Vh be the finite

dimensional space that consists of all continuous piecewise linear functions that vanish

on ∂Ω, and {φj}qhj=1 be the basis of Vh, as in Section 2.3.1. The semi-discrete problem

of (2.20) is to find uh(x, t) which, for each fixed time t > 0, uh(x, t) ∈ Vh and satisfies

(ut,h(·, t), v) + (∇uh(·, t),∇v) = (f(·, t), v), ∀v ∈ Vh, (2.21a)

(uh(·, 0), v) = (u0, v), ∀v ∈ Vh. (2.21b)

uh(x, t) can be uniquely written as uh(x, t) =
∑qh

i=1 αi(t)φi(x), where α̃(t) = (αi(t))
qh
i=1 ∈

Rqh for each t > 0. Problem (2.21) can be written as

qh∑
i=1

αt,i(t)(φi, φj) +

qh∑
i=1

αi(t)(∇φi,∇φj) = (f(·, t), φj), j = 1, . . . , qh, t > 0, (2.22a)

qh∑
i=1

αi(0)(φi, φj) = (u0, φj), j = 1, . . . , qh, (2.22b)

or

Mα̃t(t) +Aα̃(t) = F (t), t > 0, (2.23a)

Mα̃(0) = U0, (2.23b)

where M ∈ Rqh×qh and A ∈ Rqh×qh are the mass and stiffness matrices respec-

tively defined by Mij = (φi, φj), Aij = (∇φi,∇φj), respectively. Also, we set

Fj(t) = (f(·, t), φj), U0
i = (u0, φi). Note that (2.23) is a system of ordinary dif-

ferential equations, and both M and A are positive definite, therefore, (2.23) has a

unique solution. Taking f = 0, and v = uh(·, t) in (2.21) for t > 0, we get the stability

inequality

‖uh(·, t)‖0 ≤ ‖uh(0)‖0 ≤ ‖u0‖0, t > 0. (2.24)

Theorem 2.3.4 (Error estimate, ([23], page 151)). Let Ω be a convex polygonal do-

main, u be the solution of (2.20), and uh be the solution of (2.21), and T > 0 be the
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final time, and set J = [0, T ]. Then

max
t∈J
‖u(·, t)− uh(·, t)‖ ≤ C

(
1 +

∣∣∣∣log
T

h2

∣∣∣∣)max
t∈J

h2‖u(·, t)‖2.

2.3.2.2 Fully discrete finite element approximation

The system (2.21) is stiff, so we need to approximate it in time using a stable

method that does not require excessively small time steps, (see ([23], page 153) for

more clarification). This method is called implicit. So we can either use backward

Euler method (which is first order accurate) or Crank-Nicolson method (which is

second order accurate). Our choice of the implicit method depends on the regularity

of the exact solution.

In this dissertation we are interested in analysing a parabolic variational in-

equality. Its solution lacks of high order regularity, as we shall see later in Section 3.2.

Therefore, the optimal implicit method in our work would be backward method.

We consider backward Euler method to approximate the semi-discrete problem

(2.21). Let NT be a positive integer, ∆t = T
NT

be the time step size, tn = n∆t,

∂un = un+1−un
∆t , vn = v(tn). For n = 0, . . . , NT , we seek an approximation unh ∈ Vh of

u(·, tn) such that, for each n = 0, . . . , NT − 1,

(∂unh, v) + (∇un+1
h ,∇v) = (fn+1, v), ∀v ∈ Vh, (2.25a)

(u0
h, v) = (u0, v), ∀v ∈ Vh. (2.25b)

or

(M + ∆tA)α̃n+1 = Mα̃n + ∆tFn+1, (2.26)

where M and A are the mass and stiffness matrices defined as before, Fnj = (f(tn), φj)

for j = 1 . . . , qh. (M + ∆tA) is positive definite and hence it is invertible, so (2.26)

has a unique solution.

Theorem 2.3.5 (Error Estimate ([33], page 15)). Let u,uh be the solutions of (2.20)
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and (2.25), respectively. If ‖u0
h − u0‖0 ≤ Ch2‖u0‖2, with u0 = 0 on ∂Ω, then

‖un − u(tn)‖0 ≤ Ch2

(
‖u0‖2 +

∫ tn

0
‖ut‖2 ds

)
+ ∆t

∫ tn

0
‖utt‖0 ds, for n ≥ 0.

2.4 Semismooth Newton Method

The problem considered in this work involves variational inequalites which can

be expressed with semismooth functions, as we shall see in the following sections.

Therefore, to find the numerical solution for variational inequalities, we need a robust

solver that can handle the lack of smoothness of that kind of functions. In this section

we give a brief introduction on semismooth functions. After that, we present the

solver we implement in our work, which is Semismooth Newton Method. The results

here follow the material in ([35], Chapter 2).

2.4.1 Semismooth functions

Definition 2.4.1. Let F : U → Rm be a Lipschitz continuous function near x ∈ U ,

where U is an open subset in Rn. Let DF ⊂ U be the set of x ∈ U that F admits a

Fréchet-derivative F ′(x) ∈ Rm×n. The set

∂BF (x) ≡ {M ∈ Rm×n; ∃(xk) ⊂ DF ; xk → x, F ′(xk)→M}

is called B-subdifferential (Bouligand-subdifferential) of F at x. Moreover, Clarke’s

generalized Jacobian of F at x is the convex hull ∂F (x) ≡ co(∂BF (x)), and

∂CF (x) ≡ ∂F1(x)× . . .× ∂Fm(x)

denotes Qi’s C-subdifferential.

Recall: F is said to be a Fréchet-differentiable at x ∈ DF , if there exists A ∈

Rm×n such that the limit

lim
r→0

F (x+ r)− F (x)−Ar
‖r‖

= 0,
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or equivalently,

F (x+ r) = F (x) +Ar + o(‖r‖), as r → 0.

A is denoted by F ′(x).

Proposition 2.4.1. Let U ⊂ Rm be an open set, and F : U → Rm be continuously

differentiable in a neighborhood of x ∈ U . Then

∂CF (x) = ∂F (x) = ∂BF (x) = {F ′(x)}.

Definition 2.4.2. Let U ⊂ Rn be a nonempty and open. The function F : U −→ Rm

is semismooth at x ∈ U if it is Lipschitz continuous near x and if the following limit

exists for all r ∈ Rn :

lim
M∈∂F (x+td),d→r,t→0+

Md.

If F is semismooth at all x ∈ U , then F is said to be semismooth on U .

Definition 2.4.3. Let F : U −→ Rm be defined on an open set U ⊂ Rn. F is

directionally differentiable at x ∈ U if the directional derivative

F ′(x, r) ≡ lim
t→0+

F (x+ tr)− F (x)

t

exists for all r ∈ Rn.

Proposition 2.4.2. Let F : U −→ Rm be defined on an open set U ⊂ Rn. Then F is

semismooth at x ∈ U if and only if F is Lipschitz continuous near x, F ′(x, ·) exists,

and

sup
M∈∂F (x+r)

‖F (x+ r)− F (x)−Mr‖ = o(‖r‖) as r → 0. (2.27)

Definition 2.4.4. A function F : U → Rm defined on the open set U ⊂ Rn is called

PCk-function (piecewise differentiable of degree k; 1 ≤ k ≤ ∞) if F is continuous,

and if at every point x0 ∈ U , there exists a neighborhood W ⊂ U of x0 and a finite

collection of Ck-functions F i : W → Rm, i = 1, . . . , N , such that

F (x) ∈ {F 1(x), . . . , FN (x)} ∀x ∈W.
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Example 2.4.1. The following functions are PC∞-functions:

φ : R2 → R;φ(x1, x2) = max(x1, x2). (2.28)

φ : R2 → R;φ(x1, x2) = min(x1, x2). (2.29)

P[a,b]R→ R;P[a,b](t) = max{a,min{t, b}}, a, b ∈ R. (2.30)

φE[a,b] : R2 → R;φE[a,b](x1, x2) = x1 − P[a,b](x1 − x2), (MCP-function).(2.31)

Proposition 2.4.3. Let U ⊂ Rn be an open set. If F : U → Rm is a PC1-function,

then F is semismooth.

2.4.2 Semismooth Newton Method

Let F : U → Rn be a semismooth function on an open set U ⊂ Rn. We seek a

solution x̄ ∈ U to the equation

F (x) = 0. (2.32)

Algorithm 2.4.1 (Semismooth Newton Method). To solve (2.32), we follow these

steps.

Step 0 Choose an initial point x0 and set k = 0.

Step 1 If F (xk) = 0, then STOP.

Step 2 Choose Mk ∈ ∂F (xk) and solve Mksk = −F (xk) for sk.

Step 3 Set xk+1 = xk + sk, increment k by one, and go to Step 1.

The following proposition gives the order of convergence of semismooth Newton

method.

Proposition 2.4.4. Let F : U −→ Rn be defined on an open set U ⊂ Rn, and x̄ ∈ Rd

be an isolated solution of (2.32). Assume the following:

1. Estimate (2.27) holds at x̄, i.e. F is semismooth at x̄.
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2. There exist constants η > 0 such that, for all k, Mk are nonsingular with

‖M−1
k ‖ ≤ η.

Then there exists s > 0 such that, for all x0 = x̄ + sBn, Algorithm 2.4.1 terminates

with xk = x̄ or generates a sequence (xk) that converges q-superlinearly to x̄.
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3 Finite Element Approximation for Scalar Variational Inequalities
with Reaction Terms

In this Chapter we begin as a presentation of our own results on numerical

approximation of parabolic variational inequalities. We blend here the background

and review of literature with our first analyses and our own numerical experiments.

We start with elliptic variational inequalities in Section 3.1 and then move to parabolic

variational inequalities in Section 3.2. We prove well-posedness of the fully discrete

system, and extend the error estimates known from the literature to the case with a

reaction term. We also demonstrate convergence experimentally and show that the

semismooth solver we use is robust.

3.1 Elliptic Variational Inequality

We devote this section to elliptic variational inequalities (EVI). We will see

that EVI’s, as in the case of variational formulations, can be expressed in terms of

operators (linear or nonlinear, singular-valued or multi-valued). We begin this section

by reviewing some definitions and properties associated with operators; in particular,

monotone operators. We then turn to convex functions and their subdifferentials

since many operators involved in EVI’s can be considered as subdifferentials of convex

functions. After that, we will be ready to discuss EVI’s in abstract framework. We

shall start by EVI’s in Banach spaces in general, then we shall narrow our discussion

in Hilbert space. We end this section by discussing finite element approximation of

EVI’s and discussing some numerical experiments.

3.1.1 Monotone Operators

Monotonicity of operators plays an important role in well-posedness of the cor-

responding problems. In this subsection we review some result form [32, 31, 30, 5]

regarding to monotone operators.
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Let V and W be two linear spaces. An element in their Cartesian product V ×W

is written as [v, w], where v ∈ V and w ∈ W . Let A : V −→ W be a multivalued

operator; we define its graph in V ×W by

G(A) = {[v, w] ∈ V ×W : w ∈ Av}.

A can be identified with its graph, so we write A ⊂ V ×W . Moreover, [v, w] ∈ A if

and only if w ∈ Av. The domain of A is D(A) = {v ∈ V : Av 6= ∅}, and its range is

the set Rg(A) = {w ∈W ; [v, w] ∈ A for some v ∈ D(A)}.

Definition 3.1.1. The operator A is said to be closed if its graph G(A) is a closed

subspace of V ×W .

Definition 3.1.2. Let V be a Banach space with dual V ′. The operator A : V → V ′

is said to be monotone if

(v1 − v2, w1 − w2) ≥ 0, ∀[vi, wi] ∈ A, i = 1, 2.

A monotone A : V → V ′ is said to be maximal monotone if it is not properly contained

in any other monotone operator from V to V ′.

Definition 3.1.3. Let V be a Hilbert space associated with an inner product (·, ·)V .

Let D a subspace of V and A : D −→ V be linear (not necessary bounded). A is said

to be accretive if

(Az, z)V ≥ 0, x ∈ D,

and m-accretive if, in addition, A+ I maps D onto V .

Proposition 3.1.1. ([30], page 2118) Let V be a Hilbert space, and A : V −→ V ′ be

a monotone multivalued operator. Then A is maximal if and only if R+A is onto V ′,

where R is the Riesz map of the Hilbert space V onto its dual V ′. If V is identified

with V ′ by the Riesz map, then m-accretive operators on V are maximal monotone.

Remark 3.1.1. Let V be a Hilbert space, and A : V −→ V ′ be bounded linear operator.

If A is accretive, then it is monotone.
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Definition 3.1.4. Let V be a Banach space with dual V ′, and A be a single-valued

from V to V ′. Then A is monotone if

(A(v1)−A(v2), v1 − v2) ≥ 0, ∀v1, v2 ∈ D(A),

and strictly monotone if

(A(v1)−A(v2), v1 − v2) > 0, ∀v1, v2 ∈ D(A), v1 6= v2.

A is strongly monotone if there is a constant c > 0 such that

(A(v1)−A(v2), v1 − v2) ≥ ‖v1 − v2‖2V , ∀v1, v2 ∈ V.

A is said to be coercive if

lim
‖v‖→∞

(
A(v)(v)

‖v‖

)
= +∞.

Definition 3.1.5. Let V be a reflexive Banach space. A function A : V −→ V ′ is said

to be hemicontinuous if for each u, v ∈ V , the real-valued function t 7→ A(u + tv)(v)

is continuous.

Proposition 3.1.2. ([32], page 39) If A : V −→ V ′ is monotone and hemicontinuous,

then A is maximal monotone.

Some Existence Theorems require the associated operator to satisfy some kind of

continuity other than what we have presented in Section 2.1. Below we give definitions

of these types of continuity.

Definition 3.1.6. Let V and W be Banach spaces, and T : V →W be a function, then

T is weakly continuous if for every (vn) ∈ V converges weakly to v ∈ V , then T (vn)

converges weakly to T (v) ∈ W . T is called demicontinuous if for every vn → v ∈ V ,

T (vn) ⇀ T (v) ∈ W . T is called completely continuous if for every vn ⇀ v ∈ V ,

T (vn)→ T (v) ∈W .
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3.1.2 Convex functions and subdifferentials

The results follow ([32], page 78), and ([5], page 5).

Definition 3.1.7. Let V be a Banach space with dual V ′. A function φ : V →

(−∞,+∞] is convex if

φ(tu+ (1− t)v) ≤ tφ(u) + (1− t)φ(v), ∀u, v ∈ V, t ∈ [0, 1].

In addition, φ is proper if φ(u) <∞ for some u ∈ V .

Definition 3.1.8. The function φ : V → (−∞,+∞] is said to be lower semi-

continuous (l.s.c.) on V if

lim
v→u

inf φ(v) ≥ φ(u), ∀u ∈ V.

The function φ : V → (−∞,+∞] is said to be weakly lower semi-continuous (l.s.c.)

at u ∈ V if

lim
n→∞

inf φ(vn) ≥ φ(v), whenever vn ⇀ v.

Note: For convex functions, these are the same.

Given a lower semi-continuous convex function φ : V → (−∞,+∞]. We recall

1. The effective domain of φ is dom(φ) = {v ∈ V ;φ(v) <∞}.

2. The epigraph of φ is epi(φ) = {(v, a) ∈ V × R;φ(v) ≤ a}.

Proposition 3.1.3. A proper convex l.s.c. φ on a Banach space V is continuous on

int(dom(φ)) (the interior of dom(φ)).

Definition 3.1.9. Given a Banach space V . A function F : V −→ R is said to be G-

differentiable (Gâteaux differentiable) at u ∈ V if there exists a F ′(u) ∈ V ′ such that

F ′(u)(v) = lim
t↓0

1

t
[F (u+ tv)− F (u)] , ∀v ∈ V.

Proposition 3.1.4. Let K be convex in V and φ : V −→ (−∞,+∞] be G-differentiable

at each u ∈ K, dom(φ) = K. The following are equivalent:
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1. φ is convex,

2. φ′(u)(v − u) ≤ φ(v)− φ(u) for all u, v ∈ K, and

3. (φ′(u)− φ′(v))(u− v) ≥ 0 for all u, v ∈ K.

Definition 3.1.10. Let φ : V −→ (−∞,+∞] be an l.s.c., convex, proper function.

The subdifferential of φ is the mapping ∂φ : V −→ V ′ defined by

∂φ(u) = {u∗ ∈ V ′; (u∗, v − u) ≤ φ(v)− φ(u), ∀v ∈ V }.

In general, ∂φ is a multivalued operator from V to V ′ not everywhere defined. An

element u∗ ∈ ∂φ(u) (if any) is called a subgradient of φ in u.

Proposition 3.1.5 (Proposition 1.5 in ([32], page 157)). Let V be a Hilbert space,

and V ′ be its dual. Let RV be the Riesz map. If φ : V → (−∞,+∞] is convex, proper,

and l.s.c., then the range of I + ∂V φ is all of V , where ∂V φ is defined as

RV ◦ ∂V φ = ∂φ.

The following function plays a substantial role in our study of variational in-

equalities.

Definition 3.1.11. Let K be a closed convex non-empty subset of V . The function

IK : V −→ (−∞,+∞] defined by

IK(q) =

 0, if q ∈ K,

+∞, if q 6= K,

is called the indicator function of K, and its dual function H,

HK(p) = sup{(p, u);u ∈ K}, ∀p ∈ V ′,

is called the support function of K. Note that dom(∂IK) = K, ∂IK(p) = 0 for

p ∈ int(K), and that

∂IK(p) = {p∗ ∈ V ′; (p∗, p− u) ≥ 0, ∀u ∈ K}, ∀p ∈ K.

Proposition 3.1.6. ([30], page 2119) Let V be a Hilbert space, and φ : V −→ [0,+∞]

be proper, convex , and l.s.c.. The subgradient ∂φ ⊂ V × V ′ is maximal monotone.
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3.1.3 Elliptic variational inequalities in Banach space

Here we follow ([5], pages 72–73).

Let V be a reflexive Banach space with dual V ′, and let A : V −→ V ′ be a

monotone operator (linear or nonlinear), and f ∈ V. Consider the abstract elliptic

variational inequality (in short, EVI) associated with the operator A: find u ∈ K

such that

(Au, v − u) ≥ (f, v − u), ∀v ∈ K. (3.1)

This can be written equivalently as

Au+ ∂IK(u) 3 f. (3.2)

If A = ∂Ψ, for a continuous convex function Ψ : V −→ R, then the variational

inequality (3.1) is equivalent to the minimization problem (the Dirichlet principle)

min{Ψ(v)− (f, v); v ∈ K}. (3.3)

Theorem 3.1.1. Let A : V −→ V ′ be a monotone demicontinuous operator (see

Definition 3.1.6), and let K be a closed convex subset of V. Assume either that there

is u0 ∈ K such that

lim
‖u‖→∞

(Au, u− u0)

‖u‖
= +∞, (3.4)

or that K is bounded. Then problem (3.1) has at least one solution. The set of all

solutions is bounded, convex, and closed. If A is strictly monotone, then the solution

to (3.1) is unique.

3.1.4 Elliptic variational inequalities in Hilbert space

Throughout this subsection, V is a separable Hilbert space. The results in this

subsection follow the material in ([31], Chapter VII).

Theorem 3.1.2 (Minimization of convex functions). Let K be a non-empty closed,

convex subset of V , and let the function φ : K → R be G-differentiable on K. Assume
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φ′ is monotone and either (i) K is bounded or (ii) φ′ is coercive. Then the set M ≡

{u ∈ K;φ(u) ≤ φ(v) for all v ∈ K} is non-empty, closed and convex, and u ∈ M if

and only if

u ∈ K : φ′(u)(v − u) ≥ 0, v ∈ K.

Theorem 3.1.3. Let a(·, ·) : V × V → R be continuous, bilinear, symmetric and

non-negative, and let f ∈ V ′ and K be a closed convex subset of V. Assume either (i)

K is bounded or (ii) a(·, ·) is V−coercive. Then there exists a solution of

u ∈ K : a(u, v − u) ≥ f(v − u), v ∈ K. (3.5)

If (ii) holds, then there is exactly one such u. If (i) holds, and a(·, ·) is positive, then

there is exactly one solution u to (3.5).

If K = V , then (3.5) is equivalent to

u ∈ V : a(u, v) = f(v), v ∈ V.

Remark 3.1.2. Let a(·, ·), K, and f be as in Theorem 3.1.3, then the solution u to

EVI (3.5) is the solution of the minimization problem

u ∈ K : E(u) = inf
v∈K

E(v), (3.6)

where E : K → R is defined as

E(v) =
1

2
a(v, v)− f(v), v ∈ K.

An application of Theorem 3.1.2 is the projection onto a closed convex subset

K of a Hilbert space V .

Corollary 3.1.1 (Projection ([32], page 9)). Let K be a closed convex non-empty

subset of a Hilbert space V , then there exists a projection operator PK : V → K such

that for any u0 ∈ V , the point PK(u0) ∈ K is the closest to u0, and

PK(u0) ∈ K : (PK(u0)− u0, v − PK(u0)) ≥ 0, v ∈ K.

The geometric meaning of this inequality is that the angle between PK(u0) − u0 and

v − PK(u0) is between −π/2 and π/2 for each v ∈ K, see Figure 3.1.
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FIGURE 3.1: Projection onto a closed convex set

Proof. Let φ : K −→ R defined as φ(v) = 1
2

(
‖u0 − v‖2V − ‖u0‖2V

)
∀v ∈ V. Then φ is

G-differentiable with φ′(u)(v) = (u− u0, v) ∀u, v ∈ K.

For all u, v ∈ K, we have (φ′(u)− φ′(v))(u− v) = ‖u− v‖2V ≥ 0. That is, φ′ is

strictly monotone. Moreover, using Cauchy-Schwarz inequality, we have

φ′(u)(u)

‖u‖V
= ‖u‖V −

(u0, u)

‖u‖V
≥ ‖u‖V − ‖u0‖V → +∞ as ‖u‖V →∞.

That is, φ′ is coercive. Therefore, by Theorem 3.1.2, the proof is complete.

3.1.5 Finite element approximation for EVI

Let Ω ⊂ Rd be a bounded domain. Suppose that V and K are as in Theorem

3.1.3. Also, let h > 0, and Th be a triangulation of Ω as in Section 2.3.1, Vh ⊂ V be a

finite dimensional subspace of V that consists of all continuous functions on Ω̄ which

are piecewise linear functions on each elements in Th. Let Kh = Vh ∩ K. The finite

element approximation of EVI (3.5) is

uh ∈ Vh : a(uh, v − uh) ≥ (f, v − uh), ∀v ∈ Kh. (3.7)

3.1.5.1 Error estimate

Brezzi, Hager, and Raviart [10] considered piecewise finite element approxima-

tion to EVI (3.5) when Ω ⊂ R2, and V = H1, K = {u ∈ V ;u ≥ ψ, u|∂Ω = g}. They

derived the following theorem.
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Theorem 3.1.4. [10] If f ∈ L2(Ω), and (ψ, g) ∈ H2(Ω), then the continuous piecewise

linear approximation uh of (3.5) satisfies

‖u− uh‖1 = O(h).

Moreover, Elliott [14] showed first order of convergence in both L2-, and H1-

norms when Ω ⊂ R2 is convex and polygon. Numerical results were not provided in

these two papers. In the next section we show some experiments in 1D that demon-

strate a second order of convergence in L2-norm. This suggests either superconver-

gence for the cases considered, or that sharper error bounds might be possible for

EVI. We provide these examples to set the stage for our later work on PVI and on

coupled system.

3.1.6 Numerical Experiments (solver and convergence)

We develop a simple example to illustrate the notion of EVI.

Example 3.1.1. Find u such that

−uxx + ∂I[0,∞)u 3 f on Ω = (0, 1), (3.8a)

u(0) =0 = u(1). (3.8b)

With V = H1
0 (0, 1), K = {v ∈ V ; v ≥ 0 a.e on Ω}, a closed convex subset of V ,

and a(u, v) =
∫ 1

0 uxvx dx, the problem (3.8) can be written as (3.5). Since a(·, ·) is

continuous symmetric, positive and V -coercive, by Theorem 3.1.3, (3.8) has a unique

solution in K.

Let f(x) = H(0.5− x)−H(x− 0.5), where H(y) is the Heaviside function

H(y) =

 1, y > 0

0 otherwise.
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FIGURE 3.2: The difference between the constrained solution and unconstrained
solution of Example 3.1.1

We first calculate the exact solution to (3.8)

u(x) =


−x2

2 + (1− 1/
√

2)x, 0 ≤ x ≤ 0.5,

x2

2 − 1/
√

2x+ 1/4, 0.5 ≤ x ≤ 1/
√

2

0, 1/
√

2 ≤ x ≤ 1.

Remark 3.1.3. If the term ∂I[0,∞)(u) is omitted from (3.8), the unconstrained solu-

tion

u(x) =

 −x2

2 + 1
4x, x ≤ 0.5,

x2

2 −
3
4x+ 1

4 , x > 0.5.

That is, the constrained solution cannot be obtained by “truncating” the unconstrained

solution so it would satisfy the constraint. We illustrate the difference between the two

solutions in Figure 3.2.

In the next step we find the numerical solution. To find the approximate solution

uh to (3.8) we write the problem (3.7) as the following system solved for Uh, the vector

of degrees of freedom of uh. Now Uh ∈ Rqh where qh is the number of the interior

nodes of the mesh covering Ω. We solve the nonlinear system

AhUh − λh − F = 0, (3.9a)
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FIGURE 3.3: Numerical solution to EVI 3.8

min(Uh, λh) = 0; componentwise; (3.9b)

where A ∈ Rqh×qh , F ∈ Rqh , defined as follows

A =
1

h2



2 −1 · · · · · · · · · 0

−1 2 −1 · · · · · · 0
...

...
...

...

0 · · · · · · −1 2 −1

0 · · · · · · 0 −1 2


, and F =



(f, φ1)

(f, φ2)
...

(f, φqh−1)

(f, φqh)


,

We also have λh ∈ Rqh , in particular, λh ∈ −∂I[0,∞)Uh.

To find the solution to system (3.9), we implement semismooth Newton Al-

gorithm 2.4.1. The numerical solution is shown in Figure 3.3. We also compare the

performance of semismooth Newton method (SSNM) with the relaxation method [19];

see Table 3.1. The algorithm of relaxation method is provided in Appendix 6.

Table 3.1 shows that SSNM converges much more rapidly than relaxation method

does. Moreover, relaxation method does not work well for fine grids. That is, SSNM

outperforms relaxation method. See the convergence rate for EVI on Example 3.1.1

in Table 3.2 and Figure 3.4.

Table 3.2 shows that FE approximation on EVE converges of the second order
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TABLE 3.1: Number of iterations semismooth Newton method and relaxation method
require to solve Example 3.1.1 with tol = 10−10.

# intervals h Relaxation iter. SSNM iter.

5 0.2 18 3

15 0.067 270 6

135 0.007 20661 30

1215 0.0008 never ends 254

TABLE 3.2: Rate of convergence on EVI of Example 3.1.1 with tol = 10−4

Max. mesh param. h L2-Err H1
0 -Err L2-Order H1

0 -Order

0.02 3.0639e-05 0.0048391

0.01 7.2982e-06 0.0024284 2.0698 0.99474

0.005 2.0585e-06 0.0012131 1.8259 1.0014

0.0025 4.3966e-07 0.00060703 2.2272 0.9988
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FIGURE 3.4: Rate of convergence on EVI of Example 3.1.1 with tol = 10−4

in L2- norm, and of the first order in H1-norm, we can see that in Figure 3.4 as well.

3.2 Parabolic Variational Inequality

This section is devoted to parabolic variational inequality (PVI). We start by

reviewing the abstract framework of a PVI. We then consider a problem of PVI with

a reaction term, and show the well-posedness of the problem. After that, we shall

discuss the fully discrete finite element approximation of the PVI. Then we present a

literature review followed by an error estimate of the PVI. We conclude this section

by presenting some experiments verifying the predicted convergence rate.

3.2.1 Abstract parabolic variational inequality

In this section we state some results from ([5], Section 5.2).

Let V and H be Hilbert spaces such that V is dense in H and V ⊂ H ⊂ V ′

algebraically and topologically. Let A : V → V ′ be a linear continuous and symmetric

operator satisfies the coercivity condition

(Av, v) + γ‖v‖2H ≥ α‖v‖2V , ∀v ∈ V, (3.10)

for some α > 0 and γ ∈ R.
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Let K be a closed convex subset of V . For u0 ∈ V and f ∈ L2(V ′), consider

following problem.

u(t) ∈ K, ∀t ∈ [0, T ],

(ut(t) +Au(t), v − u(t)) ≥ (f(t), v − u(t)), a.e. t ∈ (0, T ), ∀v ∈ K,

u(0) = u0. (3.11)

Problem (3.11) can be written as the abstract parabolic variational inequality

ut(t) +Au(t) + ∂IKu(t) 3 f(t), a.e. t ∈ (0, T ),

u(0) = u0. (3.12)

Theorem 3.2.1 (Theorem 5.2 in ([5], page 214)). Let u0 ∈ K and f ∈ H1(V ′) be

given such that

(f(0)−Au0 − ξ0, u0 − v) ≥ 0, ∀v ∈ K,

for some ξ0 ∈ H.

Then (3.11) has a unique solution u ∈W 1,∞(H) ∩W 1,2(V ).

If u0 ∈ K and f ∈ W 1,2(V ′), then system (3.11) has a unique solution u ∈

W 1,2(H) ∩ Cw(V ). If f ∈ L2(H) and u0 ∈ K, then (3.11) has a unique solution

u ∈ W 1,2(H) ∩ Cw(V ), where Cw(V ) be the set of all weakly continuous functions

v : [0, T ]→ V .

3.2.2 Formulation of a parabolic obstacle problem with a reaction
term

Now we consider the first problem of interest in this work, a reaction-diffusion

problem with a constraint. We frame it as the PVI with a right-hand side dependent on

the solution. This problem will be later extended to be a coupled system of nonlinear

PVIs.

Let Ω be an open bounded subset in R2, with smooth boundary ∂Ω. Consider

the following evolution obstacle problem.

∂B

∂t
−∇ · (D(x) ∇B) + ∂I(−∞,B∗](B) 3f(x,B), ∀ a.e. x ∈ Ω, t > 0, (3.13a)
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B(x, 0) =Binit(x), x ∈ Ω, (3.13b)

B(s, t) =0, s ∈ ∂Ω, t > 0, (3.13c)

Assumption 3.2.1. We make the following assumptions on data.

(a) D is a Lipschitz continuous function with a Lipschitz continuous constant R,

and 0 < µ1 ≤ D(x) ≤ µ2 on Ω for some constants µ2 ≥ µ1 > 0.

(b) f is a smooth function and Lipschitz continuous with respect to B and x with

Lipschitz constant M , and

|f(x,B)| ≤ L; ∀(x,B) ∈ Ω× R+; R+ = [0,∞),

and f(·, 0) ∈ L2(Ω).

(c) B∗ > 0 given.

(d) Binit ∈W 2,∞(Ω), Binit ≤ B∗.

(e) Let T > 0, J = [0, T ], and Q = J×Ω, and assume that B ∈ L∞(Q)∩L∞(W 2,p);

1 ≤ p <∞ and Bt ∈ L∞(Q) ∩ L2(H1
0 ).

Let us define Ω−(t) = {x ∈ Ω; B(x, t) < B∗}, Ω∗(t) = {x ∈ Ω; B(x, t) = B∗}.

For all t ≥ 0, we have by e.g.([5], page 218) and ([22], page 600),

∂B

∂t
−∇ · (D(x) ∇B) = f(x,B) a.e. on Ω−(t), (3.14)

∂B

∂t
= min(f(x,B), 0) a.e. on Ω∗(t). (3.15)

Define the convex set K := {B ∈ V ; B ≤ B∗ a.e. on Ω}. With this, the

obstacle problem (3.13) is characterized by the following parabolic inequality

(
∂B

∂t
, ψ −B) + (D(x)∇B,∇ψ −∇B) ≥(f(x,B), ψ −B) ∀ψ ∈ K, (3.16a)

B(0) =Binit. (3.16b)

Theorem 3.2.2. The PVI (3.16) has a unique solution in W 1,2(H1
0 ) ∩W 1,∞(L2).
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Proof. We shall consider the case when f(x,B) = g(x)B + k(x, t); g ∈ L∞(Ω), k ∈

C(L∞), ∂k
∂t ∈ L

2(L∞).

Let V = H1
0 (Ω), and define a : V × V −→ R by

a(B,ψ) =

∫
Ω
D(x) ∇B · ∇ψ dx−

∫
Ω
g(x) B ψ dx.

Let A : V −→ V ′ be an operator defined by

AB(ψ) = a(B,ψ) ∀B,ψ ∈ V.

Then A is linear continuous symmetric continuous and satisfying the coercivity con-

dition

(AB,B) + γ‖B‖20 ≥ µ1‖B‖21 ∀B ∈ V,

where γ ≥ ‖g‖L∞ . By Assumption 3.2.1, and Theorem 3.2.1, we see that if

(D(x)∇Binit,∇ψ −∇Binit) ≥ (g(x)Binit + k(0)− ξ0, ψ −Binit) ∀ψ ∈ K,

for some ξ0 ∈ L2(Ω), then the problem (3.16) has a unique solution B ∈ W 1,2(H1
0 ) ∩

W 1,∞(L2).

3.2.3 Fully discrete finite element approximation of PVI

Now we approximate the PVI (3.16) by backward Euler scheme in time and

piecewise linear finite elements in space. First we state the scheme, prove its well-

posedness, provide literature review on the techniques available to prove convergence,

and next we derive our result.

Let h > 0, and Th = {Ti} be a conformal triangulation of Ω as in Section 2.3.1,

Ω̄h = ∪iTi such that Ωh ⊂ Ω. Define

Vh = {ψ ∈ C(Ω̄) : ψ is linear on each Tj , ψ = 0 on Ω̄\Ωh}.

Kh = Vh ∩K.

Since Ωh ⊂ Ω, we have Vh ⊂ H1
0 (Ω). Let NT be a positive integer, and ∆t = N−1

T T ,

tn = n∆t. Denote Jn = (tn, tn+1], ψn = ψ(tn), and ∂ψn = ψn+1−ψn

∆t . Let Υ =
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{t0, . . . , tNT
} be the set of time steps. Define

Dn = ∪t∈JnΩ−(t) ∪ Ω−(tn+1)\Ω−(t) ∩ Ω−(tn+1); n = 0, . . . , NT − 1.

We assume the following condition ([22], condition 2.3, page 601):

NT−1∑
n=0

m(Dn) ≤ δ; δ is a constant, (3.17)

where for D ⊂ R2, D measurable, m(D) is the Lebgesgue measure of D. Condition

(3.17) means that the solution does not change too frequently in time from reaching

the constraint B∗ to lying strictly below the constraint or vice versa.

We approximate (3.16) as follows. Fine Bh : Υ −→ Kh such that for n =

0, . . . , NT − 1,

(∂Bn
h , ψ −Bn+1

h ) + (D(x)∇Bn+1
h ,∇ψ −∇Bn+1

h ) ≥ (f(x,Bn+1
h ), ψ −Bn+1

h ) ∀ψ ∈ Kh,

(3.18a)

B0
h : ‖B0

h −Binit‖0 ≤ Ch. (3.18b)

Lemma 3.2.1. For sufficiently small ∆t, (3.18) has a unique solution.

Proof. Again, we shall consider the case when f(x,B) = g(x)B + k(x, t).

Problem (3.18) can be written as EVI:

a∆t(B
n+1
h , ψ −Bn+1

h ) ≥ (∆t kn+1 +Bn
h , ψ −Bn+1

h ) ∀ψ ∈ Kh;

a∆t(B,ψ) = ((1−∆t g(x))B,ψ) + (∆t D(x) ∇B,∇ψ).

It is clear that a∆t(·, ·) is bilinear and symmetric.

We will show that a∆t(·, ·) is continuous and V -coercive, then we apply Theorem

3.1.3 to prove the existence and uniqueness of the solution.

By Assumption 3.2.1, and (2.2), we have

a∆t(B,ψ) ≤ (C2
PF + ∆t‖g‖L∞C2

PF + ∆tµ2)‖B‖1‖ψ‖1, ∀B,ψ ∈ V.
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Thus, a∆t(·, ·) is continuous.

For V -coercivity, we have,

a∆t(B,B) ≥ (1−∆t‖g‖∞)‖B‖20 + ∆tµ1‖B‖21, ∀B ∈ V.

If ∆t < 1
‖g‖L∞

, then V -coercivity holds, otherwise, we apply (2.2), we obtain

a∆t(B,B) ≥ α‖B‖21,

where α = C2
PF + ∆t(µ1−‖g‖L∞C2

PF ). So a(·, ·) is V -coercive as long as α > 0. This

holds if (i) either µ1 > ‖g‖L∞C2
PF or if (ii) ∆t <

C2
PF

‖g‖∞C2
PF−µ1

. In fact (i) requires that

the diffusivity is large enough. If this is not the case, (ii) holds with a small enough

∆t, and the proof is complete.

3.2.3.1 Literature review

Problem (3.16) is a semilinear parabolic problem subject to a constraint. Fully

discrete linear finite element approximations of nonlinear parabolic problems were

studied by Wheeler [38] who proved second order error estimate in l∞(L2)- norm.

Wheeler used the elliptic projection technique, and assumed high regularity on the

solutions, in particular, the second derivative with respect to time is in L2(Q). This

assumption is not valid for the solutions to parabolic variational inequalities and free

boundary problems, and therefore we cannot use elliptic projections to prove our

results. Wheeler’s analysis is restated in ([33], Chapter 13).

For constrained parabolic equations, Baiocchi [4] approximated the solution in

time only by piecewise linear functions. Using backward Euler method, first order of

convergence was proved in L2(H1
0 ) ∩ L∞(L2).

The analyses of Johnson [22] for a linear FE approximation in space and back-

ward Euler in time for a scalar PVI (3.16) are the closest to what we consider here,

but require f = f(x, t) and DB =const. Johnson assumed B ∈ L∞(W 2,p); 1 ≤ p <∞,

and ∂B
∂t ∈ L

2(H1
0 ) ∩ L∞(Q). Furthermore, assuming some reasonable restrictions on

the dynamics of the free boundary, Johnson showed the error estimate in l∞(L2) and
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FIGURE 3.5: O(log∆t−1)1/4∆t3/4)

l2(H1
0 ) of order (h + (log∆t−1)1/4∆t3/4), which is roughly first order, see Figure 3.5.

Later, Vuik [36] considered exactly the same problem, but with more general finite

difference method in time. Assuming stronger regularity than Johnson on the solution

and in particular Btt ∈ L2(Q), Vuik derived first order of convergence in l∞(L2).

3.2.3.2 Error Estimate

Now we follow Johnson’s strategy [22] in deriving our estimate for the error

B −Bh. Throughout, C denotes a generic constant, not necessarily the same at each

occurrence, which does not depend on h and ∆t.

Theorem 3.2.3. If the condition (3.17) holds, then there exists a constant C in-

dependent of ∆t and h such that for the solution B to (3.16) and Bh to (3.18) it

holds

max
n
‖Bn −Bn

h‖0 ≤ C[(log(∆t)−1)1/4∆t3/4 + h].

In proving this theorem, we split the error in two terms using a function in Kh

for which we have a prior knowledge about the properties of the difference between

that function and the exact solution. The ideal choice is the interpolant of the solution
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in Kh. However, since some of its derivatives e.g. ∂B
∂t , is not guaranteed to be defined

at each vertex in Th, thus we first smooth the function then we interpolate it. In

general, there exists the following operator.

Definition 3.2.1. ([22], Lemmas 1 and 2, page 602) For each h > 0, let Ih : H1
0 (Ω)→

Vh denote a linear operator with the following properties:

(a) ‖ψ − Ihψ‖j ≤ Chk−j‖ψ‖k, j = 0, 1, k = 1, 2,

(b) Ihψ ∈ Kh if ψ ∈ K.

Definition 3.2.2. η(t) = B(t)− IhB(t) for t ∈ J , and e = Bn −Bn
h .

Lemma 3.2.2. ([22], page 603) Assume η is as in Definition 3.2.2. Then we have

the following properties.

(a) maxn ‖ηn‖0 ≤ Ch‖B‖L∞(H1).

(b)
∥∥∥∂η∂t ∥∥∥L2(Jn;L2(Ω))

≤ Ch
∥∥∂B
∂t

∥∥
L2(Jn;H1(Ω))

.

Proof. By the definition of η(t) and the properties of Ih, we have for all n = 0, . . . , NT

‖ηn‖0 = ‖Bn − IhBn‖0 ≤ Ch‖Bn‖1 ≤ Ch‖B‖L∞(H1),

which gives (a).

Since time differentiation commutes with Ih, we have∥∥∥∥∂η∂t
∥∥∥∥

0

=

∥∥∥∥ ∂∂t(B − IhB)

∥∥∥∥
0

=

∥∥∥∥∂B∂t − ∂IhB

∂t

∥∥∥∥
0

=

∥∥∥∥∂B∂t − Ih
(
∂B

∂t

)∥∥∥∥
0

≤ Ch
∥∥∥∥∂B∂t

∥∥∥∥
1

,

which proves (b).

Lemma 3.2.3. ([22], page 603)

‖∂ηn‖0 ≤ C(∆t)−1/2h

∥∥∥∥∂B∂t
∥∥∥∥
L2(Jn;H1(Ω))

. (3.19)
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Proof. By Cauchy-Schwarz inequality, and properties in Definition 3.2.1, we have

‖∂ηn‖0 = (∆t)−1
∥∥ηn+1 − ηn

∥∥
0

= (∆t)−1

∥∥∥∥∫ tn+1

tn

∂η

∂t
(s) ds

∥∥∥∥
0

= (∆t)−1

√∫
Ω

(∫ tn+1

tn

∂η

∂t
(s) ds

)2

dx

≤ (∆t)−1/2

√∫ tn+1

tn

∫
Ω

(
∂η

∂t
(s)

)2

dx ds

= (∆t)−1/2

∥∥∥∥∂η∂t
∥∥∥∥
L2(Jn;L2(Ω))

≤ C(∆t)−1/2h

∥∥∥∥∂B∂t
∥∥∥∥
L2(Jn;H1(Ω))

.

Now we are ready to proof Theorem 3.2.3.

Proof. By Definition 3.2.2, and Assumption 3.2.1 part (a), we have for n = 0, . . . , NT−

1,

(∂en, en+1) + µ1(∇en+1,∇en+1) ≤ (∂en, en+1) + (D(x)∇en+1,∇en+1)

= (∂en, Bn+1 − IhBn+1) + (D(x)∇en+1,∇(Bn+1 − IhBn+1))

+ (∂en, IhB
n+1 −Bn+1

h ) + (D(x)∇en+1,∇(IhB
n+1 −Bn+1

h )).

That is,

(∂en, en+1)+µ1‖en+1‖21 ≤ (∂en, ηn+1)+µ2(∇en+1,∇ηn+1)+(∂Bn, IhB
n+1−Bn+1

h )

− (∂Bn
h , IhB

n+1 −Bn+1
h ) + (D(x)∇Bn+1,∇(IhB

n+1 −Bn+1
h ))

− (D(x)∇Bn+1
h ,∇(IhB

n+1 −Bn+1
h )). (3.20)

Taking ψ = Bn+1
h , t = tn+1 in (3.16a) gives

(
∂B

∂t
(tn+1), Bn+1

h −Bn+1) + (D(x)∇Bn+1,∇Bn+1
h −∇Bn+1)
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≥ (f(x,Bn+1), Bn+1
h −Bn+1). (3.21)

Taking ψ = IhB
n+1 in (3.18a) gives

(∂Bn
h , IhB

n+1 −Bn+1
h ) + (D(x)∇Bn+1

h ,∇(IhB
n+1 −Bn+1

h ))

≥ (f(x,Bn+1
h ), IhB

n+1 −Bn+1
h ). (3.22)

Adding (3.21) and (3.22) to (3.20), we obtain

(∂en, en+1)+µ1‖en+1‖21 ≤ (∂en, ηn+1)+µ2(∇en+1,∇ηn+1)+(f(x,Bn+1), Bn+1−Bn+1
h )

− (f(x,Bn+1
h ), IhB

n+1 −Bn+1
h )− (D(x)∇Bn+1,∇ηn+1)

− (∂Bn, ηn+1) + (∂Bn − ∂B

∂t
(tn+1), en+1).

That is,

(∂en, en+1) + µ1‖en+1‖21 ≤
5∑
j=1

Pnj , (3.23)

where

Pn1 = (∂en, ηn+1), (3.24)

Pn2 = µ2(∇en+1,∇ηn+1), (3.25)

Pn3 = (f(x,Bn+1), Bn+1 −Bn+1
h )− (f(x,Bn+1

h ), IhB
n+1 −Bn+1

h ), (3.26)

Pn4 = −(D(x)∇Bn+1,∇ηn+1)− (∂Bn, ηn+1), (3.27)

Pn5 = (∂Bn − ∂B

∂t
(tn+1), en+1). (3.28)

Multiplying (3.23) by ∆t and summing over n = 0, . . . ,m − 1; m = 1, . . . , NT , we

obtain
m−1∑
n=0

(en+1 − en, en+1) + µ1

m−1∑
n=0

‖en+1‖21∆t ≤
5∑
j=1

Sj , (3.29)

where Sj =
∑m−1

n=0 |Pnj |∆t for j = 1, . . . , 5.

Adding and subtracting
∑m−1

n=0 (en+1 − en, en) give
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2

m−1∑
n=0

(en+1 − en, en+1) =

m−1∑
n=0

‖en+1 − en‖20 +

m−1∑
n=0

‖en+1‖20 −
m−1∑
n=0

‖en‖20

=

m−1∑
n=0

‖en+1 − en‖20 + ‖em‖20 − ‖e0‖20. (3.30)

Multiplying (3.29) by 2 and using (3.30) give

m−1∑
n=0

‖en+1 − en‖20 + ‖em‖20 + 2µ1

m−1∑
n=0

‖en+1‖21∆t ≤ ‖e0‖20 + 2
5∑
j=1

Sj . (3.31)

Now we estimate each of Sj ’s; j = 0, . . . , 5. Many of these estimates are direct

analogues of estimates in [22] except for those handle with f(x,B).

Estimation of S1 analogously as in [22].

m−1∑
n=0

(∂en, ηn+1)∆t =

m−1∑
n=0

(
en+1 − en

∆t
, ηn+1)∆t

=

m−1∑
n=0

(en+1, ηn+1)−
m−1∑
n=0

(en, ηn+1)

=
m∑
n=1

(en, ηn)−
m−1∑
n=0

(en, ηn+1)

=
m−1∑
n=0

(en, ηn)−
m−1∑
n=0

(en, ηn+1) + (em, ηm)− (e0, η0)

= −
m−1∑
n=0

(en, ηn+1 − ηn) + (em, ηm)− (e0, η0)

= −
m−1∑
n=0

(en,
ηn+1 − ηn

∆t
)∆t+ (em, ηm)− (e0, η0)

= −
m−1∑
n=0

(en, ∂ηn)∆t+ (em, ηm)− (e0, η0)

Using Lemmas 3.2.2, and 3.2.3 and the inequalities (2.2), (2.1), we obtain

S1 =

m−1∑
n=0

|(∂en, ηn+1)|∆t

≤
m−1∑
n=0

‖en‖0‖∂ηn‖0∆t+ ‖em‖0‖ηm‖0 + ‖e0‖0‖η0‖0
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≤ ε

2

m−1∑
n=0

‖en‖20∆t+
1

2ε

m−1∑
n=0

‖∂ηn‖20∆t+
ε

2
‖em‖20 +

1

2ε
‖ηm‖20 +

ε

2
‖e0‖20 +

1

2ε
‖η0‖20

≤ ε

2

m−1∑
n=0

‖en+1‖20∆t+
1

2ε

m−1∑
n=0

‖∂ηn‖20∆t+
ε

2
‖em‖20 +

1

2ε
‖ηm‖20 + ε‖e0‖20 +

1

2ε
‖η0‖20

≤
εC2

PF

2

m−1∑
n=0

‖en+1‖21∆t+ Ch2

∥∥∥∥∂B∂t
∥∥∥∥2

L2(H1)

+
ε

2
‖em‖20 + ε‖e0‖20 + Ch2‖B‖2L∞(H1).

By an appropriate choice of ε, we have

S1 ≤
µ1

10

m−1∑
n=0

‖en+1‖21∆t+
1

8
‖em‖20 + ‖e0‖20 + Ch2. (3.32)

Estimation of S2 analogously as in [22].

S2 = µ2

m−1∑
n=0

|(∇en+1,∇ηn+1)|∆t

≤ µ2

m−1∑
n=0

‖∇en+1‖0‖∇ηn+1‖0∆t

≤ µ2ε

2

m−1∑
n=0

‖en+1‖21∆t+
µ2

2ε

NT−1∑
n=0

‖ηn+1‖21∆t.

Using Lemma 3.2.2, and the fact that
∑NT−1

n=0 ∆t = NT∆t = T , we have

NT−1∑
n=0

‖ηn+1‖21∆t ≤ Ch2‖B‖2L∞(H2).

Thus,

S2 ≤
µ2ε

2

m−1∑
n=0

‖en+1‖21∆t+ Ch2‖B‖2L∞(H2).

In particular,

S2 ≤
µ1

10

m−1∑
n=0

‖en+1‖21∆t+ Ch2. (3.33)

Estimation of S3. We write Pn3 as

Pn3 = (f(x,Bn+1
h ), ηn+1) + (f(x,Bn+1)− f(x,Bn+1

h ), en+1)

Using Cauchy-Schwarz inequality and Assumption 3.2.1 part (b) on f , we obtain



56

S3 =

m−1∑
n=0

|Pn3 |∆t ≤
m−1∑
n=0

Lm(Ω)1/2‖ηn+1‖0∆t+

m−1∑
n=0

M‖en+1‖20∆t

≤ Ch2‖B‖L∞(H2) +

m−1∑
n=0

M‖en+1‖20∆t.

That is,

S3 ≤
m−1∑
n=0

M‖en+1‖20∆t+ Ch2. (3.34)

Estimation of S4. This estimation is analog to [22] but with a slight difference since

the diffusivity in [22] is constant. Using Green’s formula 2.3, the first term of Pn4 can

be written as (∇D(x) · ∇Bn+1, ηn+1) + (D(x)∆Bn+1, ηn+1). Using Assumption 3.2.1

part (a) on D, we have

S4 =

m−1∑
n=0

|Pn4 |∆t ≤
m−1∑
n=0

|(∇D(x) · ∇Bn+1, ηn+1)|∆t+

m−1∑
n=0

|(D(x)∆Bn+1, ηn+1)|∆t

+
m−1∑
n=0

|(∂Bn, ηn+1)|∆t

≤ 2R
m−1∑
n=0

‖Bn+1‖1‖ηn+1‖0∆t+ µ2

m−1∑
n=0

‖Bn+1‖2‖ηn+1‖0∆t+
m−1∑
n=0

‖∂Bn‖0‖ηn+1‖0∆t

=
m−1∑
n=0

(
2R‖Bn+1‖1µ2‖Bn+1‖2 + ‖∂Bn‖0

)
‖ηn+1‖0∆t

≤ Ch2
m−1∑
n=0

(
‖Bn+1‖1 + ‖Bn+1‖2 + ‖∂Bn‖0

)
‖Bn+1‖2∆t

≤ Ch2‖B‖2L∞(H2).

Thus,

S4 ≤ Ch2. (3.35)

Estimation of S5.

Pn5 = (∂Bn − ∂B

∂t
(tn+1), en+1)

=
1

∆t

∫
Ω

(Bn+1 −Bn −∆tBt(tn+1))en+1 dx
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=
1

∆t

∫
Ω

(∫ tn+1

tn

(Bt(s)−Bt(tn+1) ds

)
en+1 dx

=
1

∆t

∫ tn+1

tn

(∫
Ω−

(∇ · (D∇B(s))−∇ · (D∇B(tn+1)))en+1 dx

)
ds

+
1

∆t

∫ tn+1

tn

∫
Ω

(f̃(x,B(s))− f̃(x,Bn+1))en+1 dx ds = qn1 + qn2 ,

where

f̃(x,B) =

 f(x,B) if x ∈ Ω−(t),

min(f(B, x), 0) if x ∈ Ω∗(t),

with obvious notations.

qn1 =
1

∆t

∫ tn+1

tn

(∫
Ω−
∇ · (D∇ (B(s)−B(tn+1)) en+1 dx

)
ds

= − 1

∆t

∫ tn+1

tn

(∫
Ω−
∇ ·
(
D∇

(∫ tn+1

s

∂B

∂t
(t) dt

))
en+1 dx

)
ds

=
1

∆t

∫ tn+1

tn

(∫
Ω−

D∇
(∫ tn+1

s

∂B

∂t
(t) dt

)
· ∇en+1 dx

)
ds

=
1

∆t

∫ tn+1

tn

∫ tn+1

s

(∫
Ω−

D∇∂B
∂t

(t) · ∇en+1 dx

)
dt ds

Since ∇ · (D∇B) = 0 a.e on Ω∗, we have

|qn1 | ≤
µ2

∆t

∫ tn+1

tn

∫ tn+1

s

∥∥∥∥∂B∂t (t)

∥∥∥∥
1

‖en+1‖1 dt ds

≤ µ2

∆t
‖en+1‖1

∫ tn+1

tn

∫ tn+1

s

∥∥∥∥∂B∂t (t)

∥∥∥∥
1

dt ds

≤ µ2

(∆t)1/2
‖en+1‖1

∫ tn+1

tn

∥∥∥∥∂B∂t
∥∥∥∥
L2(Jn;H1(Ω))

ds

= µ2(∆t)1/2‖en+1‖1
∥∥∥∥∂B∂t

∥∥∥∥
L2(Jn;H1(Ω))

≤ ε

2
‖en+1‖21 + ∆t

µ2
2

2ε

∥∥∥∥∂B∂t
∥∥∥∥2

L2(Jn;H1(Ω))

.

Thus,
m−1∑
n=0

|qn1 |∆t ≤
ε

2

m−1∑
n=0

‖en+1‖21∆t+ C(∆t)2

∥∥∥∥∂B∂t
∥∥∥∥2

L2(H1)

.
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In particular,
m−1∑
n=0

|q1|∆t ≤
µ2

10

m−1∑
n=0

‖en+1‖21∆t+ C(∆t)2. (3.36)

We shell now estimate qn2 . Notice that if x /∈ Dn, then there exists t ∈ Jn such that

either x ∈ Ω−(t) ∩ Ω−(tn+1) or x ∈ Ω∗(t) ∩ Ω∗(tn+1), so we have

|f̃(x,B(t))− f̃(x,Bn+1)| = |f(x,B)− f(x,Bn+1)| on Ω−(t) ∩ Ω−(tn+1),

|f̃(x,B(t))− f̃(x,Bn+1)| ≤ 0 on Ω∗(t) ∩ Ω∗(tn+1),

That is,

|f̃(x,B(t))− f̃(x,Bn+1)| ≤ |f(x,B)− f(x,Bn+1)| for x ∈ Ω\Dn, t ∈ Jn.

Thus,

|qn2 | ≤
1

∆t

∫ tn+1

tn

∫
Ω
|f̃(x,B(s))− f̃(x,Bn+1)||en+1| dx ds

≤ 1

∆t

∫ tn+1

tn

∫
Ω\Dn

|f(x,B(s))− f(x,Bn+1)||en+1| dx ds

+
1

∆t

∫ tn+1

tn

∫
Dn

‖f‖L∞(Jn;L∞(Dn×R+))|en+1| dx ds

= kn1 + kn2 .

By Assumption 3.2.1 part (b) on f , we have

kn1 =
1

∆t

∫ tn+1

tn

∫
Ω\Dn

|f(x,B(s))− f(x,Bn+1)||en+1| dx ds

≤ M
1

∆t

∫ tn+1

tn

∫
Ω\Dn

|B(s)−B(tn+1)||en+1| dx ds

≤ M
1

∆t

∫ tn+1

tn

∫
Ω\Dn

∣∣∣∣∫ tn+1

s

∂B

∂t
(t) dt

∣∣∣∣ |en+1| dx ds

≤ M
1

∆t

∫ tn+1

tn

∫
Ω\Dn

∫ tn+1

s

∣∣∣∣∂B∂t (t)

∣∣∣∣ |en+1| dt dx ds

= M
1

∆t

∫ tn+1

tn

∫ tn+1

s

∫
Ω\Dn

∣∣∣∣∂B∂t (t)

∣∣∣∣ |en+1| dx dt ds

≤ M
1

∆t

∫ tn+1

tn

∫ tn+1

s

∥∥∥∥∂B∂t (t)

∥∥∥∥
0

‖en+1‖0 dt ds
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= M
1

∆t
‖en+1‖0

∫ tn+1

tn

∫ tn+1

s

∥∥∥∥∂B∂t (t)

∥∥∥∥
0

dt ds

≤ M
1

(∆t)1/2
‖en+1‖0

∫ tn+1

tn

∥∥∥∥∂B∂t
∥∥∥∥
L2(Jn;L2(Ω))

ds

= M(∆t)1/2‖en+1‖0
∥∥∥∥∂B∂t

∥∥∥∥
L2(Jn;L2(Ω))

≤ ε

2
C2
PF ‖en+1‖21 +

M2

2ε
∆t

∥∥∥∥∂B∂t
∥∥∥∥2

L2(Jn;L2(Ω))

Thus,
m−1∑
n=0

|kn1 |∆t ≤
µ1

10

m−1∑
n=0

‖en+1‖21∆t+ C(∆t)2. (3.37)

Now

kn2 = ‖f‖L∞(Jn;L∞(Dn×R+))

∫
Dn

|en+1| dx = ‖f‖L∞(Jn;L∞(Dn))rn.

Estimation of rn follows Johnson’s technique [22]. We have by Cauchy-Schwarz in-

equality,

rn :=

∫
Dn

|en+1| dx ≤ m(Dn)1/2‖en+1‖0. (3.38)

We also have (see ([22], page 605)) for p ≥ 1 and (1/p) + (1/q) = 1,

sup
p≥1

p−1/2‖ψ‖Lp(Ω) ≤ C‖ψ‖1, ψ ∈ H1(Ω),

.

Thus, by Hölder’s inequality

rn ≤ (m(Dn))1/q‖en+1‖Lp(Ω) ≤ C(m(Dn))1/qp1/2‖en+1‖1. (3.39)

Let {N1, N2} be a partion of {0, . . . ,m − 1} into two disjoint subsets. We have by

(3.38) and (3.39)

m−1∑
n=0

rn∆t ≤
∑
n∈N1

m(Dn)1/2‖en+1‖0∆t+ C
∑
n∈N2

(m(Dn))1/qp1/2‖en+1‖1∆t

≤ ε

2
max
n
‖en+1‖20 +

ε

2

m−1∑
n=0

‖en+1‖21∆t+ E,
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where

E = C∆t2

∑
n∈N1

m(Dn)1/2

2

+ ∆t−1p
∑
n∈N2

m(Dn)2/q

 .
Let ‖el+1‖0 = maxn ‖en+1‖0 for some n, l ∈ {0, . . . ,m− 1}. Then

‖el+1‖20 = ‖ − el+1‖20 ≤ ‖em − em−1‖20 + ‖em−1 − em−2‖20 + . . .+ ‖el+2 − el+1‖20 + ‖em‖20.

=
m−1∑
j=l+1

‖ej+1 − ej‖20 + ‖em‖20

≤
m−1∑
j=0

‖ej+1 − ej‖20 + ‖em‖20

=
m−1∑
n=0

‖en+1 − en‖20 + ‖em‖20.

We also have, by Lemma 3.2.4 below, that

E ≤ C(log ∆t−1)1/2∆t3/2.

Thus,

m−1∑
n=0

rn∆t ≤ ε

2

(
m−1∑
n=0

‖en+1 − en‖20 + ‖em‖20

)
+
ε

2

m−1∑
n=0

‖en+1‖21∆t+ C(log ∆t−1)1/2∆t3/2.

In particular,

m−1∑
n=0

rn∆t ≤ 1

4

m−1∑
n=0

‖en+1−en‖20+
1

8
‖em‖20+

µ1

10

m−1∑
n=0

‖en+1‖21∆t+C(log ∆t−1)1/2∆t3/2.

(3.40)

Now we collect all the above estimates from (3.31)–(3.37), and (3.40) and we get

1

2

m−1∑
n=0

‖en+1 − en‖20 +
1

2
‖em‖20 + µ1

m−1∑
n=0

‖en+1‖21∆t ≤ 2‖e0‖20

+ C
(
h2 + (log ∆t−1)1/2∆t3/2

)
+

m−1∑
n=0

2M‖en+1‖20∆t.

Thus,

‖em‖20 ≤ C
(
h2 + (log ∆t−1)1/2∆t3/2

)
+
m−1∑
n=0

4M‖en+1‖20∆t.



61

Which yields

(1− 4M∆t)‖em‖20 ≤ C
(
h2 + (log ∆t−1)1/2∆t3/2

)
+

m−1∑
n=0

4M‖en‖20∆t.

Assume that ∆t is sufficiently small; in particular, ∆t < 1
8M so we have 1

1−4M∆t < 2.

Hence,

‖em‖20 ≤ C
(
h2 + (log ∆t−1)1/2∆t3/2

)
+
m−1∑
n=0

8M‖en‖20∆t. (3.41)

Now using Gronwall’s Lemma (2.5), we obtain

‖em‖20 ≤ C
(
h2 + (log ∆t−1)1/2∆t3/2

)
exp(

m−1∑
n=0

8M∆t)

≤ C
(
h2 + (log ∆t−1)1/2∆t3/2

)
exp(8MT ).

Therefore,

max
m
‖em‖20 ≤ C

(
h2 + (log ∆t−1)1/2∆t3/2

)
, (3.42)

and the proof is complete.

Lemma 3.2.4. ([22], Lemma 3, page 605) Suppose
∑m

1 an = 1, an ≥ 0, (1/p) +

(1/q) = 1, 1 ≤ p <∞. Then there is a constant C independent of m and p such that

inf

∑
n∈N1

a1/2
n

2

+mp
∑
n∈N2

a2/q
n

 ≤ C(m logm)1/2, (3.43)

where the infimum is taken over p ≥ 1 and all disjoint partitions {N1, N2} of {1, . . . ,m}.

3.2.4 Numerical experiments

In order to solve an approximate PVI numerically, we need to rewrite it in an

equivalent algebraic form. The approximate problem can be written as a system in-

volving nonlinear complementarity constraints (NCC), or as a mixed complementarity

problem (MCP), depending on the type of the constraints involved, as suggested in

[18]. Here we discuss the case when f(x,B) = g(x)B + k(x, t).
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Let Vh be, as before, the finite element space, and dimVh = qh. Let {φj}qhj=1 be

the set of shape functions (recall {φj}qhj=1 is the basis of Vh.) Define the vector load

F ∈ Rqh , and the matrices M,R,A ∈ Rqh×qh as follows.

Mij =

∫
Ω
φiφj dx,

Rij =

∫
Ω
g(x)φiφj dx,

Aij =

∫
Ω
D(x)∇φi · ∇φj dx

Fn+1
j =

∫
Ω
k(x, tn+1)φi dx.

Thus, for n = 0, . . . , NT − 1, the approximate PVI (3.18) can be written equivalently

as

(M + ∆t A−∆t R) Bn+1
h −∆t M Λn+1

h −∆tFn+1 −MBn
h = 0, (3.44a)

(Bh)n+1
j − P[B∗,B∗]

(
(Bh)n+1

j − (Λ)n+1
j

)
= 0, ∀j = 1, . . . , qh;

(3.44b)

where (by an abuse of notation) Bn+1
h is the vector of degrees of freedom of the solution

of (3.18). Moreover, Λn+1
h ∈ −∂I[B∗,B∗](B

n+1
h ), P[B∗,B∗](ψ) = max{B∗,min(ψ,B∗)},

and B∗ ≤ Bn+1
h ≤ B∗ componentwise.

System (3.44) can be written as

F(Bn+1
h ,Λn+1

h ) = 0, (3.45)

where the function F : R2qh → R2qh is semismooth because of the mixed complemen-

tarity conditions defined in (3.44b) (see (2.31) and Proposition 2.4.3). To find the

solution (Bn+1
h ,Λn+1

h ) to (3.45), we implement semismooth Newton method at each

time step. See Algorithm 2.4.1 in Section 2.4.

Remark 3.2.1. The initial guess in semismooth Newton algorithm to find the solution

(Bn+1
h ,Λn+1

h ) at time step n+ 1 is the solution of the previous step (Bn
h ,Λ

n
h), i.e. the

solution at time step n.
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Example 3.2.1. Let Ω = (0, 1). Solve

Bt − 0.5Bxx + ∂I[−0.04,0.06](B) 3π2 sin(x)B + 3H(0.5− x)− 3H(x− 0.5) on Ω, t > 0,

(3.46a)

B(0, t) = 0 =B(1, t), t > 0, (3.46b)

B(x, 0) =0.04 sin(πx), (3.46c)

See the evolution of the numerical solution of (3.46) in Figure 3.6. Since the

source term H(0.5− x)− 3H(x− 0.5) is positive in the subdomain Ω1 = (0, 0.5) and

negative in Ω2 = (0.5, 1), the solution evolves such that it goes up in Ω1 while it

goes down in Ω2. It keeps evolving in this way until it reaches one of the constraints,

B∗ = −0.04, B∗ = 0.06, as it can be seen in Figure 3.6. Lagrange multiplier Λ

remains zero as long as the solution is strictly in between the bounds. When the

solution reaches the upper bound B∗, Λ changes to be negative to push the solution

down so it cannot go beyond the upper bound. When the solution reaches the lower

bound, Λ enforces the constraint B∗ ≤ B by pushing the solution up.

The performance of semismooth Newton solver of Example 3.2.1 can be shown

in Table 3.3 column 3. It shows that at different meshes and time step sizes, semis-

mooth Newton solver requires roughly similar average of iterations to converge, which

indicates that this solver is mesh-independent with parabolic variational inequality.

Once can also from the table that semismooth Newton method requires few number

of iterations to converge.

In this example, we also test two errors; ERR1 = maxn ‖Bn − Bn
h‖0, which is

the one we prove in Theorem 3.2.3, and ERR2 =
√∑NT

n=1 ‖Bn −Bn
h‖21∆t, which is

proved by Johnson [22] to be of order O
(
h+ (log ∆t−1)1/4∆t3/4

)
. Since the analytical

solution of the PVI is not known, we compare the numerical solution with a fine grid

solution Bfine for some hfine = 0.001, and ∆tfine = 0.0001. Furthermore, our ability

to actually check the convergence over all time steps n = 1, 2, . . . as indicated in ERR1

and ERR2 is limited, especially, when ∆t is very small, which results in large number
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FIGURE 3.6: Evolution of solution of PVI of Example 3.2.1
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h ∆t avr.iter. ERR1 ERR2 ERR1 order ERR2 order

0.01 0.01 2.3 0.00084 0.0011

0.005 0.005 2.5 0.00043 0.0004 0.9414 1.4499

0.0025 0.0025 2.15 0.00022 0.00014 0.9826 1.4804

TABLE 3.3: Column 3: average of iterations semismooth Newton solver required to
converge at each time step. Columns 4-7: Errors and rate of convergence of PVI of
Example 3.2.1.

of time steps. Instead, we limit ourselves to the sampling of the spatial errors in

time only over a selected limited set of a few k time steps Υ = {T1, T2, . . . Tk} which

correspond to some selected indices {N1, N2, . . . Nk}, different for each ∆t, then we

report

ERR1Υ = max
n∈{N1,N2,...Nk}

‖Bn −Bn
h‖0,

ERR2Υ =

√ ∑
n∈{N1,N2,...Nk}

‖Bn −Bn
h‖21∆t.

In this example we store the solution and present the errors with Υ = {0.05, 0.1}.

Table 3.3 shows ERR1Υ and ERR2Υ. We obtain ERR1Υ = O(h + ∆t), which is a

bit higher than that predicted in Theorem 3.2.3, and ERR2Υ = O(h3/2 + ∆t3/2)

which is also higher than what Johnson [22] suggested. Note that in the experiments

we choose ∆t = O(h) since it is difficult to set up ∆t to make the logarithmic term

[(log ∆t−1)1/4∆t3/4] as suggested in Theorem 3.2.3. This rate of convergence can be

seen also in Figure 3.7.
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FIGURE 3.7: Rate of convergence of solution of PVI of Example 3.2.1

4 Numerical Analysis for a Coupled System Modeling Biofilm
Growth

In this chapter, we consider a model of biofilm growth and nutrient utilization.

The model is a system of two coupled diffusion–reaction semilinear PDEs. One of

the PDEs is subject to a constraint. The model is an extension of the scalar PVI

considered in Chapter 3 of this work to the case when the growth of biomass is

dependent upon the availability of nutrient.

There are several scales at which one can consider microbial growth and the

overall biomass dynamics. At the large scale of e.g. laboratory containers or reservoirs,

(cm or m or km length scale), the biomass keeps growing in an unlimited way as long

as the supply of nutrient is unlimited. That is, the model of biomass-nutrient at a

large scale is unconstrained. We describe this briefly in Section 4.1.

In this work our focus is on the dynamics of biofilm growth at the microscopic

scale of µm. At this scale one can recognize the interface between biofilm and the

surrounding fluid; this is the scale at which imaging of biofilm at the porescale is done.

At this microscopic scale, there is a constraint on the growth of biofilm because the

microbial cells have finite size. That is, the biofilm keeps growing over time consuming
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the existing nutrient until it reaches a certain maximum density, denoted by B∗, that

cannot be exceeded.

The model we consider here was proposed in [29] and included advection coupled

to the flow of fluid flowing outside the biofilm. In this work, we consider that the fluid

is at rest, so we ignore the advection and the flow.

The biofilm–nutrient model in porous media involves nonlinearities, and the

domain involves complicated geometries. Moreover, the classical solutions might not

exist. Therefore we consider the low order Galerkin finite element method (FEM) to

analyze the model. We shall start by analyzing the unconstrained coupled system,

then we shall turn to the coupled system. In both cases, we derive error estimates

and present numerical experiments validating the theoretical analysis.

4.1 Biomass growth and nutrient utilization model, without con-
straints

The simplest model for biomass–nutrient growth embedded in some ambient

fluid domain Ω, an open bounded subset in Rd, with sufficiently smooth boundary ∂Ω

is developed below. The biomass and nutrient are transported due to diffusion. We

have the initial boundary value problem

Bt −∇ · (DB(B)∇B) = F (B,N), x ∈ Ω, t > 0, (4.1a)

Nt −∇ · (DN (N)∇N) = G(B,N), x ∈ Ω, t > 0, (4.1b)

Here B(x, t), N(x, t) are biomass and nutrient concentrations, and F,G are growth

and utilization functions, and DB, DN are diffusivities. These can be constants, space

dependent, or nonlinear functions, depending on the model variant.

The model is complemented by some boundary and initial conditions.

B(x, 0) = Binit(x), x ∈ Ω, (4.1c)

N(x, 0) = Ninit(x), x ∈ Ω, (4.1d)
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B(s, t) = 0, s ∈ ∂Ω, t > 0, (4.1e)

N(s, t) = 0, s ∈ ∂Ω, t > 0, (4.1f)

The growth and utilization functions F,G are given, e.g., by the Monod expres-

sions

F (B,N) = κBP (N)B, G(B,N) = −κNP (N)B, P (N) =
N

N +N0
, (4.2)

where kB ≥ kN > 0, N0 > 0 are known constants, but we will later allow some other

expressions with similar qualitative properties.

Assumption 4.1.1. We make the following assumptions on data for (4.1).

1. DB, DN are Lipschitz continuous functions defined on R with Lipschitz constant

R, and there are constants µ2 ≥ µ1 > 0, ν2 ≥ ν1 > 0 such that

0 < µ1 ≤ DB(B) ≤ µ2, 0 < ν1 ≤ DN (N) ≤ ν2 for B,N ∈ R,

2. F and G are smooth functions and Lipschitz continuous with respect to B and N

with a Lipschitz constant M . Furthermore, F (B, 0) = 0 = F (0, N), G(B, 0) =

0 = G(0, N) ∀B,N ∈ R.

3. Binit, Ninit ∈ Hp(Ω) ∩H1
0 (Ω); for some positive integer p ≥ 1.

4. We assume that problem (4.1) admits a unique solution (B,N), and it is suffi-

ciently smooth.

The problem (4.1) can be written in the following variational formulation

(Bt, ψ) + (DB(B)∇B,∇ψ) = (F (B,N), ψ), ∀ψ ∈ H1
0 (Ω), (4.3a)

(Nt, ξ) + (DN (N)∇N,∇ξ) = (G(B,N), ξ), ∀ξ ∈ H1
0 (Ω), (4.3b)

B(·, 0) = Binit, (4.3c)

N(·, 0) = Ninit. (4.3d)
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4.1.1 Fully discrete finite element approximation for coupled system
without constraints

We implement backward Euler scheme and piecewise linear finite element method

to approximate Problem (4.3) in time and space respectively.

Let Th = {Ti}i be a triangulation to Ω as in Section 3.2. Set Ω̄h = ∪iTi, and

assume that Ωh = Ω. Define

Vh = {ψ ∈ C(Ω̄) : ψ is linear on each Ti, ψ = 0 on ∂Ω}.

Since Ωh = Ω, Vh ⊂ H1
0 (Ω). Let ∆t = T

NT
, where T > 0 is the finial time, and NT

is a positive integer. For each n = 0, . . . , NT , let tn = n∆t. Define Jn = (tn, tn+1],

ψn = ψ(tn), and ∂ψn = ψn+1−ψn

∆t . Set Υ = {t0, . . . , tNT
}. Let H = Vh × Vh be the

product space associated with the norm ‖(B,N)‖H =
√
‖B‖21 + ‖N‖21. Fully discrete

finite element approximation of Problem (4.3) is as follows. Find (Bh, Nh) : Υ −→ H

such that

(∂Bn
h , χ) + (DB(Bn+1

h )∇Bn+1
h ,∇χ) = (F (Bn+1

h , Nn+1
h ), χ), ∀χ ∈ Vh, (4.4a)

(∂Nn
h , ξ) + (DN (Nn+1

h )∇Nn+1
h ,∇ξ) = (G(Bn+1

h , Nn+1
h ), ξ), ∀ξ ∈ Vh, (4.4b)

B0
h = (Binit)h, N0

h = (Ninit)h (4.4c)

Theorem 4.1.1. Assume that Assumption 4.1.1 holds. Then there exist a solution

to problem (4.4).

Proof. For n = 0, . . . , NT − 1, (4.4) can be written as

a∆t(N
n+1
h ;Bn+1

h , χ) + b∆t(B
n+1
h ;Nn+1

h , ξ) = (Bn
h , χ) + (Nn

h , ξ) ∀(χ, ξ) ∈ H,

where a∆t : Vh × Vh −→ R, b∆t : Vh × Vh −→ R are defined as

a∆t(N ;B,χ) = (B,χ) + ∆t(DB(B)∇B,∇χ)−∆t(F (B,N), χ), ∀(B,χ) ∈ Vh × Vh,

b∆t(B;N, ξ) = (N, ξ) + ∆t(DN (N)∇N,∇ξ)−∆t(G(B,N), ξ), ∀(N, ξ) ∈ Vh × Vh.
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Define L : H −→ H′ as

(L(B,N), (χ, ξ)) = 2a∆t(N ;B,χ)+2b∆t(B;N, ξ)−2(Bn
h , χ)−2(Nn

h , ξ), ∀(B,N), (χ, ξ) ∈ H.

To show that (L(B,N), (χ, ξ)) = 0 has a solution, we implement Corollary 2.1.4, i.e.

we need to show that L is continuous, and (L(B,N), (B,N)) > 0 for ‖(B,N)‖H = q,

for some constant q.

To show the continuity, let ((B(n), N (n))) be a sequence in H such that (B(n), N (n))→

(B,N) in H. By Assumption 4.1.1, (2.2), Cauchy-Schwarz inequality, we have ∀(χ, ξ)

in H,∣∣∣(L(B(n), N (n))− L(B,N)
)

(χ, ξ)
∣∣∣ ≤ 2|(B(n) −B,χ)|+ 2|(N (n) −N, ξ)|

+ 2∆t|(DB(B(n))∇(B(n) −B),∇χ)|+ 2∆t|(DB(B(n))−DB(B))∇B,∇χ)|

+ 2∆t|(DN (N (n))∇(N (n) −N),∇ξ)|+ 2∆t|(DN (N (n))−DN (N))∇N,∇ξ)|

+ 2∆t|(F (B(n), N (n))− F (B,N (n)), χ) + 2∆t|(F (B,N (n))− F (B,N), χ)

+ 2∆t|(G(B(n), N (n))−G(B,N (n)), ξ) + 2∆t|(G(B,N (n))−G(B,N), ξ)

≤ C1‖B(n)−B‖1‖χ‖1+C2‖N (n)−N‖1‖ξ‖1+C3‖B(n)−B‖1‖ξ‖1+C3‖N (n)−N‖1‖χ‖1,

where C1 = 2C2
PF+2∆tµ2∆tRCPF ‖∇B‖L∞+2∆tMC2

PF , C2 = 2C2
PF+2∆tν2∆tRCPF ‖∇N‖L∞+

2∆tMC2
PF , C3 = 2∆tM. Thus, L is continuous.

Now we have by Assumption 4.1.1

(L(B,N), (B,N)) = 2(B,B) + 2∆t(DB(B)∇B,∇B)− 2∆t(F (B,N), B)− 2(Bn
h , B)

+ (N,N) + ∆t(DN (N)∇N,∇N)−∆t(G(B,N), N)− (Nn
h , N)

≥ 2‖B‖20 + 2
∆tµ1

C2
PF

‖B‖20 − 2∆tM‖B‖20 − ‖Bn
h‖20 − ‖B‖20

+ 2‖N‖20 + 2
∆tν1

C2
PF

‖N‖20 − 2∆tM‖N‖20 − ‖Nn
h ‖20 − ‖N‖20

≥ (1 + 2
∆tγ

C2
PF

− 2∆tM)(‖B‖20 + ‖N‖20)− (‖Bn
h‖20 + ‖Nn

h ‖20);

γ = min(µ1, ν1). If ∆t is sufficiently small and ‖B‖20 + ‖N‖20 is large enough, we have

(L(B,N), (B,N)) > 0.
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Throughout, C denotes a constant, not necessarily the same at each occurrence,

which does not depend on h and ∆t.

Theorem 4.1.2. Let (B,N) and (Bn+1
h , Nn+1

h ) be the solutions of problems (4.3) and

(4.4) respectively. Then we have

max
n

√
‖Bn −Bn

h‖2L2(Ω)
+ ‖Nn −Nn

h ‖2L2(Ω)
≤ C(h2 + ∆t).

To prove this theorem, we use Wheeler’s technique [38], which is restated in

([33], Chapter 13) as well.

We shall write the errors as

Bn −Bn
h = (Bn − wnh) + (wnh −Bn

h ) = ρnB + θnB, (4.6)

Nn −Nn
h = (Nn − γnh ) + (γnh −Nn

h ) = ρnN + θnN , (4.7)

with obvious notations of ρnB, θ
n
B, ρ

n
N , θ

n
N . The functions wnh and γnh are the elliptic

projections of Bn and Nn on Vh respectively defined as

(DB(B(t))∇(wh(t)−B(t)),∇χ) = 0, ∀χ ∈ Vh, t ≥ 0. (4.8)

(DN (N(t))∇(γh(t)−N(t)),∇ξ) = 0, ∀ξ ∈ Vh, t ≥ 0. (4.9)

Lemma 4.1.1. ([33], Lemma 13.2, page 233) With wh and γh defined by (4.8) and

(4.9) respectively and ρB = B − wh, and ρN = N − γh, we have under appropriate

regularity assumptions on B, and N , with C independent of t ∈ J ,

‖ρB(t)‖+ h‖∇ρB(t)‖ ≤ C(B)h2, t ∈ J, (4.10)

‖ρB,t(t)‖+ h‖∇ρB,t(t)‖ ≤ C(B)h2 t ∈ J, (4.11)

‖ρN (t)‖+ h‖∇ρN (t)‖ ≤ C(N)h2 t ∈ J, (4.12)

‖ρN,t(t)‖+ h‖∇ρN,t(t)‖ ≤ C(N)h2 t ∈ J. (4.13)

Lemma 4.1.2. ([33], Lemma 13.3, page 234)

‖∇wh(t)‖L∞ ≤ C(B), t ∈ J. (4.14)

‖∇γh(t)‖L∞ ≤ C(N), t ∈ J. (4.15)
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Now we prove Theorem 4.1.2

Proof. By (4.6), (4.7), and in view of Lemma 4.1.1, we just need to bound ‖θnB‖+‖θnN‖.

By (4.4), we have for χ, ξ ∈ Vh,

(∂θnB, χ) + (DB(Bn+1
h )∇θn+1

B ,∇χ) + (∂θnN , ξ) + (DN (Nn+1
h )∇θn+1

N ,∇ξ)

= (∂wnh , χ) + (DB(Bn+1
h )∇wn+1

h ,∇χ)− (∂Bn
h , χ)− (DB(Bn+1

h )∇Bn+1
h ,∇χ)

+ (∂γn, ξ) + (DN (Nn+1
h )∇γn+1,∇ξ)− (∂Nn

h , ξ)− (DN (Nn+1
h )∇Nn+1

h ,∇ξ)

= (∂wnh , χ) + (DB(Bn+1
h )∇wn+1

h ,∇χ)− (F (Bn+1
h , Nn+1

h ), χ)

+ (∂γnh , ξ) + (DN (Nn+1
h )∇γn+1

h ,∇ξ)− (G(Bn+1
h , Nn+1

h ), ξ).

By adding and subtracting (Bn+1
t , χ) + (Nn+1

t , ξ), and using (4.8) and (4.9), we

have

(∂θnB, χ) + (DB(Bn+1
h )∇θn+1

B ,∇χ) + (∂θnN , ξ) + (DN (Nn+1
h )∇θn+1

N ,∇ξ)

= (∂wnh −Bn+1
t , χ) + (Bn+1

t , χ)

+ (∂γnh −Nn+1
t , ξ) + (Nn+1

t , ξ)

− ((DB(Bn+1)−DB(Bn+1
h )∇wn+1

h ,∇χ)

− ((DN (Nn+1)−DN (Nn+1
h ))∇γn+1

h ,∇ξ)

+ (DB(Bn+1)∇Bn+1,∇χ) + (DN (Nn+1)∇Nn+1,∇ξ)

− (F (Bn+1
h , Nn+1

h ), χ)− (G(Bn+1
h , Nn+1

h ), ξ).

By (4.3), we get

(∂θnB, χ) + (DB(Bn+1
h )∇θn+1

B ,∇χ) + (∂θnN , ξ) + (DN (Nn+1
h )∇θn+1

N ,∇ξ)

= (∂wnh −Bn+1
t , χ) + (∂γnh −Nn+1

t , ξ)

− ((DB(Bn+1)−DB(Bn+1
h )∇wn+1

h ,∇χ)

− ((DN (Nn+1)−DN (Nn+1
h ))∇γn+1

h ,∇ξ)

+ (F (Bn+1, Nn+1), χ)− (F (Bn+1
h , Nn+1

h ), χ)
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+ (G(Bn+1, Nn+1), ξ)− (G(Bn+1
h , Nn+1

h ), ξ).

Adding and subtracting (F (Bn+1, Nn+1
h ), χ)+(G(Bn+1, Nn+1

h ), ξ)+(∂Bn, χ)+(∂Nn, ξ),

we get

(∂θnB, χ) + (DB(Bn+1
h )∇θn+1

B ,∇χ) + (∂θnN , ξ) + (DN (Nn+1
h )∇θn+1

N ,∇ξ)

= (∂wnh − ∂Bn, χ) + (∂Bn −Bn+1
t , χ)

+ (∂γnh − ∂Nn, ξ) + (∂Nn −Nn+1
t , ξ)

+ ((DB(Bn+1
h )−DB(Bn+1))∇wn+1

h ,∇χ)

+ ((DN (Nn+1
h )−DN (Nn+1))∇γn+1

h ,∇ξ)

+ (F (Bn+1, Nn+1)− F (Bn+1, Nn+1
h ), χ)

+ (F (Bn+1, Nn+1
h )− F (Bn+1

h , Nn+1
h ), χ)

+ (G(Bn+1, Nn+1)−G(Bn+1, Nn+1
h ), ξ)

+ (G(Bn+1, Nn+1
h )−G(Bn+1

h , Nn+1
h ), ξ).

Taking χ = θn+1
B , and ξ = θn+1

N , we get

(∂θnB, θ
n+1
B ) + (DB(Bn+1

h )∇θn+1
B ,∇θn+1

B ) + (∂θnN , θ
n+1
N ) + (DN (Nn+1

h )∇θn+1
N ,∇θn+1

N )

= −(∂ρnB, θ
n+1
B ) + (∂Bn −Bn+1

t , θn+1
B )

− (∂ρnN , θ
n+1
N ) + (∂Nn −Nn+1

t , θn+1
N )

+ ((DB(Bn+1
h )−DB(Bn+1))∇wn+1

h ,∇θn+1
B )

+ ((DN (Nn+1
h )−DN (Nn+1))∇γn+1

h ,∇θn+1
N )

+ (F (Bn+1, Nn+1)− F (Bn+1, Nn+1
h ), θn+1

B )

+ (F (Bn+1, Nn+1
h )− F (Bn+1

h , Nn+1
h ), θn+1

B )

+ (G(Bn+1, Nn+1)−G(Bn+1, Nn+1
h ), θn+1

N )

+ (G(Bn+1, Nn+1
h )−G(Bn+1

h , Nn+1
h ), θn+1

N ).

Now note that for any ψ ∈ L2(Ω), we have

1

2
∂‖ψn‖2 =

1

2∆t

[
‖ψn+1‖0 − ‖ψn‖0

]



74

=
1

2∆t

[(
(ψn+1, ψn+1)− (ψn, ψn+1)

)
+
(
(ψn, ψn+1)− (ψn, ψn)

)]
=

1

2

[
(∂ψn, ψn+1) + (∂ψn, ψn)

]
=

1

2

[(
(∂ψn, ψn+1) + (∂ψn, ψn+1)

)
+
(
(∂ψn, ψn)− (∂ψn, ψn+1)

)]
= (∂ψn, ψn+1)− 1

2∆t
‖ψn+1 − ψn‖20

≤ (∂ψn, ψn+1). (4.16)

By (4.16), Assumption 4.1.1, and Cauchy-Schwarz inequality give

1

2
∂‖θnB‖20 + µ1‖∇θn+1

B ‖20 +
1

2
∂‖θnN‖20 + ν1‖∇θn+1

B ‖20

≤ C
[(
‖∂ρnB‖0 + ‖∂Bn −Bn+1

t ‖0 + ‖Bn+1
h −Bn+1‖0 + ‖Nn+1

h −Nn+1‖0
)
‖θn+1
B ‖0

+
(
‖∂ρnN‖0 + ‖∂Nn −Nn+1

t ‖0 + ‖Bn+1
h −Bn+1‖0 + ‖Nn+1

h −Nn+1‖0
)
‖θn+1
N ‖0

+ ‖∇wn+1
h ‖∞‖Bn+1

h −Bn+1‖0‖∇θn+1
B ‖0 + ‖∇γn+1

h ‖∞‖Nn+1
h −Nn+1‖0‖∇θn+1

N ‖0
]
.

Multiplying by 2∆t and using the inequality (2.1) and Lemma 4.1.2, we have

‖θn+1
B ‖20 + µ1‖∇θn+1

B ‖20∆t+ ‖θn+1
N ‖20 + ν1‖∇θn+1

B ‖20∆t

≤ ‖θnB‖20 + ‖θnN‖20 + C∆t‖θn+1
B ‖20 + C∆t‖θn+1

N ‖20

+C∆t
(
‖∂ρnB‖20 + ‖∂ρnN‖20 + ‖∂Bn −Bn+1

t ‖20 + ‖∂Nn −Nn+1
t ‖20 + ‖ρn+1

B ‖20 + ‖ρn+1
N ‖20

)
.

That is,

(1− C∆t)‖θn+1
B ‖20 + (1− C∆t)‖θn+1

N ‖20 + µ1‖∇θn+1
B ‖20∆t+ ν1‖∇θn+1

B ‖20∆t

≤ ‖θnB‖20 + ‖θnN‖20 + C∆tRn+1,

where

Rn+1 = ‖∂ρnB‖20 + ‖∂ρnN‖20 + ‖∂Bn −Bn+1
t ‖20 + ‖∂Nn −Nn+1

t ‖20 + ‖ρn+1
B ‖20 + ‖ρn+1

N ‖20.

(4.17)

Thus,

(1− C∆t)‖θn+1
B ‖20 + (1− C∆t)‖θn+1

N ‖20 ≤ ‖θnB‖20 + ‖θnN‖20 + C∆tRn+1.
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For sufficiently small ∆t, we have

‖θn+1
B ‖20 + ‖θn+1

N ‖20 ≤
1

1− C∆t

(
‖θnB‖20 + ‖θnN‖20

)
+

C∆t

1− C∆t
Rn+1. (4.18)

By repeated application, we obtain

‖θn+1
B ‖20 + ‖θn+1

N ‖20 ≤
1

(1− C∆t)n+1

(
‖θ0
B‖20 + ‖θ0

N‖20
)

+ C∆t
n+1∑
j=1

1

(1− C∆t)n−j+2
Rj

(4.19)

By (2.6), we have for n = 0, . . . , NT − 1,

1

(1− C∆t)n+1
≤ (1 +

C

2
∆t)n+1 ≤ eC∆t(n+1) ≤ eCT .

Similarly, for j = 1, . . . , n+ 1, and n = 0, . . . , NT − 1,

1

(1− C∆t)n−j+2
≤ (1 +

C

2
∆t)n−j+2 ≤ eC∆t(n−j+2) ≤ eCT .

Thus,

‖θn+1
B ‖20 + ‖θn+1

N ‖20 ≤ eCT
(
‖θ0
B‖20 + ‖θ0

N‖20
)

+ CeCT∆t
n+1∑
j=1

Rj . (4.20)

Now, we shall bound Rj ’s. By Cauchy-Schwarz inequality and Lemma 4.1.1, we have

for j = 1, . . . , n+ 1,

‖∂ρjB‖
2
0 =

∫
Ω
|∂ρjB|

2 dx

=
1

∆t2

∫
Ω
|ρj+1
B − ρjB|

2 dx

=
1

∆t2

∫
Ω

∣∣∣∣∣
∫ tj+1

tj

ρB,t(s) ds

∣∣∣∣∣
2

dx

≤ 1

∆t2

∫
Ω

[∫ tj+1

tj

|ρB,t(s)| ds

]2

dx

≤ 1

∆t

∫
Ω

∫ tj+1

tj

|ρB,t(s)|2 ds dx

=
1

∆t

∫ tj+1

tj

‖ρB,t(s)‖20 ds
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≤ 1

∆t

∫ tj+1

tj

‖ρB,t‖2L∞(J ;L2(Ω)) ds

= ‖ρB,t‖2L∞(J ;L2(Ω)) ds

≤ Ch4. (4.21)

Similarly,

‖∂ρjN‖
2
0 ≤ ‖ρN,t‖2L∞(J ;L2(Ω)) ≤ Ch

4. (4.22)

Again by Cauchy-Schwarz inequality, we have for j = 1, . . . , n+ 1,

‖∂Bj −Bj+1
t ‖20 =

∫
Ω
|∂Bj −Bj+1

t |2 dx

=
1

∆t2

∫
Ω
|Bj+1 −Bj −∆tBt(tj+1)|2 dx

=
1

∆t2

∫
Ω

[∫ tj+1

tj

Bt(s)−Bt(tj+1) ds

]2

dx

≤ 1

∆t

∫
Ω

∫ tj+1

tj

(Bt(s)−Bt(tj+1))2 ds dx

=
1

∆t

∫
Ω

∫ tj+1

tj

(∫ tj+1

s
Btt(t) dt

)2

ds dx

≤
∫

Ω

∫ tj+1

tj

∫ tj+1

s
(Btt(t))

2 dt ds dx

=

∫ tj+1

tj

∫ tj+1

s

∫
Ω

(Btt(t))
2 dx dt ds

= ∆t‖Btt‖2L2(Jj ;L2(Ω)). (4.23)

Similarly,

‖∂N j −N j+1
t ‖20 ≤ ∆t‖Ntt‖2L∞(Jj ;L2(Ω)). (4.24)

Thus, by Lemma 4.1.1, and (4.21)–(4.24), we have for all j = 1, . . . , n+ 1,

∆t

n+1∑
j=1

Rj ≤
n+1∑
j=1

Ch4∆t+

n+1∑
j=1

∆t2
(
‖Btt‖2L2(Jj ;L2(Ω)) + ‖Ntt‖2L∞(Jj ;L2(Ω))

)
≤ C(h2 + ∆t)2. (4.25)

Hence,

‖θn+1
B ‖20 + ‖θn+1

N ‖20 ≤ eCT
(
‖θ0
B‖20 + ‖θ0

N‖20
)

+ C(h2 + ∆t)2. (4.26)
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Therefore,

‖Bn −Bn
h‖20 + ‖N2 −Nn

h ‖20 ≤ 2
(
‖ρnB‖20 + ‖ρnN‖20 + ‖θnB‖20 + ‖θnN‖20

)
≤ C(h2 + ∆t)2.

4.1.2 Numerical experiments

Example 4.1.1 (1D Simulation). Let Ω = (0, 1), and let the diffusion coefficients

be constant DB=0.5, DN=0.1. We set the initial biofilm Binit(x) = 0.01|sin(πx)|,

the initial nutrient Ninit(x) = 0.02χ(0.25,0.75). F (B,N) = 2500N
N+0.7B, and G(B,N) =

− 100N
N+0.7B. Figure 4.1 shows the growth of biofilm and the decay of nutrient over time

with h = 0.02. As one can see, biofilm keeps growing in time as long as nutrient

available without any restriction.

We test the convergence in two norms ERR1 = maxn∈{1,...,NT }(‖e
n
B‖0 +‖enN‖0),

which is the one predicted by Theorem 4.1.2, and ERR2 =
√∑NT

n=1(‖enB‖21 + ‖enN‖21)∆t,

which is not covered by the theory. In the absence of the analytical solution, we use

a fine grid solution with h = 0.001 and ∆t = 0.0001. We set up a sequence of ex-

periments varying h and ∆t with ∆t = O(h2). Since it is difficult to compute the

errors at each time step, especially when ∆t is very small, we report the errors with

Υ = {0.05, 0.1}. Table 4.1 shows ERR1Υ = maxn∈{N0.05,N0.1}(‖enB‖0 + ‖enN‖0) and

ERR2Υ =
√∑

n∈{N0.05,N0.1}(‖e
n
B‖21 + ‖enN‖21)∆t.

Our results show second order of convergence in ERR1, which validates the

theoretical analysis. We also obtained the same order of convergence in ERR2. See

the rate of convergence in Figure 4.2 as well.

4.2 Constrained Coupled System for Biofilm Growth

This section is devoted to the analysis and approximation of the biofilm/nu-

trined model in porous media [29].
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FIGURE 4.1: Evolution of solution of Example 4.1.1
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h ∆t ERR1 ERR2 ERR1 order ERR2 order

1/30= 0.033333 0.015 0.12876 0.086178

1/60= 0.016667 0.00375 0.018741 0.0057574 2.7804 3.9038

1/120= 0.0083333 0.0009375 0.0053214 0.0012441 1.8164 2.2103

TABLE 4.1: Rate or convergence of Example 4.1.1

FIGURE 4.2: Rate or convergence of Example 4.1.1
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Recall the model (4.1). In an isolated system, for example, under Neumann

boundary conditions instead of Dirichlet conditions, if the supply of N is unlimited,

and the region is large enough, then the growth of biomass density B is, in principle,

unlimited, and the biomass grows at approximately exponential rate. Such a model

works well at large spatial scales, e.g., in laboratory containers and in subsurface

reservoirs (cm or m or km scale).

However, the model (4.1) is not adequate to describe the biofilm growth consid-

ered at the microscopic scale of µm, where the cell have finite size. At that scale there

is a constraint on the density of biofilm; biofilm keeps growing in its domain with the

availability of nutrient until it reaches that maximum density, which is denoted by

B∗.

Thus, the first PDE (4.1a) is rewritten as

∂B

∂t
−∇ · (DB ∇B) + ∂I(−∞,B∗](B) 3 F (B,N), x ∈ Ω, t > 0,

where the term ∂I(−∞,B∗](B) enforces the constraint B(x, t) ≤ B∗. We recall that

I(−∞,B∗](B) is the indicator function on (−∞, B∗], (see Definition 3.1.11.) This means

that at every (x, t) the value of B(x, t) must be in the domain of ∂I(−∞,B∗](B), in

other words, it must satisfy the constraint B(x, t) ≤ B∗.

We analyzed approximation of such a system in Section 3.2.2. Now we couple

this model with the nutrient equation.

Remark 4.2.1. As before, let Ω be an open bounded subset in Rd, with sufficiently

smooth boundary ∂Ω. In theoretical analysis we consider the case when d = 2 only

since we apply a result from [22] where d = 2, see Definition 3.2.1 below. Numerically,

however, we consider the cases where d = 1, 2, 3. We show convergence when d = 1, 2.

Furthermore, we have a simulation when d = 3, that shows the qualitative behavior of

our model.

Consider the constrained parabolic coupled system

∂B

∂t
−∇ · (DB ∇B) + ∂I(−∞,B∗](B) 3 F (B,N) + f(x, t), a.e. in Ω, t > 0, (4.27a)
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∂N

∂t
−∇ · (DN ∇N) = G(B,N) + g(x, t), a.e. in Ω, t > 0, (4.27b)

B(x, 0) = Binit(x) x ∈ Ω, (4.27c)

N(x, 0) = Ninit(x) x ∈ Ω, (4.27d)

B(s, t) = 0, s ∈ ∂Ω, t > 0, (4.27e)

N(s, t) = 0, s ∈ ∂Ω, t > 0. (4.27f)

We allow additionally some ad-hoc source and sink terms f and g.

Assumption 4.2.1. We assume the following conditions:

(a) DB and DN are Lipschitz continuous with a Lipschitz constant R, and 0 <

µ1 ≤ DB(x) ≤ µ2, 0 < ν1 ≤ DN (x) ≤ ν2 for x ∈ Ω and for some constants

µ2 ≥ µ1 > 0 and ν2 ≥ ν1 > 0.

(b) F (B,N) and G(B,N) are smooth functions, Lipschitz with respect to B and to

N with a Lipschitz constant M . Further assume F and G are uniformly bounded

on R+ × R,

F (B, 0) = 0 = F (0, N), G(B, 0) = 0 = G(0, N) ∀B,N ∈ R. (4.28)

In particular, we note that Monod growth functions defined by (4.2) satisfy these

conditions.

(c) f, g ∈ C(L∞), ∂f
∂t ∈ L

2(L∞).

(d) B∗ > 0 is given.

(e) Binit, Ninit ∈W 2,∞, and Binit ≤ B∗.

(f) (B,N) ∈ L∞((W 2,p)2); 1 ≤ p < ∞, and (∂B∂t ,
∂N
∂t ) ∈ L2((H1

0 )2) ∩ L∞(Q)2.

Moreover, we assume that ∂2N
∂t2
∈ L2(Q).

Remark 4.2.2. Note that assumption ∂2N
∂t2
∈ L2(Q) can be dropped in particular if

the second PDE of System (4.27) is constrained too. Assumptions (f) on the exact
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solution B are realistic since in general, second derivative in time of the exact solution

of a PVI is not in L2(H−1). However, Vuik [36] has assumed that ∂2B
∂t2
∈ L2(Q) for

the solution of a Stefan problem.

Let define Ω−(t) = {x ∈ Ω; B(x, t) < B∗}, Ω∗(t) = {x ∈ Ω; B(x, t) = B∗}. For

all t ≥ 0, we have by (e.g. ([5], page 218) and ([22], page 600)) ∂B
∂t −∇ · (DB(x) ∇B) = F (B,N) + f(x, t) a.e. on Ω−(t),

∂B
∂t = min(F + f, 0) a.e. on Ω∗(t).

(4.29)

Define the convex set K := {B ∈ H1
0 (Ω); B ≤ B∗ on Ω}. With this, the

model (4.27) is characterized by by

(
∂B

∂t
, ψ −B) + (DB(x)∇B,∇(ψ −B)) ≥(F (B,N) + f(x, t), ψ −B) ∀ψ ∈ K,

(4.30a)

(
∂N

∂t
, χ) + (DN (x)∇N,∇χ) =(G(B,N) + g(x, t), χ) ∀χ ∈ H1

0 (Ω),

(4.30b)

B(0) =Binit, (4.30c)

N(0) =Ninit. (4.30d)

4.2.1 Fully discrete finite element approximation

We approximate (4.30) by backward Euler scheme in time and piecewise linear

finite element method in space.

Let Th = {Ti}i be a triangulation to Ω as in Section 3.2. Set Ω̄j = ∪iTi, and

assume that Ωh = Ω. Define

Vh = {ψ ∈ C(Ω̄) : ψ is linear on each Ti, ψ = 0 on ∂Ω}, Kh = K ∩ Vh.

Since Ωh = Ω, Vh ⊂ H1
0 (Ω). Let ∆t = T

NT
, where T > 0 is the finial time, and NT is a

positive integer. For each n = 0, . . . , NT , let tn = n∆t. Define Jn = (tn, tn+1], ψn =

ψ(tn), and ∂ψn = ψn+1−ψn

∆t . Set Υ = {t0, . . . , tNT
}. Let H = Vh × Vh be the product
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space associated with the norm ‖(B,N)‖H =
√
‖B‖21 + ‖N‖21. We approximate (4.30)

as follows. We seek Bh : Υ→ Kh and Nh : Υ→ Vh which satisfy, for n = 0, . . . , NT−1

(∂Bn
h , ψ −Bn+1

h ) + (DB∇Bn+1
h ,∇ψ −∇Bn+1

h )

≥ (F (Bn+1
h , Nn+1

h ) + fn+1, ψ −Bn+1
h ) ∀ψ ∈ Kh, (4.31a)

(∂Nn
h , χ) + (DN∇Nn+1

h ,∇χ) = (G(Bn+1
h , Nn+1

h ) + gn+1, χ) ∀χ ∈ Vh. (4.31b)

‖B0
h −Binit‖0 ≤ Ch, (4.31c)

B0
h = IhBinit (4.31d)

N0
h = Ninit. (4.31e)

We now prove that the fully discrete problem (4.31) has a unique solution under mild

assumptions on the size of ∆t.

Lemma 4.2.1. For sufficiently small ∆t the problem (4.31) has a unique solution.

Proof. For n = 0, . . . , NT − 1, (4.31) can be written as

a∆t(N
n+1
h ;Bn+1

h , ψ −Bn+1
h ) ≥ (Bn

h + ∆tfn+1, ψ −Bn+1
h ) ∀ψ ∈ Kh

b∆t(B
n+1
h ;Nn+1

h , χ) = (Nn
h + ∆tgn+1, χ) ∀χ ∈ Vh,

where a∆t : Vh × Vh −→ R, b∆t : Vh × Vh −→ R are defined as

a∆t(N ;B,ψ) = (B,ψ)−∆t(F (B,N), ψ) + ∆t(DB∇B,∇ψ), ∀(B,ψ) ∈ Vh × Vh,

b∆t(B;N,χ) = (N,χ)−∆t(G(B,N), χ) + ∆t(DN∇N,∇χ). ∀(N,χ) ∈ Vh × Vh.

Define L : H −→ H′ as

(L(B,N), (ψ, χ)) = a∆t(N ;B,ψ) + b∆t(B;N,ψ) ∀(B,N), (ψ, χ) ∈ H.

We will show that L is monotone, continuous, and coercive. From this it follows

that L is demicontinuous, and we can apply Theorem 3.1.1 to prove existence of the
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solution in Kh × Vh. If L is also strictly monotone, then the solution is unique. To

show continuity, we apply Assumption 4.2.1 parts (a) and (b), and Cauchy-Schwarz

inequaliy and get

|(L(B,N), (ψ, χ)| ≤ C‖(B,N)‖H‖(ψ, χ)‖H, for some constant C > 0.

Recall L is strictly monotone if

(L(B1, N1)− L(B2, N2), (B1, N1)− (B2, N2)) > 0 ∀(B1, N1) 6= (B2, N2) in H.

(4.34)

Also, L is coercive if for some (ψ0, χ0) ∈ Kh × Vh

(L(B,N), (B,N)− (ψ0, χ0))

‖(B,N)‖H
−→ +∞ as ‖(B,N)‖H →∞. (4.35)

To show (4.34), we rewrite

(L(B1, N1)− L(B2, N2), (B1, N1)− (B2, N2)) = ‖B1 −B2‖20

+ ∆t (DB∇(B1 −B2),∇(B1 −B2)) + ‖N1 −N2‖20

+ ∆t (DN∇(N1 −N2),∇(N1 −N2))

−∆t (F (B1, N1)− F (B2, N2), B1 −B2)

−∆t (G(B1, N1)−G(B2, N2), N1 −N2) . (4.36)

Using Assumption 4.2.1 part (b), Cauchy-Schwarz inequality and the inequality (2.1),

the fifth term can be bounded as

−∆t(F (B1, N1)−F (B2, N2), B1−B2) ≥ −∆t(|F (B1, N1)−F (B2, N1)|, |B1−B2|)

−∆t(|F (B2, N1)− F (B2, N2)|, |B1 −B2|)

≥ −3∆t

2
M‖B1 −B2‖20 −

∆t

2
M‖N1 −N2‖20. (4.37)

Similarly, the last term is estimated by

−∆t(G(B1, N1)−G(B2, N2), N1−N2) ≥ −∆t(|G(B1, N1)−G(B2, N1)|, |N1−N2|)
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−∆t(|G(B2, N1)−G(B2, N2)|, |N1 −N2|)

≥ −3∆t

2
M‖N1 −N2‖20 −

∆t

2
M‖B1 −B2‖20. (4.38)

Combining (4.36)–(4.38), and using Assumption 4.2.1 part (a) and (2.2), we finally

obtain

(L(B1, N1)− L(B2, N2), (B1 −B2, N1 −N2)) ≥ A
(
‖B1 −B2‖20 + ‖N1 −N2‖20

)
,

(4.39)

with A = (C2
PF − 2∆tMC2

PF + ∆tγ) and γ = min{µ1, ν1}. This estimate implies

(4.34) as long as A > 0. In turn, this is guaranteed if (i) either γ > 2MC2
PF or if (ii)

∆t <
C2

PF

2MC2
PF−γ

. In fact (i) requires that the diffusivities are large enough. If this is

not the case, (ii) holds with a small enough ∆t. To show (4.35), set (ψ0, χ0) = (0, 0),

and apply Assumption 4.2.1 parts (a)–(b), and use inequality (2.2). Then, for all

(B,N) ∈ H, we have

(L(B,N), (B,N)− (ψ0, χ0)) = ‖B‖20 −∆t(F (B,N), B) + ∆t(DB∇B,∇B)

+ ‖N‖20 −∆t(G(B,N), N) + ∆t(DN∇N,∇N)

≥ ‖B‖20 + ‖N‖20 −∆tM(‖B‖20 + ‖N‖20) + ∆tγ(‖B‖21 + ‖N‖21)

= (1−∆tM)(‖B‖20 + ‖N‖20) + ∆tγ(‖B‖21 + ‖N‖21).

If ∆t < 1
M , then we are done. Otherwise, apply (2.2), we have

(L(B,N), (B,N)− (ψ0, χ0)) ≥ (C2
PF +∆t(γ−MC2

PF )‖(B,N)‖2H ≥ A‖(B,N)‖2H,

where A as above. Thus, (4.35) is satisfied if γ > 2MC2
PF , i.e. condition (i) holds or

if ∆t <
C2

PF

2MC2
PF−γ

, which is condition (ii), and the proof is complete.

4.2.1.1 Error Estimate for linear Galerkin FE for the coupled constrained
system

In this section we prove an error estimate for the approximation of solutions to

(4.30). Our proof follows the strategy of Johnson [22] which we adapt for the product
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space Vh × Vh. Our main contribution is that we handle the consistency error arising

due to the nonlinearity of F,N and to the coupled nature of the system.

We first state the main result. Next we state some auxiliary technical results,

and proceed to the proof of the main result.

Throughout this section, C denotes a generic constant not depending on ∆t and

h. Define

Dn = ∪t∈JnΩ−(t) ∪ Ω−(tn+1)\Ω−(t) ∩ Ω−(tn+1), n = 0, . . . , NT − 1. (4.40)

We assume the following condition ([22], condition 2.3, page 601):

NT−1∑
n=0

m(Dn) ≤ δ; δ is a constant, (4.41)

Theorem 4.2.1. If the condition (4.41) holds, then there exists a constant C inde-

pendent of ∆t and h such that

max
n

(‖Bn −Bn
h‖0 + ‖Nn −Nn

h ‖0) ≤ C[(log(∆t)−1)1/4∆t3/4 + h]. (4.42)

In the proof we will use auxiliary technical results following ([22], page 602). In

particular, we use the approximation operator Ih constructed therein which applies

to functions not necessarily defined pointwise. One smooths them out first, then

interpolates. We only need formal properties of the operator Ih, ([22], page 602)

which we restate here.

Definition 4.2.1. ([22], Lemmas 1 and 2, page 602) For each h > 0, let Ih : H1
0 (Ω)→

Vh denote a linear operator with the following properties:

1. ‖ψ − Ihψ‖j ≤ Chk−j‖ψ‖k, j = 0, 1, k = 1, 2,

2. Ihψ ∈ Kh if ψ ∈ K.

Definition 4.2.2. Define enB = Bn − Bn
h , enN = Nn − Nn

h for n = 0, . . . , NT and

η(t) = B(t)− IhB(t), ξ(t) = N(t)− IhN(t) for t ∈ J .
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By the properties in Definition 4.2.1, and since Ih commutes with the time

differentiation, we have the following lemma.

Lemma 4.2.2. ([22], page 603)

(i) maxn ‖ηn‖0 ≤ Ch‖B‖L∞(J ;H1(Ω)). and maxn ‖ξn‖0 ≤ Ch‖N‖L∞(J ;H1(Ω)).

(ii)
∥∥∥∂η∂t ∥∥∥L2(Jn;L2(Ω))

≤ Ch
∥∥∂B
∂t

∥∥
L2(Jn;H1(Ω))

. and
∥∥∥∂ξ∂t∥∥∥L2(Jn;L2(Ω))

≤ Ch
∥∥∂N
∂t

∥∥
L2(Jn;H1(Ω))

.

(iii) ‖∂ηn‖0 ≤ C(∆t)−1/2h
∥∥∂B
∂t

∥∥
L2(Jn;H1(Ω))

. and ‖∂ξn‖0 ≤ C(∆t)−1/2h
∥∥∂N
∂t

∥∥
L2(Jn;H1(Ω))

.

Now we prove Theorem 4.2.1

Proof. Using Definition 4.2.2 and Assumption 4.2.1, we have for n = 0, . . . , NT − 1,

(∂enB, e
n+1
B ) + (∂enN , e

n+1
N ) + µ1(∇en+1

B ,∇en+1
B ) + ν1(∇en+1

N ,∇en+1
N )

≤ (∂enB, e
n+1
B ) + (∂enN , e

n+1
N ) + (DB(x)∇en+1

B ,∇en+1
B ) + (DN (x)∇en+1

N ,∇en+1
N )

= (∂enB, η
n+1) + (∂enN , ξ

n+1) + µ2(∇en+1
B ,∇ηn+1) + ν2(∇en+1

N ,∇ξn+1)

+ (∂Bn, IhB
n+1 −Bn+1

h )− (∂Bn
h , IhB

n+1 −Bn+1
h )

+ (∂Nn, IhN
n+1 −Nn+1

h )− (∂Nn
h , IhN

n+1 −Nn+1
h )

+ (DB(x)∇Bn+1,∇(IhB
n+1 −Bn+1

h ))− (DB(x)∇Bn+1
h ,∇(IhB

n+1 −Bn+1
h ))

+ (DN (x)∇Nn+1,∇(IhN
n+1 −Nn+1

h ))− (DN (x)∇Nn+1
h ,∇(IhN

n+1 −Nn+1
h )).

(4.43)

Taking t = tn+1, ψ = Bn+1
h , χ = Nn+1

h − Nn+1 in (4.30), and ψ = IhB
n+1, χ =

IhN
n+1−Nn+1

h in (4.31), and adding the obtained inequalities (equations) to (4.43),

we have

(∂enB, e
n+1
B ) + (∂enN , e

n+1
N ) + µ1‖en+1

B ‖21 + ν1‖en+1
N ‖21 ≤

10∑
j=1

Pnj , (4.44)

where

Pn1 = (∂enB, η
n+1), (4.45)
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Pn2 = (∂enN , ξ
n+1), (4.46)

Pn3 = µ2(∇en+1
B ,∇ηn+1), (4.47)

Pn4 = ν2(∇en+1
N ,∇ξn+1), (4.48)

Pn5 = −(DB(x)∇Bn+1,∇ηn+1)− (∂Bn, ηn+1) + (fn+1, ηn+1), (4.49)

Pn6 = −(DN (x)∇Nn+1,∇ξn+1)− (∂Nn, ξn+1) + (gn+1, ξn+1), (4.50)

Pn7 = (∂Bn − ∂B

∂t
(tn+1), en+1

B ), (4.51)

Pn8 = (∂Nn − ∂N

∂t
(tn+1), en+1

N ), (4.52)

Pn9 = (F (Bn+1, Nn+1), en+1
B )− (F (Bn+1

h , Nn+1
h ), IhB

n+1 −Bn+1
h ), (4.53)

Pn10 = (G(Bn+1, Nn+1), en+1
N )− (G(Bn+1

h , Nn+1
h ), IhN

n+1 −Nn+1
h ). (4.54)

Multiplying (4.44) by ∆t and summing over n = 0, . . . ,m − 1; m = 1, . . . , NT , we

obtain

m−1∑
n=0

(en+1
B − enB, en+1

B ) +

m−1∑
n=0

(en+1
N − enN , en+1

N )

+ µ1

m−1∑
n=0

‖en+1
B ‖21∆t+ ν1

m−1∑
n=0

‖en+1
N ‖21∆t

≤
10∑
j=1

Sj ; (4.55)

Sj =
∑m−1

n=0 |Pnj |∆t, for j = 1, . . . , 10. We have

2

m−1∑
n=0

(en+1
B − enB, en+1

B ) =
m−1∑
n=0

‖en+1
B − enB‖20 + ‖emB‖20 − ‖e0

B‖20, (4.56)

and

2
m−1∑
n=0

(en+1
N − enN , en+1

N ) =

m−1∑
n=0

‖en+1
N − enN‖20 + ‖emN‖20. (4.57)

Multiplying (4.55) by 2 and using (4.56)–(4.57) gives

m−1∑
n=0

‖en+1
B − enB‖20 + ‖emB‖20 +

m−1∑
n=0

‖en+1
N − enN‖20 + ‖emN‖20
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+2µ1

m−1∑
n=0

‖en+1
B ‖21∆t+ 2ν1

m−1∑
n=0

‖en+1
N ‖21∆t ≤ ‖e0

B‖20 + 2

10∑
j=1

Sj . (4.58)

We shall estimate each one of Sj ’s. Many of these estimates are direct analogues of

the estimates in [22]. Other estimates handle the consistency and coupling terms.

Estimation of S1, and S2, analogously as in [22]. Applying summation by parts,

Lemma 4.2.2, and the inequalities (2.2), (2.1), we obtain

S1 ≤
m−1∑
n=0

‖enB‖0‖∂ηn‖0∆t+ ‖emB‖0‖ηm‖0 + ‖e0
B‖0‖η0‖0

≤ ε

2

m−1∑
n=0

‖enB‖20∆t+
1

2ε

m−1∑
n=0

‖∂ηn‖20∆t+
ε

2
‖emB‖20 +

1

2ε
‖ηm‖20 +

ε

2
‖e0
B‖20 +

1

2ε
‖η0‖20

≤ ε

2

m−1∑
n=0

‖en+1
B ‖20∆t+

1

2ε

m−1∑
n=0

‖∂ηn‖20∆t+
ε

2
‖emB‖20 +

1

2ε
‖ηm‖20 + ε‖e0

B‖20 +
1

2ε
‖η0‖20

≤
εC2

PF

2

m−1∑
n=0

‖en+1
B ‖21∆t+ Ch2

∥∥∥∥∂B∂t
∥∥∥∥2

L2(H1)

+
ε

2
‖emB‖20 + ε‖e0

B‖20 + Ch2‖B‖2L∞(H1).

By appropriate choosing of ε, we have

S1 ≤
µ1

14

m−1∑
n=0

‖en+1
B ‖21∆t+

1

8
‖emB‖20 + ‖e0

B‖20 + Ch2. (4.59)

Similarly,

S2 ≤
εC2

PF

2

m−1∑
n=0

‖en+1
N ‖21∆t+ Ch2

∥∥∥∥∂N∂t
∥∥∥∥2

L2(H1)

+
ε

2
‖emN‖20 + Ch2‖N‖2L∞(H1).

Hence,

S2 ≤
ν1

10

m−1∑
n=0

‖en+1
N ‖21∆t+

1

4
‖emN‖20 + Ch2. (4.60)

Estimation of S3, and S4, analogously as in [22].

S3 = µ2

m−1∑
n=0

(∇en+1
B ,∇ηn+1)∆t

≤ µ2

m−1∑
n=0

‖∇en+1
B ‖0‖∇ηn+1‖0∆t
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≤ µ2ε

2

m−1∑
n=0

‖en+1
B ‖21∆t+

µ2

2ε

NT−1∑
n=0

‖ηn+1‖21∆t.

Using Lemma 4.2.2, and the fact that
∑NT−1

n=0 ∆t = NT∆t = T , we have

NT−1∑
n=0

‖ηn+1‖21∆t ≤ Ch2‖B‖2L∞(H2).

Thus,

S3 ≤
µ2ε

2

m−1∑
n=0

‖en+1
B ‖21∆t+ Ch2‖B‖2L∞(H2),

where we use Lemma 4.2.2. In particular, we have

S3 ≤
µ1

14

m−1∑
n=0

‖en+1
B ‖21∆t+ Ch2. (4.61)

Similarly,

S4 ≤
ν2ε

2

m−1∑
n=0

‖en+1
N ‖21∆t+ Ch2‖N‖2L∞(H2).

Hence,

S4 ≤
ν1

10

m−1∑
n=0

‖en+1
N ‖21∆t+ Ch2. (4.62)

Estimation of S5 and S6. These estimations are slightly different than those in [22], in

a sense that the diffusivities DB and DN are not constants. We use Green’s theorem to

rewrite the first terms of Pn5 and Pn6 as (∇DB(x)·∇Bn+1, ηn+1)+(DB(x)∆Bn+1, ηn+1)

and (∇DN (x) · ∇Nn+1, ξn+1) + (DN (x)∆Nn+1, ξn+1) respectively. Then we apply

Assumption 4.2.1 parts (a) and (c), and we use Lemma 4.2.2 to obtain

S5 ≤
m−1∑
n=0

|(∇DB(x) · ∇Bn+1, ηn+1)|∆t+

m−1∑
n=0

|(DB(x)∆Bn+1, ηn+1)|∆t

+

m−1∑
n=0

|(∂Bn, ηn+1)|∆t+

m−1∑
n=0

|(fn+1, ηn+1)|∆t

≤ 2R

m−1∑
n=0

‖Bn+1‖1‖ηn+1‖0∆t+ µ2

m−1∑
n=0

‖Bn+1‖2‖ηn+1‖0∆t
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+

m−1∑
n=0

‖∂Bn‖0‖ηn+1‖0∆t+ +

m−1∑
n=0

‖fn+1‖0‖ηn+1‖0∆t

≤ Ch2
m−1∑
n=0

(
‖Bn+1‖1 + ‖Bn+1‖2 + ‖∂Bn‖0 + ‖fn+1‖0

)
‖Bn+1‖2∆t.

Thus,

S5 ≤ Ch2. (4.63)

Similarly,

S6 ≤ 2R
m−1∑
n=0

‖Nn+1‖1‖ξn+1‖0∆t+ ν2

m−1∑
n=0

‖Nn+1‖2‖ξn+1‖0∆t

+

m−1∑
n=0

‖∂Nn‖0‖ξn+1‖0∆t+
m−1∑
n=0

‖gn+1‖0‖ξn+1‖0∆t,

≤
m−1∑
n=0

(
‖Nn+1‖1 + ‖Nn+1‖2 + ‖∂Nn‖0 + ‖gn+1‖0

)
‖ξn+1‖0∆t.

Thus,

S6 ≤ Ch2. (4.64)

Estimation of S7. In estimating S7, we follow Johnson’s technique [22]. However, we

need to deal with coupling term.

At each time t ∈ Jn, the PVI (4.27a) can be characterized by (4.29) depending

on whether the solution B(t) reaches the constraint B∗ or not at that time. So Pn7

can be written as

Pn7 = (∂Bn − ∂B

∂t
(tn+1), en+1

B )

=
1

∆t

∫
Ω

(Bn+1 −Bn −∆t
∂B

∂t
(tn+1))en+1

B dx

=
1

∆t

∫
Ω

(∫ tn+1

tn

(
∂B

∂t
(s)− ∂B

∂t
(tn+1)

)
ds

)
en+1
B dx

=
1

∆t

∫ tn+1

tn

(∫
Ω−

(∇ · (DB∇B(s))−∇ · (DB∇B(tn+1))) en+1
B dx

)
ds

+
1

∆t

∫ tn+1

tn

(∫
Ω

(
F̃ (B(s), N(s))− F̃ (Bn+1, Nn+1)

)
en+1
B dx

)
ds
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= q1
n + q2

n,

where

F̃ (B,N) =

 F (B,N) + f(x, t) if x ∈ Ω−(t),

min(F (B,N) + f(x, t), 0) if x ∈ Ω∗(t),

with obvious notation for q1
n and q2

n. Since ∇ · (DB∇B) = 0 a.e on Ω∗, and using

Green’s theorem, we have

q1
n =

1

∆t

∫ tn+1

tn

(∫
Ω
∇ · (DB∇ (B(s)−B(tn+1)) en+1

B dx

)
ds

= − 1

∆t

∫ tn+1

tn

(∫
Ω
∇ ·
(
DB∇

(∫ tn+1

s

∂B

∂t
(t) dt

))
en+1
B dx

)
ds

=
1

∆t

∫ tn+1

tn

(∫
Ω
DB∇

(∫ tn+1

s

∂B

∂t
(t) dt

)
· ∇en+1

B dx

)
ds

=
1

∆t

∫ tn+1

tn

∫ tn+1

s

(∫
Ω
DB∇

∂B

∂t
(t) · ∇en+1

B dx

)
dt ds.

Using Cauchy-Schwarz inequality, we have

|q1
n| ≤

µ2

∆t

∫ tn+1

tn

∫ tn+1

s
‖∂B
∂t

(t)‖1‖en+1
B ‖1 dt ds

≤ µ2

∆t
‖en+1
B ‖1

∫ tn+1

tn

∫ tn+1

s
‖∂B
∂t

(t)‖1 dt ds

≤ µ2

(∆t)1/2
‖en+1
B ‖1

∫ tn+1

tn

‖∂B
∂t
‖L2(Jn;H1(Ω)) ds

≤ µ2(∆t)1/2‖en+1
B ‖1‖

∂B

∂t
‖L2(Jn;H1(Ω))

≤ ε

2
‖en+1
B ‖21 + ∆t

µ2
2

2ε
‖∂B
∂t
‖2L2(Jn;H1(Ω)).

Thus,
m−1∑
n=0

|q1
n|∆t ≤

ε

2

m−1∑
n=0

‖en+1
B ‖21∆t+ C(∆t)2‖∂B

∂t
‖2L2(H1).

In particular,
m−1∑
n=0

|q1
n|∆t ≤

µ1

14

m−1∑
n=0

‖en+1
B ‖21∆t+ C(∆t)2. (4.65)

Now to estimate q2
n, we first notice that if x ∈ Ω\Dn, then either x ∈ Ω−(t)∩Ω−(tn+1)

or x ∈ Ω∗(t) ∩ Ω∗(tn+1) for all t ∈ Jn, so we have
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|F̃ (B(t), N(t))− F̃ (Bn+1, Nn+1)| ≤ |F (B(t), N(t))− F (Bn+1, Nn+1)|

+ |f(x, t)− f(x, tn+1)| for all x ∈ Ω\Dn.

Thus,

|q2
n| ≤

1

∆t

∫ tn+1

tn

∫
Ω\Dn

|F (B(s), N(s))− F (Bn+1, Nn+1)||en+1
B | dx ds

+
1

∆t

∫ tn+1

tn

∫
Ω\Dn

|f(x, s)− f(x, s)||en+1
B | dx ds

+
1

∆t

∫ tn+1

tn

∫
Dn

(‖F‖L∞(R2) + ‖f‖L∞(Jn;L∞(Dn)))|en+1
B | dx ds = k1

n + k2
n + k3

n,

Next we estimate the terms k1
n + k2

n + k3
n separately.

The first term k1
n contains the coupling and nonlinearity in F which are not

present in [22], To handle that, we use Assumption 4.2.1 part (b), we have

k1
n =

1

∆t

∫ tn+1

tn

∫
Ω\Dn

|F (B(s), N(s))− F (Bn+1, Nn+1)||en+1
B | dx ds

≤ 1

∆t

∫ tn+1

tn

∫
Ω\Dn

|F (B(s), N(s))− F (Bn+1, N(s))||en+1
B | dx ds

+
1

∆t

∫ tn+1

tn

∫
Ω\Dn

|F (Bn+1, N(s))− F (Bn+1, Nn+1)||en+1
B | dx ds

≤ M
1

∆t

∫ tn+1

tn

∫
Ω\Dn

|B(s)−B(tn+1)||en+1
B | dx ds

+ M
1

∆t

∫ tn+1

tn

∫
Ω\Dn

|N(s)−N(tn+1)||en+1
B | dx ds

= M
1

∆t

∫ tn+1

tn

∫
Ω\Dn

∣∣∣∣∫ tn+1

s

∂B

∂t
(t) dt

∣∣∣∣ |en+1
B | dx ds

+ M
1

∆t

∫ tn+1

tn

∫
Ω\Dn

∣∣∣∣∫ tn+1

s

∂N

∂t
(t) dt

∣∣∣∣ |en+1
B | dx ds

≤ M
1

∆t

∫ tn+1

tn

∫
Ω\Dn

∫ tn+1

s

∣∣∣∣∂B∂t (t)

∣∣∣∣ |en+1
B | dt dx ds

+ M
1

∆t

∫ tn+1

tn

∫
Ω\Dn

∫ tn+1

s

∣∣∣∣∂N∂t (t)

∣∣∣∣ |en+1
B | dt dx ds

≤ M
1

∆t

∫ tn+1

tn

∫ tn+1

s

∫
Ω
|∂B
∂t

(t)||en+1
B | dx dt ds
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+ M
1

∆t

∫ tn+1

tn

∫ tn+1

s

∫
Ω
|∂N
∂t

(t)||en+1
B | dx dt ds

≤ M
1

∆t

∫ tn+1

tn

∫ tn+1

s
‖∂B
∂t

(t)‖0‖en+1
B ‖0 dt ds

+ M
1

∆t

∫ tn+1

tn

∫ tn+1

s
‖∂N
∂t

(t)‖0‖en+1
B ‖0 dt ds

≤ M(∆t)1/2‖en+1
B ‖0

(
‖∂B
∂t
‖L2(Jn;L2(Ω)) + ‖∂N

∂t
‖L2(Jn;L2(Ω))

)
≤ ε

2
C2
PF ‖en+1

B ‖21 +
M2

ε
∆t

(
‖∂B
∂t
‖2L2(Jn;L2(Ω)) + ‖∂N

∂t
‖2L2(Jn;L2(Ω))

)
.(4.66)

Now

k2
n =

1

∆t

∫ tn+1

tn

∫
Ω\Dn

|f(x, s)− f(x, s)||en+1
B | dx ds

≤ 1

∆t

∫ tn+1

tn

∫
Ω\Dn

∫ tn+1

s

∣∣∣∣∂f∂t (x, t)

∣∣∣∣ |en+1
B | dt dx ds

≤ 1

∆t
‖en+1
B ‖0

∫ tn+1

tn

∫ tn+1

s

∥∥∥∥∂f∂t (x, t)

∥∥∥∥
0

dt ds

≤ (∆t)1/2‖en+1
B ‖0

∥∥∥∥∂f∂t
∥∥∥∥
L2(Jn;L2(Ω)

≤ ε

2
C2
PF ‖en+1

B ‖21 +
1

2ε
∆t

∥∥∥∥∂f∂t
∥∥∥∥2

L2(Jn;L2(Ω)

. (4.67)

By (4.66) and (4.67), we have

m−1∑
n=0

|k1
n|∆t+

m−1∑
n=0

|k2
n|∆t ≤

µ1

14

m−1∑
n=0

‖en+1
B ‖21∆t+ C(∆t)2. (4.68)

Now

k3
n = (‖F‖L∞(R+×R) + ‖f‖L∞(Jn;L∞(Dn)))

∫
Dn

|en+1
B | dx = (‖F‖L∞(R+×R) + ‖f‖L∞(Jn;L∞(Dn)))rn,

Estimating of rn:(following Johnson’s technique [22])

We have by Cauchy’s inequality,

rn :=

∫
Dn

|en+1
B | dx ≤ m(Dn)1/2‖en+1‖0. (4.69)
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We have also for (1/p) + (1/q) = 1, p ≥ 1,

sup
p≥1

p−1/2‖ψ‖Lp(Ω) ≤ C‖ψ‖1, ψ ∈ H1(Ω),

Thus, by Holder inequality

rn ≤ (m(Dn))1/q‖en+1
B ‖Lp(Ω) ≤ C(m(Dn))1/qp1/2‖en+1

B ‖1. (4.70)

Let {N1, N2} be a partition of {0, . . . ,m − 1} into two disjoint subsets. We have by

(4.69) and (4.70)

m−1∑
n=0

rn∆t ≤
∑
n∈N1

m(Dn)1/2 max
n
‖en+1
B ‖0∆t+ C

∑
n∈N2

(m(Dn))1/qp1/2‖en+1
B ‖1∆t

≤ ε

2
‖en+1
B ‖20 +

ε

2

m−1∑
n=0

‖en+1
B ‖21∆t+ E, (4.71)

where

E = C∆t2

∑
n∈N1

m(Dn)1/2

2

+ ∆t−1p
∑
n∈N2

m(Dn)2/q

 .
We also have by Lemma 3.2.4

E ≤ C(log ∆t−1)1/2∆t3/2. (4.72)

Since at the end we want to kick the term maxn ‖en+1
B ‖20 in (4.71) to the left hand

side of the inequality (4.58), we estimate as follows. Let ‖el+1
B ‖0 = maxn ‖en+1

B ‖0 for

n, l ∈ {0, . . . ,m− 1}. Then

‖el+1
B ‖

2
0 = ‖ − el+1

B ‖
2
0 ≤ ‖emB − em−1

B ‖20 + ‖em−1
B − em−2

B ‖20 + . . .+ ‖el+2
B − el+1

B ‖
2
0 + ‖emB‖20.

=
m−1∑
j=l+1

‖ej+1
B − ejB‖

2
0 + ‖emB‖20

≤
m−1∑
j=0

‖ej+1
B − ejB‖

2
0 + ‖emB‖20

=
m−1∑
n=0

‖en+1
B − enB‖20 + ‖emB‖20,
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m−1∑
n=0

rn∆t ≤ ε

2

(
m−1∑
n=0

‖en+1
B − enB‖20 + ‖emB‖20

)
+
ε

2

m−1∑
n=0

‖en+1
B ‖21∆t+ C(log ∆t−1)1/2∆t3/2.

which yields to

m−1∑
n=0

k3
n∆t ≤ 1

4

m−1∑
n=0

‖en+1
B − enB‖20 +

1

8
‖emB‖20

+
µ1

14

m−1∑
n=0

‖en+1
B ‖21∆t+ C(log ∆t−1)1/2∆t3/2. (4.73)

Estimation of S8. Using Cauchy-Schwarz inequality, we have

S8 ≤
ε

2

m−1∑
n=0

‖en+1
N ‖21∆t+

1

2ε

m−1∑
n=0

‖∂Nn − ∂N

∂t
(tn+1)‖20∆t.

Now by Assumption 4.2.1 part (f) on N , we have ∂2N
∂t2
∈ L2(Q), thus the second term

of the above inequality can be estimated as

‖∂Nn − ∂N

∂t
(tn+1)‖20∆t =

1

∆t

∫
Ω

[∫ tn+1

tn

∂N

∂t
(s)− ∂N

∂t
(tn+1)ds

]2

dx

≤
∫

Ω

∫ tn+1

tn

(
∂N

∂t
(s)− ∂N

∂t
(tn+1)

)2

ds dx

=

∫
Ω

∫ tn+1

tn

(∫ tn+1

s

∂2N

∂t2
(t) dt

)2

ds dx

≤ ∆t

∫
Ω

∫ tn+1

tn

∫ tn+1

s

(
∂2N

∂t2
(t)

)2

dt ds dx

= ∆t

∫ tn+1

tn

∫ tn+1

s
‖∂

2N

∂t2
(t)‖20 dt ds

= (∆t)2‖∂
2N

∂t2
‖L2(Jn;L2(Ω)),

which implies

m−1∑
n=0

‖∂Nn − ∂N

∂t
(tn+1)‖20∆t ≤ (∆t)2‖∂

2N

∂t2
‖L2(Q).

Therefore,

S8 ≤
ε

2

m−1∑
n=0

‖en+1
N ‖21∆t+ C(∆t)2.
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In particular,

S8 ≤
ν

10

m−1∑
n=0

‖en+1
N ‖21∆t+ C(∆t)2. (4.74)

Estimation of S9, and S10. These are the consistsnecy terms. By Assumption

4.2.1, part (b), Pn9 can be estimated as

Pn9 = (F (Bn+1, Nn+1)− F (Bn+1, Nn+1
h ), en+1

B ) + (F (Bn+1, Nn+1
h )− F (Bn+1

h , Nn+1
h ), en+1

B )

−(F (Bn+1
h , Nn+1

h ), ηn+1)

≤ M‖en+1
N ‖0‖en+1

B ‖0 +M‖en+1
B ‖20 + ‖F‖L∞(R+×R)‖ηn+1‖0

≤ M2ε

2
‖en+1
N ‖20 +

1

2ε
‖en+1
B ‖20 +M‖en+1

B ‖20 + ‖F‖L∞(R+×R)m(Ω)1/2‖ηn+1‖0.

Thus,

S9 ≤
M2ε

2

m−1∑
n=0

‖en+1
N ‖20∆t+

1

2ε

m−1∑
n=0

‖en+1
B ‖20∆t+M

m−1∑
n=0

‖en+1
B ‖20∆t+ Ch2.

Hence, we obtain

S9 ≤
ν2

10

m−1∑
n=0

‖en+1
N ‖21∆t+

µ1

14

m−1∑
n=0

‖en+1
B ‖21∆t+M

m−1∑
n=0

‖en+1
B ‖20∆t+ Ch2. (4.75)

Estimation of S10. Similarly, by Assumption 4.2.1 part (b) on G, we have Pn10 can be

estimated as

Pn10 = (G(Bn+1, Nn+1)−G(Bn+1, Nn+1
h ), en+1

N ) + (G(Bn+1, Nn+1
h )−G(Bn+1

h , Nn+1
h ), en+1

N )

−(G(Bn+1
h , Nn+1

h ), ξn+1)

≤ M‖en+1
N ‖20 +M‖en+1

N ‖0‖en+1
B ‖0 + ‖G‖L∞(R+×R)m(Ω)1/2‖ξn+1‖0

≤ M2ε

2
‖en+1
N ‖20 +

1

2ε
‖en+1
B ‖20 +M‖en+1

N ‖20 + ‖G‖L∞(R+×R)m(Ω)1/2‖ξn+1‖0.

Thus,

S10 ≤
M2ε

2

m−1∑
n=0

‖en+1
N ‖20∆t+

1

2ε

m−1∑
n=0

‖en+1
B ‖20∆t+M

m−1∑
n=0

‖en+1
N ‖20∆t+ Ch2.
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Hence,

S10 ≤
ν2

10

m−1∑
n=0

‖en+1
N ‖21∆t+

µ1

14

m−1∑
n=0

‖en+1
B ‖21∆t+Mm(Ω)1/2

m−1∑
n=0

‖en+1
N ‖20∆t+ Ch2.

(4.76)

Now we collect all the above estimates from (4.58)–(4.76), we get

m−1∑
n=0

‖en+1
B − enB‖20 +

m−1∑
n=0

‖en+1
N − enN‖20 + ‖emB‖20

+ ‖emN‖20 + µ1

m−1∑
n=0

‖en+1
B ‖21∆t+ ν1

m−1∑
n=0

‖en+1
N ‖21∆t

≤ 2‖e0
B‖20 + C

(
h2 + (log ∆t−1)1/2∆t3/2

)
+

m−1∑
n=0

2M
(
‖en+1
B ‖20 + ‖en+1

N ‖20
)

∆t.

Thus,

‖emB‖20 + ‖emN‖20 ≤ C
(
h2 + (log ∆t−1)1/2∆t3/2

)
+
m−1∑
n=0

4M
(
‖en+1
B ‖20 + ‖en+1

N ‖20
)

∆t.

That yields

(1−4M∆t)
(
‖emB‖20 + ‖emN‖20

)
≤ C

(
h2 + (log ∆t−1)1/2∆t3/2

)
+
m−1∑
n=0

4M
(
‖enB‖20 + ‖enN‖20

)
∆t.

Assume that ∆t is sufficiently small. In particular, if ∆t < 1
8M , we have 1

1−4M∆t < 2,

and hence we have

‖emB‖20 +‖emN‖20 ≤ C
(
h2 + (log ∆t−1)1/2∆t3/2

)
+
m−1∑
n=0

8M
(
‖enB‖20 + ‖enN‖20

)
∆t. (4.77)

Now using Gronwall’s Lemma (2.5), we obtain

‖emB‖20 + ‖emN‖20 ≤ C
(
h2 + (log ∆t−1)1/2∆t3/2

)
exp(

m−1∑
n=0

8M∆t)

≤ C
(
h2 + (log ∆t−1)1/2∆t3/2

)
exp(8MT ).

Therefore, there exists a constant C depending on T such that

max
m

(
‖emB‖20 + ‖emN‖20

)
≤ C

(
h2 + (log ∆t−1)1/2∆t3/2

)
.
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4.2.2 Numerical Experiments for Coupled Constrained System

In this section we present numerical experiments designed to show convergence

at the rates predicted by Theorem 4.2.1. We also show convergence in the cases not

covered by the theory; in particular, we start with d = 1 and end with an example in

d = 3.

In addition, we present simulations of biofilm/nutrient model problems in d =

1, 2, 3 to illustrate the behavior of the biofilm and nutrient over time. The choice

of data for some experiments is motivated by the imaging experiment set-up and

realistic simulations in [29]. In particular, we consider irregular geometries similar

to those encountered at the porescale, nonlinear diffusivities, as well as Neumann

boundary conditions. It turns out that the convergence of our scheme is of similar

order regardless of the type of boundary conditions, even if the theory does not cover

those cases, and even if the character of the evolution is completely different.

We examine the errors in two norms; the first norm is ERR10=maxn(‖enB‖0 +

‖enN‖0), which is the one we prove in Theorem 4.2.1 is close to first order, and the

second error quantity ERR20=
√∑

n

(
‖enB‖21 + ‖enN‖21

)
∆t.

Remark 4.2.3. In practice, we are unable to verify the convergence exactly using

ERR10 and ERR20, because the true solutions B(x, t) and N(x, t) to our coupled sys-

tem are not known. Rather than produce some contrived and physically unrealistic

examples, we choose fine grid solutions Bfine, Nfine as surrogates for B,N for some

hfine significantly smaller than the discretion parameter h considered in the convere-

gence study.

Furthermore, this approach requires also an appropriately small ∆tfine, resulting in a

very large number of time steps.

Unfortunately, our ability to actually check the convergence over all time steps n =

1, 2, . . . as indicated in ERR10 and ERR20 with these large numbers of time steps is

limited. Instead, we limit ourselves to the sampling of the spatial errors in time only

over a selected limited set of a few k time steps Υ = {T1, T2, . . . Tk} which correspond
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to some selected indices {N1, N2, . . . Nk}, different for each ∆t. In what follows we

report

ERR1Υ = max
n∈{N1,N2,...Nk}

(‖enB‖0 + ‖enN‖0),

ERR2Υ =

√ ∑
n∈{N1,N2,...Nk}

(
‖enB‖21 + ‖enN‖21

)
∆t.

and in each instance we indicate which T1, T2, . . . Tk are used in Υ.

Remark 4.2.4. It is well known that using fine grid solution may somewhat over-

predict the convergence rate. In addition, in our examples the sampling of the error

in time is quite sparse, therefore we expect to see convergence rate higher than tht

predicted by the theorem.

In the examples below we use χK to denote the characteristic function of set

K.

4.2.2.1 1D experiments with Dirichlet Boundary Conditions

We start with a simple model problem in 1d with homogeneous Dirichlet bound-

ary conditions. The data in this model problem satisfied exactly the conditions in

Assumption 4.2.1, but the simulation is in d = 1 thus technically not covered by the

theory.

Example 4.2.1 (1D Simulation). Let Ω = (0, 1), and let the diffusion coefficients

be constant DB=0.5, DN=0.1. We set the initial biofilm Binit(x) = 0.01|sin(πx)|,

the initial nutrient Ninit(x) = 0.02χ(0.25,0.75). We select constants in the Monod ex-

pressions as follows F (B,N) = 2500N
N+0.7B, and G(B,N) = − 100N

N+0.7B. We also set

B∗ = 0.02.

For illustration, Figure 4.3 shows the growth of biofilm and the decay of nutrient

over time, with h = 0.01. We see the typical behavior of coupled biofilm and nutrient

dynamics up until about T ≈ 0.02: the biomass grows, and nutrient decays. Since the
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FIGURE 4.3: 1D simulation of biofilm/nutrient model with Dirichlet boundary con-
ditions. Lagrange multiplier λ enforces the constraint B ≤ B∗ and is active (nonzero)
where B = B∗.
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nutrient is initially concentrated in the middle of the domain, the majority of growth

of B and decay of N occurs there. Eventually the nutrient diffusses however, and the

biomass starts also growing elsewhere.

At t = 0.02 the biomass reaches the maximum density B∗, and the biofilm

“phase” forms. The Lagrange multiplier Λ is shown to indicate where it is “needed”

to enforce the constraint. The biofilm starts growing through the interface moving as

a free boundary, which moves to the left on one side of Ω∗ and to the right on the

other side. This shows that (4.41) is likely a reasonable assumption for the evolution

scenario considered in this example.

The nutrient is not consumed in Ω∗, but it slowly diffuses away towards Ω−

where it is consumed by the growing biomass, and towards the external boundaries

at x = 0 and x = 1 through which it escapes.

To test convergence of the numerical model predicted by Theorem 4.2.1, in the

absence of the analytical solution, we use its surrogate, a very fine grid solution with

h = 0.001 and ∆t = 0.0001. Next we set up a sequence of experiments varying h and

∆t. Since it would be difficult to set up ∆t to make the logarithmic terms

[(log(∆t)−1)1/4∆t3/4].

conform to h, we choose ∆t = O(h). We store the solution and present the errors

with Υ = {0.05, 0.1}. Table 4.2 shows ERR1Υ and ERR2Υ.

Our results show essentially first order of convergence in ERR1Υ, which appears

a bit higher than that predicted by the Theorem 4.2.1 for d = 2. This order of con-

vergence is likely thanks to our strategy of error sampling discussed in Remark 4.2.4.

On the other hand, we see that convergence order in ERR2, not covered by the

theory, are about O(h3/2 + ∆t3/2). See the rate of convergence in Figure 4.4 as well.

4.2.2.2 Convergence rate and simulations in d = 2

In this section we confirm the theoretical result on convergence from Theo-

rem 4.2.1. We also show interesting behavior of the coupled biofilm-nutrient dynam-



103

h ∆t ERR1 ERR2 ERR1 order ERR2 order

0.01 0.01 0.00026 0.00028

0.005 0.005 0.00014 0.00010 0.95433 1.4365

0.0025 0.0025 6.6251e-05 3.6292e-05 1.0347 1.4961

TABLE 4.2: Convergence Test for Example 4.2.1 with Dirichlet boundary conditions

FIGURE 4.4: Rate of convergence for Example 4.2.1 with Dirichlet boundary condi-
tions
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ics which depends significantly on the geometry of the domain Ω as well as on the

boundary conditions.

The examples chosen here are designed to show the growth through interface,

starting from an initial biomass concentrated in a disk.

We denote by D(r) a disk centered at the origin with radius r.

The Matlab code used for simulations in d = 2 is a modification of a FE code

for the heat problem in 2D (fem2d heat.m) supplied in [21].

Example 4.2.2 (Simulation in d = 2, with Dirichlet boundary conditions). Consider

the square domain Ω = (−1, 1)2 with DB = 0.01, and DN = 0.5. We set Binit =

0.2χD(0.5) which is close to B∗ = 0.3. We also set Ninit = χD(0.75). The Monod

functions are F = 5N
N+0.7B, G = − 0.5N

N+0.7B.

Figures 4.5 and 4.6 show the evolution of B and N over time; here h = 0.1. We

see the growth of B(x, t) with 0 < t < 0.4 first vigorously and concentrated near its

initial position, and then for 0.4 < t < 1 its spread through the interface. Nutrient is

consumed most substantially where B grows. Around t = 1 both B and N start to

decay, and the evolution is dominated by the “escape” of the two components B and

N through the boundary due to the homogeneous Dirichlet conditions assumed.

Due to the complexity of the problem we do not have an analytical solution

(B,N) available. We compute therefore a fine grid solution (Bfine, Nfine) as a proxy

for (B,N), triangulating the domain with Tfine = 22887 triangles, with 11660 nodes

and 34546 edges, where the maximum length of each side of the triangles is hfine =

0.02. We use ∆tfine = 5× 10−5, and for the purposes of convergence testing we store

the numerical solution (Bfine, Nfine) at Υ = {0.1, 0.2, 0.3}.

Next we compute the solution at coarse grids and compare it to Bfine and Nfine,

calculating the associated values of the approximation error quantities. These errors

are given in the Table 4.3 and Figure 4.7. It seems that ERR1Υ is essentially of the

first order, whereas ERR2Υ is of O(h3/2 +∆t3/2), similarly as in the case of simulation

in d = 1 reported in Section 4.2.2.1. Again we see that behavior of the solution is
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FIGURE 4.5: Growth of Bh in Example 4.2.2 with Dirichlet boundary conditions and
h = 0.1
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FIGURE 4.6: Consumption of Nh in Example 4.2.2 with Dirichlet boundary condi-
tions and h = 0.1
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h ∆t #nodes # elements ERR1 ERR2 ERR1 ord. ERR2 ord.

0.15 0.006 219 378 0.0499347 0.0474

0.1 0.004 494 899 0.0282514 0.0274 1.4047 1.3517

0.05 0.002 1906 3638 0.0113125 0.0087 1.3204 1.6551

TABLE 4.3: Convergence Test for Example 4.2.2 with Dirichlet boundary conditions
and Υ = {0.1, 0.2, 0.3}

FIGURE 4.7: Rate of convergence for Example 4.2.2 with Dirichlet boundary condi-
tions

mild, and the size of
∑

nm(Dn) is only mildly increasing.

4.2.3 Experiments with Neumann boundary conditions

Example 4.2.3 (2D Simulation). In this example, we consider data as in Exam-

ple 4.2.2 except the boundary and initial conditions. We choose homogeneous Neu-

mann conditions to model an isolated system, and an initial condition Binit(x) to

model the growth through interface starting from a biofilm phase present initially in

a rectangular region with a position lacking symmetry, so that the interface cannot

propagate equally in all directions unlike in Example 4.2.2. We choose to provide

abundant nutrient so as to focus the dynamics on the interface propagation. The

initial conditions are Binit = 0.3χ(−0.75,0)×(−0.5,0.5) and Ninit ≡ 1.
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FIGURE 4.8: Growth of B simulated with h = 0.1 in Example 4.2.3 with Neumann
boundary conditions

The simulated evolution of biofilm and nutrient is shown in Figures 4.8, and

4.9, respectively, obtained with h = 0.1 and ∆t = 0.02.

We note that the case of Neumann boundary conditions is not covered by the

theory. However, the errors shown in Table 4.4 and Figure 4.10 demonstrate that the

order of convergence is the same as that we obtained for Dirichlet boundary conditions.

Next, we aim to illustrate the overall dynamics of the growth. Figure 4.11 shows

the total amount of biofilm in time B̄(t) =
∫

ΩB(x, t) dx. We use the log scale to show

that while the initial growth is exponential (i.e., linear on the log scale), it eventually

slows down substantially due to the growth through interface only and to the lack of

symmetry of the domain.

Example 4.2.4 (Simulation in d=2 with Neumann boundary conditions). We con-



109

FIGURE 4.9: Decay of Nh in Example 4.2.3 with Neumann boundary conditions and
h = 0.1

h ∆t #nodes # elements ERR1 ERR2 ERR1 ord. ERR2 ord.

0.15 0.006 219 378 0.0411 0.0550

0.1 0.004 494 899 0.0221 0.0371 1.5302 0.9710

0.05 0.002 1906 3638 0.0108 0.0141 1.0330 1.3957

TABLE 4.4: Convergence test for Example 4.2.3 with Neumann boundary conditions
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FIGURE 4.10: Rate of convergence on Example 4.2.3 with Neumann boundary con-
ditions

FIGURE 4.11: Total B in time on log-scale for Example 4.2.3
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sider the same data in Example 4.2.2 but with homogeneous Neumann conditions and

with an initial nutrient Ninit = 20 on Ω.

The evolution of the biofilm is shown in Figures 4.12 and 4.13. We can see that

the radius of the disk-like biofilm phase keeps growing in time until the biofilm fills

out the domain. To quantify the cumulative effects of the growth, Figure 4.14 shows

the growth of the radius of the disk in time as well as the total amounts of biofilm

and nutrient.

We calculate the radius of Ω∗ is as follows.

Algorithm 4.2.1. At each time step n, we find the radius rn as follows

Step 1 Find the coordinates (x∗, y∗) ∈ Ω such that |B(x∗, y∗, tn) − B∗| ≤ B∗ × 10−5;

tn = n∆t.

Step 2 Let Ur be the vectors of all coordinates (x∗, y∗) found in Step 1.

Step 3 For each coordinate (x∗, y∗) ∈ Ur, compute r∗ =
√
x2
∗ + y2

∗.

Step 4 Let R be the vector of all r∗’s computed in Step 3.

Step 5 Let rn = max(R).

Since the nutrient is abundant, its dynamics is not interesting and we skip the

detailed illustrations. However, we can see its total decay in Figure 4.14.

We note the effect at the beginning of the simulation which appears to show

rn stayes nearly constant between t = 0 and t = 0.2, in spite of might be because of

the coarse discretization of the domain as it can be shown in the upper left figure in

Figure 4.12, or it might be because the biofilm at initial time t = 0 is already at its

maximum density B∗, so when biofilm starts to grow at the very beginning time, it

starts first by spreading through the interface since there is no way to keep growing

within its initial domain. This spreading causes reduction of its concentration at its

boundary creating a halo around the disk as we can see in Figure 4.12, so the radius of

its disk (domain) at the very beginning time either decreases a bit or stays constant.



112

FIGURE 4.12: Growth of B in Example 4.2.4 with Neumann boundary conditions
and h = 0.1
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FIGURE 4.13: Decay of N simulated with h = 0.1 in Example 4.2.4 with Neumann
boundary conditions

FIGURE 4.14: Study of the evolution of cumulative quantities in Example 4.2.4. Left:
the radius of biofilm disk. Total amount of biofilm (middle) in time and of nutrient
(right).
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Maximum density B∗ = 0.12kg/m3

of biomass

Growth constant κB = 1.8/s

Utilization constant κN = 1.8 · 10/s

Monod constant N0 = 0.16kg/m3

Nutrient diffusivity DN (x) = 20m/s

Biomass diffusivity DB(B) = (D∗ −D∗)(B/B∗) +D∗

D∗ = 0.01, D∗ = 10−4D∗

Initial nutrient Ninit(x) = χΩ

Initial biomass Binit(x) = 0.03χΩb

TABLE 4.5: Date used in Examples 4.2.5 and 4.2.6 from [29] scaled by 105

Example 4.2.5 (Simulation in porescale geometry). In this example, we consider a

realistic example with the geometry of the domain and realistic data motivated by [29];

see the data in Table 4.5. We use nonlinear diffusivity DB = DB(B), F (B,N) =

κB
N

N+N0
B, G(B,N) = −κN N

N+N0
B, Ωb is the biofilm domain.

See the evolution of biofilm and nutrient in Figures 4.15 and 4.16 respectively.

See also the total amount of B in time in Figure 4.17.

4.2.3.1 Simulations in d = 3

Example 4.2.6 (3D Simulation). In this example, we consider the geometry

Ω = D(0, 1)\ (D(u1, 0.75) ∪D(u2, 0.75)) ;u1 = (0.5, 0.5, 0.5), u2 = (−0.5,−0.5,−0.5),

where D(u, r) is a ball centered at u with radius r. That is, Ω is a ball with two

big holes. Figure 4.18 shows the triangulation Th of Ω with 1397 tetrahedrons and

maximum size of each side of the tetrahedrons is h = 0.2. We use the data in Table

4.5. The Matlab code used here is a modification of a FE code for Poisson problem in

3D (fem3d.m) supplied in [21].
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FIGURE 4.15: Growth of B simulated with h = 0.1 and Example 4.2.5 with Neumann
boundary conditions
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FIGURE 4.16: Decay ofN simulatated with h = 0.1 and Example 4.2.5 with Neumann
boundary conditions

FIGURE 4.17: Total B in time on log-scale for Example 4.2.5
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FIGURE 4.18: Triangulation of Ω in d = 3

In this example, Ω represents the void space, whereas the two holes in the ball

are assumed to be occupied with some solid surfaces. The initial biofilm is imposed

such that it adheres the solid surfaces occupying the holes as it is shown in Figure 4.19.

As time goes, biofilm keeps growing in its initial domain until T ≈ 1.2 when it reaches

its maximum B∗ = 0.12. After that, biofilm starts spreading through the interface.

The evolution of biofilm and nutrient are illustrated Figure 4.19 and 4.20, respectively.

It is important to notice a different behavior of the total amount of biofilm in

3D case as well as in the porescale geometry example, in contrast to the 2D case with

Neumann conditions when diffusivities are constant, thereby allowing the growth to

continue faster than just through the interface.

In particular, the 3D simulation shows that a plateau of exponential growth

is achieved about the time the growth through interface begins. We do not see it

in Example with Neumman boundary conditions and when constant diffisivities are

used.
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FIGURE 4.19: Growth of B simulated with h = 0.2 and Example 4.2.6 with Neumann
boundary conditions
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FIGURE 4.20: Decay on N simulated with h = 0.2 and Example 4.2.6 with Neumann
boundary conditions
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FIGURE 4.21: Total B in time on log-scale of Example 4.2.6

5 Mixed Finite Element Method for Parabolic Variational
Inequality

Another numerical method we consider to approximate our model [29] is mixed

finite element method (MFEM). A comprehensive survey of this method is given in

[11].

MFEM is commonly used in flow problems with applicaitons to petroleum in-

dustry [2, 37], incompressible viscous flow, and in elasticity problems [8]. MFEM con-

serves the continuity of the gradient of the primary unknown. Furthermore, Neumann

boundary condition are essential in MFEM and natural in Galerkin FEM. Therefore,

it is a promising method to apply on problems where Neumann boundary conditions

imposed.

In this chapter, we apply MFEM to a semi-linear PVI. This is a step toward

implementing it on our coupled model. We first present the mixed formulation of

the PVI in Section 5.1. We then discuss the well-posedness of the mixed problem in

Section 5.2. In Section 5.3 we present an error estimate for MFE approximation of

the PVI. To our knowledge, this is the first result like that in the literature. We shall

use only the lowest order of Raviart-Thomas elements called RT0 on triangles as well
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as RT[0] on rectangles to respect the low regularity of solutions.

In Section 5.3.1 we give some literature review of MFEM. Next we derive the

error for the semi-discrete MFE approximation in Section 5.3.2. In Section 5.3.3 we

present the fully discrete MFE approximation. We end this chapter by presenting two

numerical experiments on mixed finite element approximations of variational inequal-

ities in Section 5.4.

5.1 Mixed Formulation of PVI

Let Ω be an open bounded subset in Rd, d = 1, 2, or 3, with sufficiently smooth

boundary ∂Ω. Consider the constrained semilinear parabolic problem

pt −∇ · (κ(x)∇p) + ∂I(−∞,p∗](p) 3 f(p) in Ω, t > 0, (5.1a)

p(s, t) = g(s, t) on ∂Ω, t > 0 (5.1b)

p(·, 0) = pinit in Ω. (5.1c)

Assumption 5.1.1. Assume the following conditions:

(a) κ is a smooth function such that there are constants ν1 and ν2

0 < ν1 ≤ κ(x) ≤ ν2 for x ∈ Ω. (5.2)

(b) f is a smooth function on R with a global Lipschitz constant R, we also assume

that f is uniformly bounded on R+ = [0,∞).

(c) pinit, g ∈ L2(Ω), and pinit ≤ p∗.

(d) p∗ ∈ R is given.

Introducing a new variable u = −κ(x)∇p, problem (5.1) can be formulated as

κ−1(x)u = −∇p, in Ω, t > 0 (5.3a)

pt +∇ · u + ∂I(−∞,p∗](p) 3 f(p) in Ω, t > 0, (5.3b)
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p(s, t) = g(s, t) on ∂Ω, t > 0 (5.3c)

p(·, 0) = pinit in Ω. (5.3d)

Define V = H(div,Ω) := {v ∈ (L2(Ω))d;∇ · v ∈ L2(Ω)} with the associated scalar

product and norm:

[u,v] = (u,v) + (∇ · u,∇ · v), ‖v‖H(div,Ω) = [v,v]1/2,

and the normal trace v · n ∈ H−
1
2 (∂Ω).

V0 := {v ∈ H(div,Ω); (∇ · v, q) = 0, ∀q ∈ L2(Ω)}.

M = L2(Ω), K = {q ∈ L2(Ω); q ≤ p∗ a.e on Ω}

The solution (u, p) : (0,∞) → H(div,Ω) ×K of (5.3) may be thought as a solution

to the parabolic variational problem

a(u,v)− b(v, p) = −(g,v · n)∂Ω, ∀v ∈ H(div,Ω) (5.4a)

(pt, q − p) + b(u, q − p) ≥ (f(p), q − p), ∀q ∈ K, (5.4b)

p(·, 0) = pinit, (5.4c)

where a : V × V → R defined as

a(u,v) =

∫
Ω
κ−1(x) u · v dx ∀u,v ∈ V,

and b : V ×M → R defined as

b(v, q) = (∇ · v, q) =

∫
Ω
∇ · v q dx ∀v ∈ V, q ∈M.

5.2 Well-posedness

Lemma 5.2.1 (”inf-sup condition” ([8], page 146) ). There exists a constant β > 0

such that

supv∈V
b(v, q)

‖v‖V
≥ β‖q‖M , ∀q ∈M.
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Proof. Given q ∈ L2(Ω). Since C∞0 (Ω) is dense in L2(Ω) by Theorem 2.1.2, there

exists w ∈ C∞0 (Ω) such that

‖q − w‖0 ≤
1

4
‖q‖20.

That is,

(q, q) + (w,w)− 2(q, w) ≤ 1

4
‖q‖20,

i.e.
3

4
‖q‖20 + ‖w‖20 ≤ 2(q, w).

Thus,

(q, w) ≥ 1

2
‖w‖20, (5.5)

By Cauchy-Schwarz inequality and inequality (2.1), we have

3

4
‖q‖20 + ‖w‖20 ≤

1

ε
‖q‖20 + ε‖w‖20.

Taking ε = 4 in the last inequality, we have

1

6
‖q‖20 ≤ ‖w‖20. (5.6)

Let τ := inf{x1 : x ∈ Ω}. Define v such that v1(x) =
∫ x1

τ w(t, x2, . . . , xd) dt, vi(x) =

0 ∀i > 1. Thus, v ∈ (L2(Ω))d, and ∇ · v = ∂v1
∂x1

= w ∈ L2(Ω). That is, v ∈ H(div,Ω).

Now, by (5.5), (5.6), and (2.2), we have

b(v, q)

‖v‖V
=

(∇ · v, q)√
‖v‖20 + ‖∇ · v‖20

=
(w, q)√

‖v‖20 + ‖w‖20

≥ (w, q)√
(1 + C2

PF )‖w‖20

≥ ‖w‖20
2
√

(1 + C2
PF )‖w‖20

≥ β‖q‖0,

where β = 1

2
√

6(1+C2
PF )

.
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Therefore,

sup
v∈V

b(v, q)

‖v‖V
≥ β‖q‖0.

Lemma 5.2.2. For any pinit ∈ L2(Ω), a Lipschitz continuous function f : L2(Ω) →

L2(Ω), T > 0, there exists a unique solution u : [0, T ] → V, p : [0, T ] → M of the

system (5.4).

The proof of this lemma relies on Theorem 3.4 in ([30], page 2124), and Corollary

4.1 in ([32], page 181). We shall state each one of them in the context of the proof.

Proof. Without loss of generality, we assume g = 0. Let us define the operators A :

V → V ′, B : V → M ′, C : M → M ′ by Au = κ−1(·)u, Bu = −∇ · u, Cp = ∂IK(p),

where V ′ and M ′ are the dual spaces of V and M , respectively. The system (5.4) can

be written in the mixed formulation as

Find u(t) ∈ V, p(t) ∈M for t > 0 :

Au(t)(v) +B′p(t)(v) = 0, v ∈ V, t > 0, (5.7a)

d

dt
p(t)(q)−Bu(t)(q) + Cp(t)(q) 3 f(p)(q) + k(t)(q), q ∈M, t > 0, (5.7b)

p(0) = pinit; (5.7c)

for some k(·) ∈W 1,1(0, T ;L2(Ω)).

We first set f ≡ 0, so problem (5.7) becomes

Find u(t) ∈ V, p(t) ∈M for t > 0 :

Au(t)(v) +B′p(t)(v) = 0, v ∈ V, t > 0, (5.8a)

d

dt
p(t)(q)−Bu(t)(q) + Cp(t)(q) 3 k(t)(q), q ∈M, t > 0, (5.8b)

p(0) = pinit; (5.8c)

According to Theorem 3.4 in [30], if there exists a solution to problem (5.7), and A is

monotone, I + C is strictly monotone, B is linear, thus the solution is unique and it

depends continuously on the data. Furthermore, if the following conditions hold



125

(a) A is bounded and satisfies the growth condition

A(u) + ‖Bu‖20 −→ +∞ if ‖u‖V −→∞, (5.9)

(b) A, C are maximal monotone.

(c) B is continuous and has a closed range.

(d) Either kerB′ = {0} or kerB′ = R, where B′ : M → V ′ is the dual operator of

B defined such that Bv(q) = B′q(v), for all v ∈ V , and q ∈M ,

then problem (5.8) has a solution.

Now we verify the conditions (a), (b), (c), and (d). First note that A and B are

linear operator satisfy Au(v) = a(u,v) ∀u,v ∈ V , andBv(q) = b(v, q) ∀v ∈ V, q ∈M.

Furthermore,

(Au,v) =

∫
Ω
κ−1(x)uv ≤ ν2‖u‖0‖v‖0 ≤ ν2‖u‖V ‖v‖V , ∀u,v ∈ V.

That is, A is bounded. We also have, ∀u ∈ V ,

Au(u) =

∫
Ω
κ−1(x)u2 ≥ ν1‖u‖20.

Thus,

Au(u) + ‖Bu‖20 = Au(u) + ‖∇ · u‖20 ≥ ν1‖u‖20 + ‖∇ · u‖20 ≥ min(ν1, 1)‖u‖2V ,

and hence, (5.9) holds. Furthermore,

(A(u)−A(v),u− v) =

∫
Ω
κ−1(x)(u− v)2 ≥ ν1‖u− v‖20 ∀u,v ∈ V.

Thus, A is strictly monotone. Since A is hemicontinuous (see Definition 3.1.5), then

by Proposition 3.1.2, A is maximal monotone.

Now, ∀v ∈ V, q ∈M ,

(Bv, q) =

∫
Ω
∇ · vq ≤ ‖∇ · v‖0‖q‖0 ≤ ‖v‖V ‖q‖0.
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That is, B is bounded. By Lemma 5.2.1, B has a closed range. By definition of C,

(see Definition 3.1.11), we have I + C is strictly monotone. By Proposition 3.1.6, C

is maximal monotone.

It remains to show that kerB′ = {0}. It is enough to show that Rg(B) = M =

L2(Ω). We show this as in ([7], page 233). Let q ∈ L2(Ω), consider the auxiliary

problem: find ψ ∈ H1
0 (Ω) such that −∆ψ = q. Its variational formulation is∫

Ω
∇ψ · ∇φ dx =

∫
Ω
qφ dx, ∀φ ∈ H1

0 (Ω).

It has a unique solution by Theorem 2.2.1. Take vq := ∇ψ, thus, we have vq ∈

H(div; Ω), and ∇ · vq = q as desired. Hence, (5.8) has a unique solution.

Now going back to problem(5.7) when f = f(p) not identically zero. We shall

apply the following Lemma.

Lemma 5.2.3. ([32], Corollary 4.1, page 181) Let L be an operator on a Hilbert

space H such that for some ω1 ≥ 0, L + ω1I is m-accretive. Let F : D(L) → H be a

Lipschitz function such that for some ω2 > 0

‖F (p)− F (q)‖ ≤ ω2‖p− q‖, p, q ∈ D(L).

Then for each ω ≥ 0, pinit ∈ D(L) and absolutely continuous h : [0, T ]→ H, there is

a unique absolutely solution p : [0, T ]→ H of

pt(t) + L(p(t)) + F (p(t)) 3 ωp(t) + h(t),

with p(0) = pinit.

Now we define

D ≡ {p ∈M ;∃u ∈ V ;Au +B′p = 0,−Bu + Cp = ḡ for some ḡ ∈M}.

So D ⊂M . We define the operator L : D →M , such that Lp = ḡ.

Lemma 5.2.4. If the matrix operator

 A B′

−B C + I

 maps V ×M onto the product

{0} ×M , then L is m-accretive.
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Proof. Let p, q ∈ D with the corresponding u,v ∈ V. Then (Lp, q) = ḡq = −Bu(q) +

Cp(q) = −B′q(u) + Cp(q) = Av(u) + Cp(q). Thus for any p ∈ D, L(p, p) ≥ 0, i.e., L

is accretive. Also, (I + L)p = ḡ is equivalent to the system

Au +B′p = 0 in V ′

−Bu + Cp+ p = ḡ.

Since B and I + C are surjective by above, L is m-accretive. By Lemma 5.2.3,

the proof is complete.

As we have seen, the ”inf-sup condition” 5.2.1 is essential to have the well-

posedness of the problem.

Now we assume that the solution p ∈ W 1,∞(L∞) ∩W 1,∞(L2) ∩ L∞(H2), and

u ∈ L∞(H1)2, ∇ · u ∈ L∞(H1).

5.3 Mixed Finite Element Method for PVI

Let Ω be partitioned into a conformal family of finite elements Th = {Tj} (tri-

angles if d = 2, or tetrahedrons if d = 3) such that Ω̄ = ∪iTi, and let h be the maximal

diameter of the elements. The edges (faces) of elements Tj ’s are denoted by eij for

i = 1, 2, 3 (i = 1, 2, 3, 4).

Note that if d = 1, the triangulation Th = {Tj} of Ω is a disjoint family of

subintervals, and eij for i = 1, 2, denote the endpoints.

We shall approximate the mixed problem (5.4) using finite dimensional sub-

spaces Vh ⊂ V and Mh ⊂ M such that the ”inf-sup condition” holds on Vh and Mh,

so we guarantee the well-posedness of the discrete problem.

We choose Vh and Mh to be the lowest order Raviart-Thomas spaces

Vh := RT0 := {v ∈ (L2(Ω))d; v|Tj = (P0(Tj))
d + xP0(Tj), ∀Tj ∈ Th,
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v · n is continuous on the inter-element boundaries},

Mh :=M0(Th) = {q ∈ L2(Ω); q|Tj ∈ P0, ∀Tj ∈ Th}.

Here P0 is the space of all constant functions on R, and n is the unit normal

along the edge eij ⊂ Tj . The normal components on the boundaries for every v ∈ Vh
are constants, so Vh ⊂ V . Moreover, ∇ · Vh = Mh, (see e.g. ([8], Lemma 5.4, page

151) and ([7], Section 2.5.2, page 109)). It is also obvious that Mh ⊂M.

Remark 5.3.1. If Th = {Kj} is a partion of Ω ⊂ R2 into rectangles, then we define

RT[0] and M[0](Th) to be the lowest order Raviart-Thomas spaces on Th such that

RT[0] : = {v ∈ (L2(Ω))2; v|Kj =

 ax+ b

cy + d

 , a, b, c, d ∈ P0 for Kj ∈ Th

v · n|e ∈ P0(e) on each edge e ∈ ∂Kj},

M[0](Th) : = {q ∈ L2(Ω); q|Kj ∈ P0 for Kj ∈ Th}.

Let Kh = Mh ∩ K, the semi-discrete problem of (5.4) is to find (uh, ph) :

(0,∞)→ Vh ×Kh such that

a(uh,vh)− b(vh, ph) = −(g,vh · n)∂Ω ∀vh ∈ Vh (5.11a)

(ph,t, qh − ph) + b(uh, qh − ph) ≥ (f(ph), qh − ph) ∀qh ∈ Kh, (5.11b)

‖ph(0)− pinit‖0 ≤ Ch. (5.11c)

The finite dimensional subspaces Vh and Mh defined above satisfy the following

discrete ”inf-sup condition” proved in, e.g. ([7], page 406).

Lemma 5.3.1 (Discrete inf-sup condition). There exists a constant γ > 0, indepen-

dent of h, such that

sup
vh∈RT0

b(vh, qh)

‖vh‖V
≥ γ‖qh‖0 ∀qh ∈M0.
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By Lemma 5.3.1, and following the same steps in the proof of Lemma 5.2.2, we

can show the following Lemma.

Lemma 5.3.2. There exists a unique solution uh : [0, T ] → Vh, ph : [0, T ] → Mh of

the discrete problem (5.11).

5.3.1 Literature Review

Most of literature on mixed finite element methods is devoted to the uncon-

strained stationary problems. The theory is developed, e.g., in [7].

For constrained problems, Brezzi, Hager, and Raviart [11] analyzed mixed finite

element approximations of an elliptic variational inequality. Unlike in our problem,

their mixed formulation were solved for the flux of the primary variable in the original

problem, and for the penalty term that enforces the constraint (Lagrange multiplier).

Using RT0 and M0, L2-convergence of order O(h) was derived. It is also shown

that with piecewise linear Raviart-Thomas elements, RT1, M1, the error converges

in L2- norm of order O(h
3
2
−ε); ε > 0. Johnson and Thomèe [12] considered semi-

discrete mixed finite element approximation of an unconstrained linear parabolic PDE.

Piecewise polynomial Raviart-Thomas elements RTr, Mr of degree r ≥ 1 were used,

which are of higher order than what we use in our problem. They used the technique

of ”elliptic projection” of the exact solution to estimate the error. They derived

L∞(L2)-convergence of both the primary unknown and its gradient of order O(hs);

2 ≤ s ≤ r.

Kim, Milner, and Park [24] considered an unconstrained parabolic PDE as well,

but it is nonlinear. They also considered semi-discrete mixed finite element approxi-

mation with RTr, Mr of degree r ≥ 1. Using the elliptic projection of the solution,

convergence of order O(hr+1) was derived in L∞(L2)-norm for both the primary un-

known and the divergence of its flux, and in L2(Q)-norm for the flux. We would like

to remark that their solution has high regularity which does not hold in a parabolic

variational inequality as we have mentioned before.
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Arbogast, Wheeler, and Zhang [2] studied semi-discrete and fully discrete mixed

finite element approximation for nonlinear degenerate parabolic PDE whose true so-

lution lacks in regularity. For the nondegenerate case, using RT[0],M[0], they showed

O(h) if the solution is regular enough.

5.3.2 Error Estimate for Mixed Finite Element Approximation to
PVI

To estimate the error between the exact solution and the approximate solution,

we need to use approximation properties of finite element spaces. We define the

following interpolation operator. (See e.g. ([8], page 150) and ([15], page 217).)

Definition 5.3.1. The interpolation operator

ρh : (H1(Ω))d → RT0

is defined by∫
e
(v − ρhv) · n = 0 for each edge e ⊂ ∂T, ∀v ∈ (H1(Ω))d.

This means that the mean value of the normal component of a given function

v ∈ (H1(Ω))d coincides with the normal component of ρhv on each edge.

This interpolation operator is related to the orthogonal L2-projection onto Mh

by the following property, for the proof we refer to ([7], Proposition 2.3.2, page 108).

Lemma 5.3.3 (Minimal Property). Let πh : M →Mh be the orthogonal L2-projection

onto Mh, i.e.

(q − πhq, µh) = 0, ∀µh ∈Mh.

Then

πh(∇ · v) = ∇ · (ρhv), ∀ v ∈ (H1(Ω))d.

The operators ρh and πh defined above satisfy the following properties which

we state without proof. We refer to ([7], pages 107-108), ([8], page 151), and ([15],

page 217).
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Lemma 5.3.4. Let ρh, and πh be the operators defined in Definition 3.2.1, and

Lemma 5.3.3 respectively. Then we have the following properties.

(a) (∇ · ρhv, qh) = (∇ · v, qh) ∀qh ∈Mh, ∀v ∈ V,

(b) ‖ρhv − v‖0 ≤ Ch|v|1 if v ∈ (H1(Ω))d,

(c) ‖∇ · ρhv‖0 ≤ C‖∇ · v‖0 ∀v ∈ V,

(d) ‖∇ · (v − ρhv)‖0 ≤ Ch|∇ · v|1 if ∇ · v ∈ H1(Ω),

(e) ‖πhq − q‖0 ≤ Chs|q|s if q ∈ Hs, s ≥ 0,

where C is a generic constant independent of h.

Note that the last property is stated in ([12], Inequality (1.5 a), page 45), as a

well known property.

Corollary 5.3.1. For t > 0, let (u(t), p(t)) ∈ V × K be a solution to (5.4), and

(uh(t), ph(t)) ∈ Vh ×Kh be a solution to (5.11). Then

(a) (∇ · (ρhu− u), πhp− ph) = 0.

(b) (∇ · vh, p− πhp) = 0, ∀vh ∈ Vh.

Proof. Since πhp − ph ∈ Mh, we use the property (a) in Lemma 5.3.4 to obtain

(a). Since ∇ · vh ∈ Mh for all vh ∈ Vh, and by the definition of the orthogonal

L2-projection onto Mh given in Lemma 5.3.3, we obtain (b).

Definition 5.3.2. For t > 0, let e(t) = p(t) − ph(t), η(t) = p(t) − πhp(t), σ(t) =

u(t)− uh(t), ξ(t) = u(t)− ρhu(t).

Next we shall state and prove our error estimate.

Theorem 5.3.1. Let (u(t), p(t)) ∈ V ×K be a solution to (5.4), and (uh(t), ph(t)) ∈

Vh × Kh be a solution to (5.11). Then there exists a constant C > 0 that does not

depend on h such that

sup
t>0
‖p(t)− ph(t)‖20 +

2

ν2

∫ t

0
‖u(s)− uh(s)‖20 ds ≤ C(h2).
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Proof. Subtract (5.11a) from (5.4a), and use Definition 5.3.2, we obtain

(κ−1(x)σ(t),vh(t)) = (∇ · vh(t), e(t)), ∀vh ∈ Vh, t > 0. (5.12)

Taking vh = uh − ρhu in (5.12) gives

(κ−1(x)σ(t),uh − ρhu) = (∇ · (uh − ρhu), e(t)). (5.13)

Since uh(t) − ρhu(t) = −σ(t) + ξ(t), the left hand side of the last equation can be

written as

(κ−1(x)σ(t),uh − ρhu) = −(κ−1(x)σ(t), σ(t)) + (κ−1(x)σ(t), ξ(t)). (5.14)

The right hand side of (5.13) can be written as

(∇ · (uh − ρhu), e(t)) = (∇ · (uh − u), e(t)) + (∇ · (u− ρhu), e(t)). (5.15)

The first term of (5.15) can be written as

(∇ · (uh − u), e(t)) = (∇ · uh, p− πhp) + (∇ · uh, πhp− ph) + (∇ · u, ph − p).

By Corollary 5.3.1 part (b), the first term in the right hand side is zero, so we have

(∇ · (uh − u), e(t)) = (∇ · uh, πhp− ph) + (∇ · u, ph − p). (5.16)

The second term of (5.15) can be written as

(∇ · (u− ρhu), e(t)) = (∇ · ξ(t), p− πhp) + (∇ · ξ(t), πhp− ph).

By Corollary 5.3.1, part (a), the first term is zero, so we have

(∇ · (u− ρhu), e(t)) = (∇ · ξ(t), η(t)). (5.17)

Combining equations (5.13)–(5.17), we obtained

(κ−1(x)σ(t), σ(t)) = (κ−1(x)σ(t), ξ(t))−(∇·uh, πhp−ph)−(∇·u, ph−p)−(∇·ξ(t), η(t)).

(5.18)
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Now

(et(t), e(t)) = (pt, p− ph) + (ph,t, ph − πhp)− (ph,t, p− πhp). (5.19)

Taking q = ph in (5.4b) and qh = πhp in (5.11b) gives

(pt, p− ph) ≤ (∇ · u, ph − p) + (f(p), p− ph), (5.20)

and

(ph,t, ph − πhp) ≤ (∇ · uh, πhp− ph) + (f(ph), ph − πhp). (5.21)

Applying (5.20) and (5.21) in (5.19) gives

(et(t), e(t)) ≤ (∇·u, ph−p)+(∇·uh, πhp−ph)+(f(p), p−ph)+(f(ph), ph−πhp)−(ph,t, p−πhp).

(5.22)

The last term in the right hand side can be written as

− (ph,t, p− πhp) = (pt − ph,t, p− πhp)− (pt, p− πhp)

= (et(t), η(t))− (pt, η(t))

= − d

dt
(e(t), η(t)) + (e(t), ηt(t))− (pt, η(t)). (5.23)

Combining (5.18), (5.22) and (5.23) gives

(et(t), e(t)) + (κ−1(x)σ(t), σ(t)) ≤ (κ−1(x)σ(t), ξ(t))− (∇ · ξ(t), η(t))

+ (f(p), p− ph) + (f(ph), ph − πhp)− (ph,t, p− πhp)

= (κ−1(x)σ(t), ξ(t))− (∇ · ξ(t), η(t)) + (f(ph), η(t))

+ (f(p)− f(ph), e(t))− d

dt
(e(t), η(t)) + (e(t), ηt(t))− (pt, η(t)).

Using the Assumption 5.1.1 parts (a) and (b), and using Cauchy-Schwarz inequality

in the last inequality, we have

1

2

d

dt
‖e(t)‖20 +

1

ν2
‖σ(t)‖20 ≤ 1

ν1
‖σ(t)‖0‖ξ(t)‖0 + ‖∇ · ξ(t)‖0‖η(t)‖0

+m(Ω)1/2(‖f‖R+ + ‖pt‖∞)‖η(t)‖0 +R‖e(t)‖20
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+‖e(t)‖0‖ηt(t)‖0 +
d

dt
[‖e(t)‖0‖η(t)‖0] . (5.24)

Using the inequality (2.1), we obtain

1

4

d

dt
‖e(t)‖20 +

1

2ν2
‖σ(t)‖20 ≤

3R

2
‖e(t)‖20 +

ν2

2ν2
1

‖ξ(t)‖20 +
1

2
‖∇ · ξ(t)‖20 +

1

2
‖η(t)‖20

+m(Ω)1/2(‖f‖R+ + ‖pt‖∞)‖η(t)‖0 +
1

2R
‖ηt(t)‖20 +

d

dt
‖η(t)‖20.

That is,

d

dt
‖e(t)‖20 +

2

ν2
‖σ(t)‖20 ≤ C

[
‖e(t)‖20 + ‖ξ(t)‖20 + ‖∇ · ξ(t)‖20 + ‖η(t)‖20

+‖η(t)‖0 + ‖ηt(t)‖20 + ‖η(t)‖0
d

dt
‖η(t)‖0

]
. (5.25)

Thus,

‖e(t)‖20 +
2

ν2

∫ t

0
‖σ(s)‖20 ds ≤ ‖e(0)‖20 + C

∫ t

0

[
‖e(s)‖20 + ‖ξ(s)‖20 + ‖∇ · ξ(s)‖20

+‖η(s)‖20 + ‖η(s)‖0 + ‖ηt(s)‖20 + ‖η(s)‖0
d

dt
‖η(s)‖0

]
ds. (5.26)

Using Gronwall’s Lemma (2.4) (with C depending on t), the inequality (5.26) yields

‖e(t)‖20 +
2

ν2

∫ t

0
‖σ(s)‖20 ds ≤ C‖e(0)‖20 + C

∫ t

0

[
‖ξ(s)‖20 + ‖∇ · ξ(s)‖20

+‖η(s)‖20 + ‖η(s)‖0 + ‖ηt(s)‖20 + ‖η(s)‖0
d

dt
‖η(s)‖0

]
ds. (5.27)

Using the properties in Lemmas 5.3.4 and 5.3.3, we have

‖ξ‖20 ≤ Ch2|u|21, ‖∇ξ‖20 ≤ Ch2|∇ · u|21,

‖η‖0 ≤ Ch2|p|2, ‖ηt‖20 ≤ Ch2|pt|21, ‖η‖0
d

dt
‖η‖0 ≤ Ch2|p|1

d

dt
|p|1.

Thus, we obtain

‖e(t)‖20 +
2

ν2

∫ t

0
‖σ(s)‖20 ds ≤ C‖e(0)‖20 + C(h2).
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5.3.3 Fully Discrete Formulation of Mixed Finite Element Approach
to PVI

We approximate (5.11) in time by backward Euler scheme.

LetNT be a positive integer, and ∆t = N−1
T T , tn = n∆t. Denote Jn = (tn, tn+1],

qn = q(tn), vn = v(tn) and ∂qn = qn+1−qn
∆t . Let Υ = {t0, . . . , tNT

} be the set of time

steps.

The fully discrete MFE approximation of (5.4) is to find ph : Υ → Kh, and

uh : Υ→ Vh such that for n = 0, . . . , NT − 1,

a(un+1
h ,vh)− b(vh, pn+1

h ) = −(gn+1,vh · n)∂Ω, ∀vh ∈ Vh, (5.28a)

(∂pnh, qh − pn+1
h ) + b(un+1

h , qh − pn+1
h ) ≥ (f(pn+1

h ), qh − pn+1
h ), ∀qh ∈ Kh, (5.28b)

‖ph(0)− pinit‖0 ≤ Ch. (5.28c)

5.4 Numerical Implementation and Experiments for Mixed Finite
Element Approach to PVI

In this section we give two examples where we used mixed finite element method

for variational inequalities. The first example is on an elliptic variational inequality

in 1D, where we test the errors and compare it with the result in [11].

The second example is for a parabolic variational inequality in 2D, where we

show the qualitative behaviour of both the primary and the secondary unknowns. In

this example we use the RT[0] space and implement the MFEM approximation as a

cell-centered finite difference method (CCFD).

5.4.1 1D simulation of MFEM for EVI

Example 5.4.1 (1D Convergence and Simulation of MFEM for EVI). Let Ω = (0, 1),

and consider the EVI

u+ px = 0, on Ω,
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FIGURE 5.1: Mixed finite element solution to Example 5.4.1

TABLE 5.1: Rate of convergence for mixed finite element solution of Example 5.4.1

|Th| h E1 E2 E3 E1 ord. E2 ord. E3 ord.

33 0.030303 0.0022739 0.011087 0.28321

99 0.010101 0.00078504 0.0038159 0.15886 0.96807 0.97085 0.52623

297 0.003367 0.00026461 0.001283 0.091493 0.98985 0.99215 0.50226

891 0.0011223 8.8535e-05 0.00042888 0.052502 0.9966 0.99742 0.50556

ux + ∂I[0,∞)(p) 3 f(x), on Ω,

p(0) =0 = p(1),

where f(x) = H(0.5− x)−H(x− 0.5).

See the mixed finite element solution (ph, uh) in Figure 5.1. We test the following

errors E1 := ‖p − ph‖0, E2 := ‖u − uh‖0, and E3 := ‖u − uh‖H(div,Ω) as we can

see in Table 5.1. As one can see from Table 5.1, we obtain E1 := ‖p − ph‖0 =

O(h), E2 := ‖u − uh‖0 = O(h), which agrees with the result in [11]. We also obtain

E3 := ‖u−uh‖H(div,Ω) = O(h0.5), which we have not seen in literature any theoretical
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FIGURE 5.2: Rate of convergence for mixed finite element solution of Example 5.4.1

analysis for this error. The rate of convergence can be also seen in Figure 5.2.

5.4.2 Results for MFEM simulations of PVI in 2D

It is well known that some finite element approximations on hexahedral grids

are equivalent, up to quadrature error, to finite differences. In particular, the lowest

order MFEM space RT[0] on rectangular grids can be shown to be equivalent to cell-

centered finite differences, provided a particular numerical integration is applied to

the integrals in the variational form.

Here we use the following Lemma by [37].

Lemma 5.4.1 ([37], Lemma 4.1, page 362). let (ph,uh) be the mixed finite element

solution obtained by using RT[0] and M[0](Th), and (P,U) be the CCFD solution. If

h is sufficiently smooth, then ph = P +O(h2), and uh = U +O(h2).

Example 5.4.2 (Results for MFEM simulations of PVI in 2D). In this example,

we consider Problem 5.1 in Ω = (0, 1)2, with κ = 1, f(x, y) = 2π2 sin(πx), pinit =

0.1χ(0.25,0.75)2 , g = 0, p∗ = 0.5. We discretize Ω into rectangles and consider RT[0] and

M[0](Th).
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Based on Lemma 5.4.1, we implement CCFD to get the numerical solution. The

following is a description of CCFD method on Example 5.4.2. (See e.g. [37, 18] ).

CCFD approximation. Let Mx,My be positive integers. hx = 1/Mx, hy = 1/My,

xi = ihx, i = 1, . . . ,Mx + 1, yj = jhy, j = 1, . . . ,My + 1. Let x̄i = (xi + xi+1)/2, and

ȳj = (yj + yj+1)/2.

For i = 1, . . . ,Mx, j = 1, . . . ,My, define Ωij = [xi, xi+1] × [yj , yj+1]. Thus, Ω

is decomposed into the rectangular cells Ωij . Define KΩi,j = κ(xi+xi+1

2 ,
yj+yj+1

2 ). Let

K∗1,ij be the harmonic average of KΩi,j and KΩi−1,j , i.e. 1
K∗1,ij

= 1
2

(
1

KΩi,j
+ 1

KΩi−1,j

)
,

and K∗2,ij be the harmonic average of KΩi,j and KΩi,j−1 .

Let T > 0, NT be a positive integer, define ∆t = T/NT , tn = n∆t, n =

0, . . . , NT .

For each n = 0, . . . , NT − 1, we seek Pn+1 ∈ RMx×My , Λn+1 ∈ RMx×My , and

Un+1 = (Un+1, V n+1); Un+1 ∈ R(Mx+1)×My , V n+1 ∈ RMx×(My+1), such that

P 0
ij = pinit(x̄i, ȳj), ∀i = 1, . . . ,Mx, j = 1, . . . ,My,

(K∗1,ij)
−1U0

i−1/2,j = − ∂

∂x
pinit(xi, yj), ∀i = 1, . . . ,Mx + 1, j = 1, . . . ,My,

(K∗2,ij)
−1V 0

i,j−1/2 = − ∂

∂y
pinit(xi, yj), ∀i = 1, . . . ,Mx, j = 1, . . . ,My + 1,

and

(K∗1,ij)
−1Un+1

i−1/2,j −
1

hx
Pn+1
i−1,j +

1

hx
Pn+1
i,j = 0, (5.30a)

(K∗2,ij)
−1V n+1

i,j−1/2 −
1

hy
Pn+1
i,j−1 +

1

hy
Pn+1
i,j = 0, (5.30b)

Pn+1
ij +

∆t

hx

(
Un+1
i+1/2,j − U

n+1
i−1/2,j

)
+

∆t

hy

(
V n+1
i,j+1/2 − V

n+1
i,j−1/2

)
+ ∆tΛn+1

ij = ∆tfn+1(x̄i, ȳj) + Pnij ,

(5.30c)

max(Pn+1
ij − p∗,Λn+1

ij ) = 0. (5.30d)

See the evolution of ph, and uh = (uxh, u
y
h) in Figures 5.3, 5.4, and 5.5, respec-

tively.
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As one can see, ph keeps growing over time upward until it reaches the upper

bound p∗. When ph reaches p∗, it stops growing up rather than that, it diffuses aside.

We also see that the flux in both direction of x, and y, uh = (uxh, u
y
h), remains constant

in the region where ph = p∗.
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FIGURE 5.3: Evolution of ph of Example 5.4.2 with h = 0.02, ∆t = 0.02
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FIGURE 5.4: Evolution of ux,h of Example 5.4.2 with h = 0.02, ∆t = 0.02
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FIGURE 5.5: Evolution of uy,h of Example 5.4.2 with h = 0.02, ∆t = 0.02
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6 Conclusions and future directions

In this work we analyzed theoretically and experimentally a model of biofilm

growth and nutrient consumption in porous media proposed in [29]. This model is

a coupled system involving a Parabolic Variational Inequality (PVI). We started by

analyzing the PVI to gain some insight into the coupled system. Then we analyzed

and implemented our scheme for the coupled system. We considered two numerical

methods: finite element method (FEM) and mixed finite element method (MFEM).

We derived error estimates and presented simulations illustrating the behavior of

solutions over time.

With finite element approximations, we started by analysing an unconstrained

coupled system with nonlinear diffusivities. We used the well-known Wheeler’s tech-

nique [38] in deriving the error estimate which gave order of O(h2 + ∆t) in l∞(L2)-

norm. We verified the convergence rate experimentally in 1D. The presented simula-

tion showed the expected behavior of biofilm and nutrient in large spacial scales; the

biofilm keeps growing in unlimited way as long as the nutrient is available.

Then we turned our attention to the constrained coupled system. Wheeler’s

strategy implemented in the unconstrained case didn’t work with the constrained

case because of the low regularity of the solution typical for a PVI. We then ap-

plied Johnson’s technique for PVI [22] and we derived error estimates of rate O(h +

(log∆t−1)1/4∆t3/4) in l∞(L2)- norm. The rate of convergence was validated ex-

perimentally in 1D and 2D. Although the theoretical analysis dealt with Dirichlet

boundary conditions only, the numerical results showed same rate of convergence

even with Neumann boundary conditions. Moreover, simulations in 2D and 3D with

irregular geometries, analog to those obtained from imaging at porescale, and with

data motivated by realistic simulations in [29] showed typical behavior of biofilm and

nutrient in porous media.

Analysis of a semi-discrete mixed finite element approximation on a semi-linear
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PVI was carried out. To our knowledge, this is the first analysis of a mixed finite

approximation for PVI. We showed the well-posedness of the continuous and the ap-

proximate PVI by applying results in [30]. First order of convergence in L∞(L2)-norm

with respect to the primary unknown, and in L2(Q) with respect to the secondary

unknowns (flux of the primary unknown) were derived. Verifying the predicted con-

vergence rate was done on stationary simulation in 1D. Moreover, a 2D simulation of

a PVI was presented and showed the behavior of the solution and its flux over time.

This simulation was conducted with cell-centered finite difference method (CCFD)

based in results in [37] which showed that CCFD and the lowest order MFEM on

rectangles are equivalent.

There are many direction for future work to proceed. The first one, which is

in progress right now, would be analysis of fully discrete MFE approximation for a

PVI. The next logical step would be applying the obtained results for PVI on the

constrained coupled system. Further, we would carry out more numerical experi-

ments on MFEM for PVI and then for the constrained coupled system in 2D and 3D.

The experiments would include verifying the estimated errors using different type of

boundary conditions and different data. The difficulty we have confronted with fine

discretization might be solved by using some high efficient solvers.

Another possible future work is to extend the theoretical analysis to nonlinear

PVIs, where the diffusivities are nonlinear to agree with the realistic simulations

obtained from imaging in [29], and the proposed biofilm growth model in [29] which

are nonlinear. Although some of simulations shown dealt with the nonlinearity, no

error tests or convergence theory have been achieved.

Furthermore, theoretical analysis with Neumann boundary conditions is to be

considered. These boundary conditions are essential in mixed formulation of problems.

Thus, starting the analysis with mixed finite element approximation would be a wise

direction. Moreover, MFEM provides conservative approximation of the flux.

Finally, another important future work includes analysis the model with addi-
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tional advection terms coupled to the flow such as the full model in [29].
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Relaxation Method

Let V = RN , and K = {v ∈ RN ; vi ∈ Ki = [ai, bi], ai ≤ bi, 1 ≤ i ≤ N}.

Description:

Choose an initial point u0 ∈ K, then un being known. We compute un+1, component

by component, by

J(un+1
1 , . . . , un+1

i−1 , u
n+1
i , uni+1, . . .) ≤ J(un+1

1 , . . . , un+1
i−1 , vi, u

n
i+1, . . .),

∀vi ∈ Ki, u
n+1
i ∈ Ki,

where 1 ≤ i ≤ N.

The algorithm of finding un+1
i in

J(un+1
1 , . . . , un+1

i−1 , u
n+1
i , uni+1, . . .) ≤ J(un+1

1 , . . . , un+1
i−1 , vi, u

n
i+1, . . .),

∀vi ∈ Ki, u
n+1
i ∈ Ki, (.1)

• Find ūn+1
i by solving

∂J

∂vi
(un+1

1 , . . . , un+1
i−1 , ū

n+1
i , uni+1, . . .) = 0. (.2)

• Project ūn+1
i on [ai, bi] to get un+1

i , i.e. un+1
i = max(ai,min(ūn+1

i , bi)).


