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Abstract

Singlet fission is a photophysical process that takes place in some organic chro-

mophores, where one optically bright singlet exciton rapidly generates two spin-entangled

triplet excitons. For over a decade, photovoltaic applications motivated most of the

research in singlet fission. This work builds rational molecular design principles for

quantum information applications using it.

Based on basic molecular symmetries, I derive the JDE model hamiltonian, and ana-

lyze the time evolution of the magnetic sublevels formed during singlet fission by devel-

oping a nonadiabatic transition theory. These dynamics manifest in time-resolved elec-

tron paramagnetic resonance spectra (trEPR) whose basic measurement forms the basis of

a quantum gate. I propose that if the relaxation process between exciton spin sublevels is

state specific, singlet fission can overcome one of the most formidable challenges in quan-

tum computing—the tyranny of temperature. Using this theory, I predict the conditions

for state-selective population of EPR active states: strong inter-chromophore exchange

coupling, mutual alignment between molecular axes on the chromophore pairs, and a

high degree of ordering, both static and dynamic.

To make connections to experiments, I extend the JDE model to a glassy, orientation-

ally disordered sample of nonparallel but rigidly bound molecular dimers, TIPS-BP1′,

and assign the trEPR spectrum with unprecedented accuracy. This work shows that, in-

deed, singlet fission can initialize specific magnetic sublevels, even when the molecular

axes are not all mutually parallel. Additionally, spin sublevel coherences in this molecule
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are long-lived at temperatures much higher than in conventional quantum hardware.

For crystalline samples, chromophores are densely packed and statically ordered, but

excitons may hop to neighboring sites and become increasingly distant, challenging the

dynamic ordering requirement. In my final chapter, I construct a model for an oriented

crystal of all-parallel TES TIP-TT chromophores and calculate the spectrum from popu-

lations of paired, entangled triplets and unpaired triplets that have undergone one or

more hops. A simple model of unpairing allows the assignment of unpaired triplets

that emerge from a spin-coherent quintet state, for the first time, in trEPR spectra of this

molecule.
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Chapter 1

Introduction*

1.1 Optically Pumped Spin Polarization

Materials capable of storing and manipulating quantum data must maintain quantum

coherences and entanglement over timescales that are orders of magnitude longer than

the system’s quantum beat period.1 But quantum states are fragile, and most materials do

not sustain quantum coherences when temperatures are in excess of a few Kelvin. This

“tyranny of low temperature” is a major hurdle to realizing accessible quantum comput-

ing and information technologies.

From a quantum information perspective, the photoproducts of singlet fission can

solve two outstanding problems associated with the tyranny of low temperature, and

they do it in complementary ways. Each corresponds to one of the criteria for quantum

computing set forth by Ref. [1]. To paraphrase: a system capable of quantum information

processing must be prepared in a pure quantum state, not a mixed one.2 Once initialized,

one must be able to execute a deterministic sequence of unitary operations, or quantum

gates, on that state so that it can be coaxed into collapsing on the final state, which is the

solution to a computational problem, with high probability and in polynomial time.3,4

*Adapted with permission from Smyser, K. E. & Eaves, J. D. Sci. Rep. 10, 18480, (2020).
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Because magnetic resonance experiments operate in the “strong-field” regime where

the Rabi frequency, Ω, is comparable to the transition frequency, ω (Fig. 1.1a), they can

drive arbitrary unitary operations between quantum spin states.5 But the gap between

En
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gy

a

Ω ~ ω

Magnetic

 Ω << ω

b Optical Optically Pumped
Spin Polarization

c

FIGURE 1.1: (a) In magnetic resonance experiments, the Rabi frequency, Ω, can be comparable
to the transition (Larmor) frequency, ω. In this strong field limit, it is possible to completely
manipulate a quantum state (qubit). However, the energy gap between states is small relative
to kBT. This is a source of uncertainty when the state is initialized. (b) In optical transitions,
the energy gap is large relative to kBT. But the Rabi frequency is much less than the transition
frequency, which means that gate operations done with weak optical fields will be incomplete
and noisy. (c) By coupling optical excitations to an internal conversion process, such as singlet
fission (wavy arrow), one may capitalize on the advantages of both methods, provided that the
relaxation is state-selective.

the ground and excited states in these experiments is small relative to kBT, and as a re-

sult, there is a great deal of thermally generated uncertainty in the initial state of the

system. In the language of the density matrix, the initial state is mixed, not pure. Optical

experiments, by contrast, have a large gap between ground and excited states relative

to kBT (Fig. 1.1b), so that thermal fluctuations do not generate appreciable uncertainty

in the ensemble of initial states. The Rabi frequency in optical experiments, however,

is perturbatively small relative to the transition frequency. It is therefore very difficult
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or impossible to induce a population inversion in an optical experiment, which severely

limits the ability of a purely optical experiment to perform quantum gate operations.

In more recent years, researchers have become interested in systems where it is possi-

ble to generate spin polarization through optical pumping (Fig. 1.1c).6,7 The optical field

removes the uncertainty in the initial state of the system, and magnetic resonance exper-

iments on the optically prepared photoproduct, well in the strong-field regime, perform

the quantum gate operations. The nitrogen-vacancy (NV) center in diamond is an ex-

ample of a system that operates on these principles. In solid-state systems, like the NV

center, spin centers are implanted into the material post-synthesis. Because the defects

are often randomly dispersed, these materials have problems with scalability that might

be overcome in molecular systems that are synthesized from the bottom up. In this dis-

sertation, I explore the phenomenon of singlet fission as a novel platform on which one

might build quantum data structures and gates near room temperature.

1.2 Singlet Fission

Singlet fission is a photophysical interconversion process that takes place between

specifically designed organic chromophores. Following excitation with a photon (γ), an

optically bright singlet state on one chromophore is shared with another chromophore in

its ground state, S0S1, and rapidly relaxes into a doubly excited, spin-singlet state, 1TT

(Fig. 1.2),8–10

γ + S0S0 ⇌ S0S1, (1.1)

S0S1 ⇌ 1TT. (1.2)
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In this notation, the superscript indicates the state’s multiplicity in terms of the total

spin S, and the TT designates the spatial nature of the spin wavefunction. Here, the

subscripts 0 and 1 designate the ground and excited electronic states, respectively. The

|1TT⟩ spin wavefunction is a maximally entangled, coherent superposition over three of

the nine spin sublevels of the two-triplet basis states (Section 3.2.7, Eq. 3.47).11–13 In the

En
er

gy

Time

S0S0

γ
S0S0

S1S0

S1S0
1T T

FIGURE 1.2: Singlet fission is a photophysical process that takes place in some pairs of organic
chromophores, or dimers, the targets of the proposed research. A single chromophore is photoex-
cited (γ) into an excited singlet state S1, from its ground state S0. This single excitation delocalizes
in the dimer generating the singly excited spin state S0S1. Singlet fission (dashed arrow) is the
non-radiative, spin-conserving and energy-conserving transition that forms a singlet two-triplet
state 1TT. This process involves both chromophores, A and B, which are occupied by electrons 1,
2 and 3, 4 that reside in the highest occupied molecular orbital (HOMO) and lowest unoccupied
molecular orbital (LUMO) on each chromophore. The spin of the electrons is emphasized here
where, for example, SA gives the spin eigenvalue of the two-electron state in chromophore A.

last few years, time-resolved electron paramagnetic resonance (trEPR) experiments have

combined pulsed optical laser excitation with magnetic resonance to reveal that the 1TT
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state evolves into various 2S+1TTM spin sublevels,14–22

1TT ⇌ 2S+1TTM, (1.3)

where the subscript, M, now refers to the magnetic sublevel −S ≤ M ≤ +S. Although

singlet fission is a spin-conserving process (Eq. 1.2), the triplet pair sublevels (Eq. 1.3) are

not eigenfunctions of the electronic spin hamiltonian; they are non-stationary and evolve

in time. In crystalline systems, these excitons may hop to neighboring sites, becoming

1T T

3
 T T

5
 T T

Spin Dynamics

FIGURE 1.3: Spin dynamics for the triplet pair. There are nine coupled pair states that are char-
acterized by a total spin S, each with multiplicity 2S + 1—one singlet 1TT, three triplets 3TT, and
five quintets 5TT. Spin dynamics of the triplet pair states, including dephasing and population
relaxation, occur over the timescale of nanoseconds (ns) to milliseconds (ms). The major goal of
this work is to derive selection rules and develop a rate theory for population relaxation between
the various spin states.

increasingly more distant, and eventually unpair into T + T (Fig. 1.4):23

2S+1TTM ⇌ T + T. (1.4)

There has not been a consistent microscopic theory that can explain the set of re-

laxation phenomena embodied in Eqs. 1.1-1.4. In 1967, the discovery of magnetic field
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|S0 >

|S1 >

|T1 >

|S0 >

|S1 >

|T1 >

a b

FIGURE 1.4: (a) At long times in crystals, hopping events unpair the biexciton from singlet fission.
Hopping induced fluctuations in the inter-exciton coupling leads to irreversible coherence decay
(Eq. 1.4, right arrow). The separated triplets can then recombine so that the accompanying rapid
increase in the coupling collapses the T + T states onto the pair spin states (Eq. 1.4, left arrow).
(b) Singlet fission is an unconventional spin conserving pathway. An optical pulse excites a single
chromophore into the singlet excited state S1 from its ground state S0. If the triplet exciton state
T1 is nearly half the energy of the S0S1 state, singlet fission can generate a doubly excited dimer
state TT, the triplet pair, with overall singlet multiplicity. The traditional picture of singlet fission
here shows how two triplet excitons are formed and places less emphasis on the spin and coupled
nature of the exciton states than the description in Fig. 1.2. The electron and hole are represented
by filled and open circles, respectively.

effects on the delayed fluorescence intensity from anthracene crystals24 proved the the-

ory of singlet fission that arose through various contributions throughout the preceding

decade.25–28 These early studies focused on the phenomena in the limit of pair state de-

generacy and at long times. Motivated to better understand energy transfer processes,

they led to a fundamental understanding of mobile excitons in crystals. The spin dynam-

ics described by Eq. 1.3, however, remained a missing piece of the singlet fission puzzle.

For the most part, the literature from this field grew quiet until Nozik and Michl res-

urrected singlet fission for photovoltaic applications in the early 2000s.8 Methods were

no longer qualitative but aimed toward quantitatively increasing the efficiency of singlet

fission and unpaired triplet excitons to maximize the production of independent charge
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carriers from a single photon event for solar cell devices. In the decades that followed, ul-

trafast lasers replaced the magnetic field. But, again, interest fell on the exciton dynamics

rather than the spin dynamics of the pair state.

While the lion’s share of attention over the past decade has focused on maximizing

the conversion of the 1TT state to T + T for energy applications,29,30 we argue that for

quantum information applications, one should seek to instead limit the decay into inde-

pendent excitons, by designing molecules that make the conversion from 1TT to 2S+1TTM

as state-selective as possible. Chapters 2 and 3 develop a theory for the spin dynamics

for relaxation between the strongly coupled triplet pair states. The theory replicates the

trEPR spectrum from molecular dimers in Chapter 4 and dimers in crystals in Chapter 5.

1.3 The Time-Resolved Electron Paramagnetic Resonance

Experiment

TrEPR is a time-resolved magnetic resonance experiment that measures the energies

and relative populations of magnetic spin sublevels. The experiment is analogous to

nuclear magnetic resonance (NMR) experiments, but it probes the transitions between

electron spin sublevels, rather than nuclear. Electrons are characterized by their spin

quantum number S. A spin-S state has a multiplicity of 2S + 1 which describes the num-

ber of magnetic sublevels, labelled by the quantum number −S ≤ M ≤ S, that comprise

the spin state. The spin of an electron describes the magnitude of its magnetic moment,

µ⃗ = −gµBS, where µB is the Bohr magneton and g is the g-factor of the spin particle.

Local magnetic interactions direct the precession of the spin magnetic moment in the



Chapter 1. Introduction 8

absence of an applied field. One may imagine that local spin interactions have orbital-

like distributions in space (Fig. 1.5). These interactions have a representation where their

values are maximized along a set of axes, called the principal axis system. Although dif-

ferent interactions have different principal axes, it is often the case that they correspond to

molecular symmetries. Because the local dipole, or magnetic, spin interactions (Figs. 1.5)

are diagonal in their principal axis system, the spin states that diagonalize the hamilto-

nian at zero-field are conventionally labelled by these axes (x, y, z). These interactions are

called “zero-field splitting” (ZFS) interactions because they split the energies of magnetic

states in the absence of an applied field (Fig. 1.6b).

z

x
y

axial
Dz > Dx = Dy

isotropic
Dz = Dx = Dy

rhombic
Dz = Dx = Dy

z

x
y

z

x
y

FIGURE 1.5: Magnetic spin-spin interactions are three dimensional and have distributions in
space. The interactions have maxima along the axes of their principal frames (x, y, z). Depending
on the relative magnitudes of the principal values, Dz, Dx, and Dy, the distributions are spatially
characterized as being either isotropic, axial or rhombic.

In an EPR experiment, a static magnetic field, or Zeeman field, B⃗0 = (0, 0, B0) is ap-

plied to the spin system and its direction defines the lab z-axis (Fig. 1.6a, red arrow).

A strong Zeeman field (B0 ≫ |D|) applies a torque to the spin magnetic moment and

redirects the spin to precess about the lab z-axis (Fig. 1.6a, blue arrow). The energy of the

Zeeman spin sublevels |S, M⟩ in the field are tuned by the field by an energy proportional

to M.
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B1
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yB1x

z

x  , y   
z   

ν1

ΔE

A

E

Magnetic Field (B0)

ba

ν1

FIGURE 1.6: The trEPR experiment. (a) The direction of the static Zeeman field B⃗0 defines lab z-
axis and the microwave field B⃗1 is applied perpendicular to it along the lab x-axis. In a strong field
experiment, the spin S⃗ precesses about the applied field. (b) In an EPR experiment, a microwave
field B1 = hν1/gµB drives transitions between magnetic sublevels that are split by a static Zeeman
field B0. If the Zeeman field tunes the local hamiltonian so that the microwave field is on resonance
(yellow arrows), a signal appears in the spectrum. The intensity of the signal at a resonant B0 is
proportional to the difference in the populations (blue circles) of the involved sublevels. The
splitting in B0 is proportional to the energy splitting at zero-field, ∆E, due to the local magnetic
interactions. The spectrum describes the set of all resonances between magnetic sublevels that are
split by a given amount of energy; the magnitude of B1 is constant for all magnitudes of B0.

For a two electron system, there are two unpaired electrons in a triplet state and they

can occupy one of three |S = 1, M⟩ sublevels—they are both spin up (M = +1), both

spin down (M = −1), or a symmetric linear combination of both up and down (M =

0). Microwave radiation ν1 can promote the system between ∆M = ±1 sublevels if the

transition is allowed and the resonance condition ν1 = ∆E(B0) is met, where ∆E(B0) is the

energy splitting between sublevels for a given hamiltonian (B0). For the EPR experiments

considered, a microwave field B⃗1 is applied perpendicular to B⃗0, polarized along the lab

x-axis (Fig. 1.6a, yellow arrow). The magnitude of the microwave field is labelled B1 (T)
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or ν1 (Hz), depending on the chosen units, B1 = hν1/gµB. For arbitrary magnitudes of B0,

the resonance condition will fail, so to collect an EPR spectrum the static field B0 must be

scanned over a range of values that contain all resonances for the system while B1 is fixed

(Fig. 1.6b, yellow and grey arrows). The EPR spectrum is centered about the microwave

field B1 = hν1/gµB, which for “X-band” trEPR (ν1 ≈ 10 GHz) is at about 350 mT for

g = 2.0023.

The intensity of the trEPR spectrum is proportional to the difference in the popula-

tions of the sublevels pM − pM+1, where pM is the population of sublevel M (Fig. 1.6b,

blue circles).31–33 It is positive for absorption events (A) and negative for emission events

(E). By optically pumping the paramagnetic species, the resolution of the trEPR experi-

ment has a considerable advantage over conventional EPR experiments that probe near-

thermal populations.

When a Zeeman field is turned on, the zero-field states adiabatically tune in the field,

slowly converging to Zeeman sublevels (Fig. 1.6b). Because the ZFS interactions perturb

the Zeeman sublevels, the ∆M = ±1 energy splittings at a given B0 differ by an energy

proportional to the ZFS energy. In the spectrum, the resonances are shifted along the field

axis relative to one another by amounts proportional to the ZFS energy. Because the ZFS

interactions have different values along different directions, the resonant field values (B0)

likewise depend on the orientation of the principal axes of the ZFS interactions with re-

spect to the Zeeman field. By systematically rotating the system in the applied Zeeman

field, one may map out the distribution of spin interactions and underlying molecular

symmetries. This result makes trEPR a powerful tool for characterizing the spatial quali-

ties of molecules.

Consider, for example, the magnetic interaction between two electrons in a triplet state
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represented by D. Suppose further that D has an axial distribution (Fig. 1.5), so that the

interaction is given entirely by its maximum value D and its orientation relative to its z

principal axis. The energies of the zero-field states for this two-electron triplet, labelled

|z⟩, |x⟩, and |y⟩, are split by |D| (Fig. 1.7).
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FIGURE 1.7: The triplet trEPR spectrum as a function of orientation. Black lines illustrate the
energies of triplet state magnetic sublevels (Fig. 1.6) as a function of an applied Zeeman field B0.
The direction of the field with respect to the molecular axes z and x is indicated by red arrows.
Circles represent sublevel populations and arrows show transitions. When the zero-field dipole
interaction D is axial (Fig. 1.5), the zero-field level |z⟩ is split from the degenerate |x⟩ and |y⟩
sublevels by the magnitude of the interaction, D. For the field along z, two signals appear in the
trEPR spectrum that are split by 2D. For B⃗0 ∥ x, the zero-field states converge to different strong-
field states and the splitting in the trEPR spectrum is halved.

Suppose now that a strong Zeeman field is applied along the z principal axis of the ZFS

interaction, assumed to correspond to the molecular z-axis. When the field is increased,

the spins leave their precession about the principal axes and begin to precess about B⃗0.

As the field increases, the zero-field states converge to different linear combinations of
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Zeeman states. For B⃗0 ∥ z, the field applies no torque to the |z⟩ sublevel so it converges to

|0⟩ (Fig. 1.7). Then |x⟩ = (|−⟩ − |+⟩)/
√

2 and |y⟩ = i(|−⟩+ |+⟩)/
√

2. If the |0⟩ sublevel

is the only sublevel populated, Fig. 1.7 shows that the observed trEPR spectrum has a

pair of absorptive and emissive lines split about center field by 2D/gµB.

If instead the field is applied along the principal x-axis, then the zero-field sublevels

converge to different Zeeman sublevels as the field is turned on: |z⟩ = i(|−⟩+ |+⟩)/
√

2,

|x⟩ = |0⟩, and |y⟩ = |−⟩ − |+⟩)/
√

2. For B⃗0 ∥ x, the energy of the |x⟩ level is unaffected

by the applied field and, as a result, the transitions in the trEPR spectrum are split by half

as much as before (Fig. 1.7). If the trEPR experiment probes spin interactions that differ

magnetically or spatially, the resulting spectrum will be a sum of spectra from each,23 and

in completely disordered samples the spectra are complex and broad.34
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Chapter 2

Singlet Fission for Quantum Information
and Quantum Computing: The Parallel
JDE Model*

2.1 Abstract

Singlet fission is a photoconversion process that generates a doubly excited, maxi-

mally spin entangled pair state. This state has applications to quantum information and

computing that are only beginning to be realized. In this Chapter, we construct and ana-

lyze a spin-exciton hamiltonian to describe the dynamics of the two-triplet state. We find

the selection rules that connect the doubly excited, spin-singlet state to the manifold of

quintet states and comment on the mechanism and conditions for the transition into for-

mally independent triplets. For adjacent dimers that are oriented and immobilized in an

inert host, singlet fission can be strongly state-selective. We make predictions for electron

paramagnetic resonance experiments and analyze experimental data from recent litera-

ture. Our results give conditions for which magnetic resonance pulses can drive transi-

tions between optically polarized magnetic sublevels of the two-exciton states, making it

possible to realize quantum gates at room temperature in these systems.

*Adapted with permission from Smyser, K. E. & Eaves, J. D. Sci. Rep. 10, 18480, (2020).
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2.2 Introduction

In this Chapter we consider singlet fission between chromophores in two classes of

systems that are widespread in the literature: covalently linked organic dimer molecules35

and organic crystals comprised of chromophore pairs.14 As is often the case, the selection

rules governing the quantum relaxation phenomena depend sensitively on molecular

symmetries. In particular, a pair of identical chromophores, where one molecule is re-

lated to the other by a translation (Fig. 2.1b), will also exhibit an exchange symmetry

for the exciton triplet pair. As we show, that symmetry isolates the 3TT triplet states so

that spin relaxation only proceeds between 1TT and 5TT states. The most state-selective

relaxation occurs between the 1TT singlet state and the 5TT0 quintet state in an ordered

and immobilized system of molecular dimers that have their magnetic principal axes

mutually parallel to one another.

2.3 The Spin-Exciton Hamiltonian

We follow with a derivation of the spin-exciton hamiltonian for the triplet pairs in

Eq. 1.3, exploiting approximations for the light atom molecules characteristic of singlet

fission chromophores. The singlet fission process S0S1 ⇌ 1TT (Fig. 1.2) is often much

faster (picosecond or sub-picosecond) than the timescales on which the pair states evolve

1TT ⇌ 2S+1TTM (nanoseconds to microseconds). For singlet fission dimers, the spin-

orbit interaction is small and is often ignored, though it is straightforward to include it

in the hamiltonian.36 Similarly, the g-tensors in singlet fission chromophores are often

isotropic,8 though anisotropy in the g-tensors can also be included perturbatively.
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After making the Born-Oppenheimer approximation, suppressing orbital degrees of

freedom, and ignoring hyperfine interactions, we begin with a general hamiltonian that

is bilinear in all spin-spin interactions,

H =
1
2

4

∑
i,j=1
i ̸=j

si · Oij · sj, (2.1)

where si is the electron spin operator for orbital i, and the indices i and j enumerate the

HOMO and LUMO levels in a frontier molecular orbital description of the chromophore

pair (Fig. 2.1a). Oij is a rank-two tensor that accounts for the spin-spin interactions be-

tween the four electrons in the four orbitals. Within this framework, Oij depends implic-

itly on integrals over spatial wavefunctions (Sections 3.2.3 and 3.2.4). Akin to electron-

ically nonadiabatic effects in molecules, fluctuations in nuclear coordinates and exciton

hopping can make the Oij time-dependent.23,37 These time-dependent Oij parameters can

drive transitions between different spin states of the spin-exciton hamiltonian.

The interaction tensors Oij for each electron pair can be decomposed into three sepa-

rate terms: a scalar “isotropic” part, an antisymmetric tensor of rank one, and a traceless,

anisotropic tensor of rank two. The isotropic term yields the usual Dirac-Heisenberg ex-

change coupling.33 Unlike the isotropic exchange interaction, both the antisymmetric and

the anisotropic terms are formally relativistic in nature, and in light-atom molecules they

are much smaller than the isotropic term.38 For example, the isotropic exchange interac-

tion in a single pentacene molecule splits the singlet and triplet levels by about 1 eV,8

while the anisotropic interaction splits the triplet levels by about 1 GHz, ≈ 10−6 eV.39 The

antisymmetric term is usually negligible in aromatic hydrocarbons and so we ignore it.
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FIGURE 2.1: (a) The products of singlet fission are doubly excited states, with one electron in
each frontier molecular orbital (numbered 1-4) of each chromophore (labelled A or B). The spin
of each chromophore is a triplet so that SA = SB = 1. We assume that all inter-chromophore
isotropic exchange interactions J (double-headed arrows) are equivalent. The intra-chromophore
interaction is spin-dipole in origin and is characterized by the axial and rhombic EPR parameters,
D and E, respectively. In the parallel JDE model, we assume that DA = DB = D and EA = EB =
E. This figure is similar in spirit to a picture presented in a recent review, though the nature of
the spin-spin interactions there differs from what we present here.40 (b) The parallel JDE model
describes two translationally invariant chromophores that have all zero-field splitting principal
axes (x′, y′, z′) parallel to one another. These chromophores may be covalently linked (top) or
doped into a photophysically inactive host matrix (bottom).

To simplify the hamiltonian, we decompose it into intra-chromophore and inter-

chromophore interactions (see Section 3.2.2). Because we are not interested in modeling,

for example, the transitions between the singlet and triplet state on a single chromophore,

we do not include the intra-chromophore isotropic exchange interaction in the hamilto-

nian. We do, however, keep the intra-chromophore anisotropic coupling. We also include

the isotropic inter-chromophore exchange interaction but discard the much smaller inter-

chromophore anisotropic coupling. Finally, we set all of the inter-chromophore isotropic

exchange interactions equal to the same number, J, (see Section 3.2.1). The spin-exciton

hamiltonian then takes a compact form,

H = J SA · SB + HA + HB, (2.2)
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where SA = s1 + s2 and SB = s3 + s4 are the spin operators associated with chro-

mophores A and B.

The first term in Eq. 2.2 is the isotropic exchange interaction J between two triplet ex-

citons. HA = D(S2
Az′ − S2

A/3) + E(S2
Ax′ − S2

Ay′) and HB = D(S2
Bz′ − S2

B/3) + E(S2
Bx′ −

S2
By′) are the hamiltonians associated with the intra-chromophore anisotropic interac-

tions, taken to be of the spin-dipole form, written in the canonical “zero-field splitting”

(ZFS) form from EPR literature.33 The primed coordinates denote the principal axes of

the magnetic dipole tensor for chromophore A and chromophore B. The highest symme-

try case is the one we analyze here, where all principal directions for chromophore A are

parallel to those of chromophore B. Equation 2.2 describes the interactions between two

triplet Frenkel spin-excitons, modeled as two spin-1 objects, each one interacting with

itself through the spin-dipole interaction and coupled to one another through exchange.

Because the hamiltonian depends only on the parameters J, D, and E and the principal

axes of A and B are parallel, we refer to the spin-exciton hamiltonian in equation 2.2 as

the parallel JDE model. As we will show, restricting the axes of A and B to be parallel

imposes symmetries that make relaxation between magnetic sublevels maximally state-

selective. All of the parameters in the JDE model can either be computed in electronic

structure or measured in mixed optical/magnetic resonance experiments.

Hamiltonians similar to Eq. 2.2 have appeared more recently in literature,14–17,19,37,41

though researchers either use approximations that make Eq. 2.2 spin-conserving or they

analyze it at weak J. Methods of arriving at a spin-conserving JDE model differ between

authors, but they amount to making an effective spin approximation, such that, for ex-

ample, S2
Az + S2

Bz ≈ S2
z . One then discards the isotropic exchange term, which is spin-

conserving anyway, and writes the hamiltonian with renormalized D and E parameters,
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where the A and B site-spin operators are replaced by total spin operators. The D and

E zero-field splitting parameters in crystals are renormalized to the spatially averaged

D∗ and E∗.42,43 In the “strong exchange limit,” |J|/|D| ≫ 1, D becomes D/3, but only

for the quintets.15 Ref. [44]’s “singlet character” approximation is not spin-conserving,

but is only appropriate when the Zeeman term (B0) dominates over J. In the theory for

B0 > |J|, the initial and final states are adiabatically connected to one another.37 The the-

ory presented in this Chapter is a nonadiabatic analog that is applicable when J is large.

Spin conserving approximations, like the strong or weak exchange approximation, are

suitable for work that does not consider transitions between states of different multiplic-

ity. They are manifestly incapable of describing the kind of intersystem crossing, from

1TT to 5TTM for example, that recent EPR experiments have observed. These newer mea-

surements necessitate the development of the theory presented here.

2.4 Spin Dynamics and Selection Rules at Zero Applied

Field

The exchange term JSA · SB is the largest energy scale in the hamiltonian. It is rota-

tionally invariant and diagonal in the total spin representation. We factor out elements

from the JDE hamiltonian (Eq. 2.2) that are functions of the total spin operators, S2 and

Sz, and are therefore diagonal in the total spin basis {|S, M⟩}. These are the reference

hamiltonian,

H0 = JSA · SB + D
(

S2
z − S⃗2/3

)
. (2.3)
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The couplings between states of different multiplicity make up V, which is what remains,

V = H − H0. The off-diagonal perturbations in V that cause transitions between the

states depend solely on D and E,

V =− 2D
3
(
2SAzSBz − SAxSBx − SAySBy

)
− 2E

(
SAxSBx − SAySBy

)
+

E
2
(S2

+ + S2
−).

(2.4)

The terms that comprise V are bilinear products of SA and SB Cartesian spin operators.

In the parallel case the largest of these terms ∼ DSAzSBz which has the form of an ef-

fective “Zeeman” interaction, where the z-component of the magnetic field produced by

exciton spin-A couples to the magnetic dipole of spin-B. This form of the hamiltonian,

H0 + V, is equivalent to the hamiltonian given in Eq. 2.2 but facilitates the application of

perturbation theory and an intuitive discussion of the results of the JDE model transition

theory at zero field.

The energy level diagram for the diagonal states of the reference hamiltonian, H0, ap-

pears in Fig. 2.2a. States of different multiplicity are split by the large inter-chromophore

exchange interaction, J, and for J < 0, the singlet state is higher in energy than the triplet

and quintet manifolds (Eq. 2.2). The singlet-quintet splitting between 1TT and 5TT is

three times the singlet-triplet splitting. The much smaller intra-chromophore axial ZFS

interaction, D, splits magnetic, M, sublevels within each manifold. The rhombicity pa-

rameter, E—the smallest energy scale in the hamiltonian—is not in H0 and only couples

∆S = 0, ∆M = ±2-sublevels at zero field.

When evaluating the hamiltonian, we express it in terms of spherical tensor operators
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a b

FIGURE 2.2: (a) Energy-level correlation diagram of the JDE model in zero applied field. Interac-
tion energies and splittings decrease in magnitude going from left to right. The sign of J orders
the states of total S; we choose J < 0 in analogy to Hund’s rule. The choice D > 0 corresponds to
literature values for pentacene.23 D is the second largest energy scale and it lifts the degeneracy
of states with different magnitudes of the total spin projection quantum number |M| = 0, 1, 2.
(b) The Q states are linear combinations of degenerate pairs of 5TT±M states with Cartesian sub-
scripts that indicate analogies to the d-orbitals. Transitions from 1TT are only allowed to two Q
states (black). The Qz2 state may be populated through a non-adiabatically fast interconversion
process which goes as k f ast ∼ D2. A much slower process kslow ∼ E2 allows transition from the
1TT state to the Qx2−y2 state.

and apply the Wigner-Eckart theorem (see Section 3.3).45 In our evaluation, the “renor-

malization” of D, for example, to D/3 for quintets (Fig. 2.2a), is a direct consequence

of the Wigner-Eckart theorem. We assume that the ZFS, D and E parameters are inde-

pendent of nuclear coordinates and that the time-dependent nuclear motion appears in

J. A recent paper that numerically simulates spin dynamics in singlet fission in Ref. [37]

makes a similar approximation.

The application of the Wigner-Eckart theorem to the hamiltonian in Eq. 2.2 also shows

that transitions from 1TT to 5TT0 and 5TT±2 are allowed while all other transitions from

1TT are forbidden (Section 3.3.7). Motivated by degenerate perturbation theory, we form
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symmetric and antisymmetric combinations of the ±M-states of the degenerate hamilto-

nian (Fig. 2.2b). For example, forming linear combinations from the sums and differences

of each pair of degenerate states,44

|Qx2−y2⟩ =
1√
2

(
|5TT+2⟩+ |5TT−2⟩

)
=

1√
2
(|xx⟩ − |yy⟩)

|Qxy⟩ =
1√
2

(
|5TT+2⟩ − |5TT−2⟩

)
=

i√
2
(|xy⟩+ |yx⟩)

|Qxz⟩ =
1√
2

(
|5TT+1⟩ − |5TT−1⟩

)
= − 1√

2
(|xz⟩+ |zx⟩)

|Qyz⟩ =
1√
2

(
|5TT+1⟩+ |5TT−1⟩

)
= − i√

2
(|yz⟩+ |zy⟩)

|Qz2⟩ = |5TT0⟩ =
1√
6
(2|zz⟩ − |xx⟩ − |yy⟩) ,

(2.5)

breaks the degeneracy of the 5TT±1 states by 2|E| (Fig. 2.2b). These linear combinations of

the M-sublevels are analogous to those of the ℓ = 2 spherical harmonics that are taken to

construct the d-orbitals,46 and so we label the states accordingly (Fig. 2.2b). The states la-

belled by Cartesian coordinates are product states of the single exciton “zero-field states”

that diagonalize the single-exciton ZFS hamiltonian. The labels correspond to the princi-

pal axis directions of the ZFS interaction, in which the interaction lies solely along these

axes.33 The product states, however, are not the eigenstates of HZFS = HA + HB.44

The first term in V (Eq. 2.4) is of similar form to the |Qz2⟩ state (Eq. 2.5) and couples

it to the |1TT⟩ state by |⟨1TT|V|Qz2⟩| ∼ D; the second term couples the |1TT⟩ state to

the |Qx2−y2⟩ state by |⟨1TT|V|Qx2−y2⟩| ∼ E; and the third term in V weakly mixes the

non-degenerate quintet states, |Qz2⟩ and |Qx2−y2⟩ so weakly that we ignore it. All other

singlet-quintet coupling elements go to zero in this basis. The state-selectivity follows

from the symmetries of how the Cartesian Q-states, rather than the Zeeman |S, M⟩ states,
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transform under the rotation operations that characterize the symmetries of the zero-field

hamiltonian (Section 3.3.5).

In a rate theory for relaxation, the relaxation rate from 1TT to Qz2 is proportional to

D2 and the rate from 1TT to Qx2−y2 is proportional to E2. Because |D| ≫ |E|, the domi-

nant relaxation channel is from 1TT to Qz2 (Fig. 2.2b). These selection rules are strict for

identical chromophores with parallel symmetry, but upon breaking this symmetry, tran-

sitions from the quintet 5TT to the triplet manifold 3TT become allowed while transitions

from the 1TT to the 3TT manifold remain forbidden. In the absence of parallel symmetry,

transitions also become allowed between 1TT and all of the quintet sublevels.

Equation 2.2 can describe how the unpairing of 1TT to independent triplets T + T

takes place (Eq. 1.4).37 By measuring quantum beats in delayed fluorescence spectra,

Ref. [11] showed, rather convincingly, that exciton unpairing can occur in crystalline

tetracene. In a crystal, the exciton hopping rate is fast. As a result, J, which depends

sensitively on the distance between chromophores, will rapidly go to zero. This sce-

nario can be modeled using a quantum quench with the time-dependent hamiltonian

H(t) = HA + HB + (1 − θ(t))JSA · SB, where θ(t) is the Heaviside step function, and the

quench occurs for t > 0. After the initial transients associated with decoherence and pop-

ulation relaxation phenomena subside, detailed balance shows that the system’s reduced

density matrix will factorize into a thermal product state. Because HA and HB commute,

at times that are long compared to the spin relaxation times the density matrix becomes

ρ ∼ exp (−βH) /Z = exp (−βHA) exp (−βHB) /ZAZB = ρA ⊗ ρB. The two triplet exci-

ton states become formally independent.

Exciton entanglement diminishes as J becomes smaller. This implies that dimers

will preserve entanglement on longer timescales than crystals with mobile excitons. In
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tetracene crystals, the loss of coherence has been observed to occur on timescales of tens

of nanoseconds, which is not much longer than the quantum gate switching times given

by the inverse characteristic EPR transition frequencies.11 Once thermalized, these two

triplets offer no quantum advantage over single triplets prepared through more standard

intersystem crossing processes.

For quantum information applications, one should focus attention on dimers where

chromophores are covalently bound or packed together as a minority component in a

crystal so that the exciton hopping rate to the host is negligible.14 We refer to the latter

category as a “dilute crystal.” In these systems, J may fluctuate about a nonzero value, but

it cannot go to zero. We impose the condition that |J| ≫ |D|. For organic chromophores,

such as polyacenes, it is also often the case that |D| ≫ |E|.

In dimers, transitions can occur from rare fluctuations of the bare energy gaps between

states of total |S, M⟩. These fluctuations are driven by nuclear motions, and we assume

that the energy gap embodied in a time-dependent J obeys Gaussian statistics. This sce-

nario is valid so long as |J| ≫ |D| and the energy gap obeys linear response with respect

to the nuclear motions. The resulting theory is completely analogous to Marcus’ theory

of nonadiabatic electron transfer and the Förster-Dexter theory of exciton hopping, where

the ZFS parameters play the role of the nonadiabatic coupling matrix elements. Transi-

tions between initial and final states take the form ki→ f = F|⟨i|V| f ⟩|2, where F is a Franck-

Condon weighted density of states. In principle, F incorporates a thermal factor between

the various final states that is the result of summing over nuclear fluctuations. Detailed

balance, however, gives the condition that ki→ f /k f→i = exp(−β
(
Ei − E f

)
). Given that

the various quintet states are split by about 0.05 cm−1, ignoring the temperature depen-

dence of the prefactor is a safe approximation for temperatures above about 1 K. It is a
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straightforward matter to extend this analysis to a case where |J| < |D|, by first diago-

nalizing the JDE hamiltonian and then applying second-order perturbation theory in the

exciton-heat bath coupling. This approach would resonate closely with the much earlier

work in Ref. [47] on delayed fluorescence in molecular crystals that has since been applied

to recent experiments.13

2.5 EPR Spectroscopy

Recent experiments have employed an optical pump/EPR probe scheme to observe

the fate of exciton polarization following singlet fission.15–22,37,48 Many of these experi-

ments use field-swept EPR as the probe, where the system is subjected to a static magnetic

field, B0, along the laboratory z-axis. The static field splits the magnetic sublevels while

an oscillatory microwave field, B1, polarized in the xy-plane, induces transitions between

them. In these experiments, one finds resonances as a function of the static field strength,

B0.

Many experiments use X-band EPR (8-12 GHz) and for small organic chromophores

this is in the strong field limit, where states are split by much more than D. To model

these experiments, we introduce the Zeeman term, HZeeman = gµBB0Sz, into Eq. 2.2 and

choose the quantization axis along the lab, or Zeeman, z-axis (see Section 3.3.2). The

static Zeeman field splits states of different M but not states of different S; the 1TT state

is unaffected by the Zeeman field.

Because the Zeeman field induces splittings that are large compared to those of HZFS,

the reference hamiltonian, H0, changes. To construct it, we first project out the quintet

block to find its eigenstates, |α⟩ = ∑M cM,α|5TTM⟩. These states, the adiabats (Fig. 2.4b),
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adiabatically follow B0. The hamiltonian is then re-expressed in the adiabatic basis, with

the reference hamiltonian, H0 = ∑α |α⟩ϵα⟨α|, and coupling to |1TT⟩ defined accordingly.

Transitions occur between the adiabatic sublevels and have a spectrum given by the

Golden Rule I = ∑α,β |⟨α|Sx|β⟩|2(Pα − Pβ)δ(ϵα − ϵβ),49 where Pα = Tr(ρ|α⟩⟨α|) is the

population in state |α⟩. More details appear in Section 3.4. While the time-dependence of

the populations can be, and has been, measured, we focus attention on the “prompt” EPR

spectrum that interrogates the initial population of the exciton magnetic sublevels imme-

diately following singlet fission, where the short-time approximation Pα ∼ |⟨1TT|H|α⟩|2

is valid. With these provisions in place, there are no adjustable parameters for the calcu-

lated EPR spectra.

Changing the orientation of the dimer relative to the Zeeman field results in a per-

turbative change in the hamiltonian. The transitions from 1TT to the 5TT±1 sublevels,

that were once symmetry forbidden, are now allowed and state selectivity diminishes.

For dimers in a powder or frozen solution, the EPR signal is a sum over an ensemble of

molecules that have a broad distribution of orientations with respect to the Zeeman field.

The resulting spin polarization is scrambled, which leads to decoherence in the ensemble

signal. In quantum information applications this is a source of noise, and it is therefore

important not only to fix the molecular axes relative to one another, but also with respect

to the laboratory axis.

For dimers with their principal axes fixed in space, the prompt EPR spectra as a func-

tion of the polar angle, θ, between z and z′, exhibit different numbers of peaks with dif-

ferent frequencies and signed relative intensities (Fig. 2.3). The coupling term, V, is a

function of θ, and all quintet states may be directly accessible from the 1TT state. There

is intensity-borrowing from the 5TT0 and 5TT±2 zero-field states into all 5TTM sublevels
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FIGURE 2.3: θ is the polar angle between the lab-fixed Zeeman axis and the principal z′-axis. Peak
intensities are proportional to differences in state populations and are relative to intensities at
θ = 0◦. Differences in the number and sign of the peaks are the result a θ-dependent coupling
between the |1TT⟩ and the adiabatic |α⟩ states described in the text. Colored lines follow specific
transitions, indicated in the inset where states are ordered in energy with respect to the applied
field. The parameters used to calculate the spectra are consistent with those reported in Fig. 2.4,
where we discuss the spectrum for θ = 90◦.
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as a function of θ. As θ goes from 0◦ to 90◦, state selectivity for the relaxation from 1TT

monotonically decreases. The EPR signal is a much weaker function of the azimuthal

angle, ϕ.

Reference [14] published TT EPR spectra for dilute crystals of pentacene molecules

doped into a p-terphenyl matrix. The pentacene molecules adopted both parallel and

herringbone configurations in the host, as observed in the pentacene crystal structure.

This elegant design allowed them to disperse the dimers and fix their orientations in

space. The 5TT EPR spectrum contains contributions from dimers in both parallel and

herringbone geometries. Figure 2.4a shows the field-swept energies of 5TTM states for

parallel chromophores, where the Zeeman field, B0, is directed along the principal x′-axis,

which is the most well-resolved spectrum in their paper. On this diagram, we indicate the

diabats which are pure |S, M⟩ states, along with the adiabats described above (Fig. 2.4b).

The transitions occur in the strong field limit, far from the avoided crossings between the

adiabats, which occur at much smaller values of the B0 field. Indeed, in the vicinity in

which the EPR transitions are recorded, the diabats and adiabats very nearly coincide.

We present our calculation for the prompt EPR spectrum in Fig. 2.4c using the param-

eters from Ref. [14]. As Fig. 2.4a and 2.4c show, our model fits their data extremely well

for the quintet part of the spectrum (left panel of Fig. 6 in Ref. [14]), with one caveat.

The polarization pattern (AEAE) we calculate for parallel molecules (Fig. 2.4c) matches

the polarization of the spectrum that Ref. [14] assigned to the herringbone configura-

tion. This is because Ref. [14] included an anisotropic inter-exciton exchange coupling

and treated the populations as fit parameters. Ref. [14] did find, however, that setting the

populations in quintet M = ±1 levels to zero produced the best fit to the spectrum. This

result is completely consistent with the selection rules derived here with B0||x′.
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FIGURE 2.4: (a) The energies of diabatic quintet states as a function of the Zeeman field. Parame-
ters used are literature values for parallel pentacene molecules in p-terphenyl.14 The experiments
performed in Ref. [14] are in the strong field limit, where the transitions are far removed from
the avoided crossings between adiabatic states (b). In this limit, the diabatic states (solid lines) of
the Zeeman hamiltonian are very close to the adiabatic states (dashed lines). Open circles indi-
cate computed transitions which compare favorably to the field values of transitions reported by
Ref. [14] (closed circles). With B0||x′, the 1TT state transfers only to the quintet M = 0,±2 states.
Wavy arrows indicate the direction of transitions for D > 0. (c) Simulated prompt EPR spec-
trum, where positive changes in the intensity indicate induced absorption and negative changes
indicate stimulated emission. The relative peak intensities were calculated from coupling matrix
elements between the singlet and quintet states using a short-time approximation to the Pauli
master equation. These populations reproduce the AEAE polarization pattern for the quintet part
of the spectrum reported in Ref. [14].
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2.6 Discussion

We have provided a derivation and an analysis of a model hamiltonian for singlet fis-

sion with an eye toward quantum computing, information, and sensing applications. The

model is specified by only three parameters: the inter-chromophore isotropic exchange

coupling, J, and the intra-chromophore ZFS axial parameter, D, and rhombicity param-

eter, E. These parameters can be measured independently or calculated using electronic

structure. The model one arrives at under a set of reasonable approximations is some-

thing we call the JDE model, named for the J, D, and E parameters of that hamiltonian.

In particular, we have shown that one can use the magnetic sublevels of the 5TT space

as “qudits” in quantum information applications,50 where EPR experiments perform the

function of quantum gates. The five quintet states offer a quantum advantage over the

three states of the spin-polarized triplets, produced either by intersystem crossing or as

the final spin unpaired products of a singlet fission process in a crystal. We have shown

the conditions under which the 1TT state transfers to states in the quintet block and have

given the conditions for maximal state selectivity, and thereby the most efficient pathway

to optical spin polarization for those transitions.

To decrease the transition rates from the 2S+1TTM manifold into the incoherent un-

paired triplets, one needs to keep the value of J large. This implies that molecular dimers

that are covalently bound to one another or doped as an impurity component into a host

crystal are ideal candidates for generating optically spin-polarized quantum states near

room temperature.

We have identified, for the first time, the selection rules for relaxation between the

various doubly excited TT levels in chromophores with parallel symmetry at both zero
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and large Zeeman fields. At zero field, fluctuations in J transfer population from the 1TT

state into the highly entangled quintet state, Qz2 . This transition rate goes as D2. There

is one and only one other allowed transition, which is into the Qx2−y2 state, but this rate

is proportional to E2 and is much slower. One can make the relaxation even more state

selective by synthesizing molecules with large |D|/|E| ratios.

In the strong field conditions, characteristic of both time-resolved field swept EPR

experiments and quantum computing applications, we find that relaxation can be kept

state-selective provided that the principal axes of the two chromophores are parallel to

each other and to the Zeeman field. When a molecule’s principal z′-axis does not align

with the Zeeman axis, several symmetries are broken, and transitions are possible to all

sublevels in the quintet block. In samples where the molecules have a broad distribution

of orientations relative to the Zeeman axis, the ensemble will exhibit decoherence. This is

a different source of decoherence than, for example, inhomogeneous broadening, that can

be removed through echo techniques. This means that one needs to also devise a method

to immobilize and control the orientation of the singlet fission chromophores. Recent,

elegant, experimental work has shown that this is possible.14

Finally, using our model and analysis, we calculated the prompt EPR spectra of pen-

tacene dimers doped into a p-terphenyl crystal to compare with the experimental mea-

surements reported in Ref. [14]. With the parameters J, D, and E provided, there are

no adjustable parameters in this calculation. The results match the major features of the

measured quintet spectrum, including the polarization pattern (AEAE), very well.

Singlet fission can create strongly spin-polarized products and thereby generate

nearly pure quantum states at room temperature, but there are several design princi-

ples that one should follow. First, keep the inter-chromophore exchange, J, large. Second,
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immobilize the molecules and align their principal axis to the Zeeman field. Both require-

ments are satisfied in immobilized and oriented, covalently linked dimers, or in dimer

pairs that are embedded in a crystal host that inhibits exciton diffusion.14

Singlet fission can offer many of the quantum advantages found in color centers, like

the NV center in diamond, but with a bottom-up approach to design that is currently

unavailable in color centers whose defects are implanted in the material post-synthesis.

Singlet fission, in contrast, is able to capitalize on the arsenal of synthetic techniques de-

veloped in organic chemistry to design molecules. This work provides a quantitative

model for computing dynamics and fitting spectra, and qualitative design principles for

the synthetic design of new organic molecules for quantum information applications.

This is an important step in establishing the relationship between molecular structure

and function in an emerging class of organic, novel quantum materials.
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Chapter 3

The JDE Model Formalism

3.1 Model Development

Derive
Spin

Hamiltonian

Tailor
Parameter
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Spherical
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Theorem

Spin 
Dynamics

FIGURE 3.1

Step 1: Derive the biexciton hamiltonian from the all-electron spin-exciton hamiltonian

from Chapter 2. In the absence of spin-orbit coupling, the wavefunction factorizes

into spin and spatial (orbital) components. After integrating over spatial compo-

nents, the spins interact through an effective hamiltonian. Quite generally, the

interactions must be bilinear in the spins.

Step 2: Write the model hamiltonian as a sum of different spin-spin interaction hamilto-

nians. The parameters of these hamiltonians can be measured or calculated, form-

ing a rational connection between molecular structure and the emergent exciton
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spin dynamics of the triplet pair. Based on the relative magnitudes of reported

values for the interactions and, by exploiting symmetries specifically for singlet

fission dimers, reduce the parameter space of the model hamiltonian to a minimal

set.

Step 3: Write the simplified model hamiltonian in the spherical tensor representation. In

the next step the matrix elements are evaluated based on the rotational symme-

tries of spin operators, spin states, and spin-spin interactions.

Step 4: Use the Wigner-Eckart theorem to analyze the matrix elements of the JDE model

hamiltonian in the total spin basis. A direct result are the selection rules for re-

laxation pathways between the initially formed singlet pair state and the various

high-spin pair sublevels.

Step 5: The JDE hamiltonian is a low energy approximation to a fully relativistic hamil-

tonian. The true eigenstates of this system are the fully relativistic states, so in the

model representation, interactions can actually change the angular momentum.

This is witnessed for some dimers in the trEPR spectrum immediately following

singlet fission (∼ns). Given the model hamiltonian and nature of these states, de-

velop a theory for transitions between them. By developing state-to-state kinetics

through first-order perturbation theory, this illustrates the role that interactions

play in pair state dynamics. Using this theory, calculate the trEPR spectrum with

home-built software written in the Julia programming language.



Chapter 3. The JDE Model Formalism 34

3.2 The JDE Spin-Exciton Hamiltonian in Cartesian Space

This Section aims to develop an understanding of the spin-exciton hamiltonian from

Chapter 2 (Eq. 2.2) and introduces the concept of tensors. First, it provides a more explicit

derivation of the JDE model hamiltonian and then discusses the spin-spin interactions

relevant to the singlet fission chromophores for quantum computing applications. To

conclude, selection rules are derived from two discrete symmetry operations, exchange

and parity.

3.2.1 Deriving JDE Model Hamiltonian

The electron-hole pair called a Frenkel, or molecular exciton, is localized to one chro-

mophore. The spatial wavefunction of the two-triplet state is therefore also expected to be

tightly bound. As a result, we expect that each chromophore behaves as a spin-1 object.

These are spin centers A and B with spin operators,

SA = s1 + s2,

SB = s3 + s4,
(3.1)

where indices 1-4 denote the electrons belonging to the individual spin centers. The en-

ergy from two interacting spins can be described by a “bilinear” spin hamiltonian. For
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example, the hamiltonian that describes all inter-chromophore interactions is,

HAB = S⊺
A ·OAB ·SB

= (SAx SAy SAz)


Oxx Oxy Oxz

Oyx Oyy Oyz

Ozx Ozy Ozz




SBx

SBy

SBz

 .
(3.2)

In the second line of Eq. 3.2, a 3 × 3 Cartesian matrix is used to represent all inter-

chromophore interactions (e.g., dipole-dipole, exchange, spin-orbit) between spin-centers

A and B. Throughout the text, objects and interactions with vector representations are in-

dicated with over-arrows and those with matrix representations are in bold. Operators

are also shown in bold.

Equation 3.2 comes from the all-electron spin hamiltonian from Chapter 2 (Eq. 2.1),

restated here for convenience,

H =
1
2

4

∑
u,v=1
u ̸=v

s⊺u ·Ouv ·sv, (3.3)

where su is the electron spin operator for orbital u, and the indices u and v enumerate the

HOMO and LUMO levels in a frontier molecular orbital description of the chromophore

pair (Fig. 2.1a). Ouv is a matrix that represents the spin-spin interactions between the two

electrons in orbitals u and v. To arrive at Eq. 3.2, the sum in Eq. 3.3 is first expanded
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and then terms are grouped into inter-chromophore and intra-chromophore hamiltoni-

ans, HAB, HA, and HB, respectively,

H = s⊺1 ·O13 ·s3 + s⊺1 ·O14 ·s4 + s⊺2 ·O23 ·s3 + s⊺2 ·O24 ·s4

+ s⊺1 ·O12 ·s2 + s⊺2 ·O24 ·s4

= s⊺1 ·O13 ·s3 + s⊺1 ·O14 ·s4 + s⊺2 ·O23 ·s3 + s⊺2 ·O24 ·s4

+ HA + HB.

(3.4)

The intra-chromophore hamiltonians for chromophores A and B (Fig. 2.1) are defined

as HA ≡ s⊺1 ·O12 ·s2 and HB ≡ s⊺3 ·O34 ·s4. To write HAB, I exploit Hückel Molecular

Orbital theory that says for identical atoms the HOMO and LUMO orbitals differ only by

phase, O13 = O14 = O23 = O24 ≡ OAB. Then the hamiltonian is further simplified by

considering Eq. 3.1,

H = s⊺1 ·O13 ·s3 + s⊺1 ·O14 ·s4 + s⊺2 ·O23 ·s3 + s⊺2 ·O24 ·s4 + HA + HB

= s⊺1 ·OAB · (s3 + s4) + s⊺2 ·OAB · (s3 + s4) + HA + HB

= (s1 + s2)
⊺ ·OAB · (s3 + s4) + HA + HB

= S⊺
A ·OAB ·SB + HA + HB

= HAB + HA + HB.

(3.5)
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In summary,

HA = s⊺1 ·O12 ·s2

HB = s⊺3 ·O34 ·s4

HAB = S⊺
A ·OAB ·SB.

(3.6)

3.2.2 Introduction to Tensor Formalism

The O matrices in Eq. 3.6 are a representation of a more abstract object called a

tensor—a basis-independent mathematical object that can be used to describe physical

properties. Tensors are indexed by their rank, k, which describes the number of direc-

tional spaces they span simultaneously. For example, the representation of a rank-k

tensor in a 3-dimensional space is described by 3k values. When indexed by x, y, and z,

like in Eq. 3.2, the O refer to Cartesian tensors that are defined with respect to Euclidean

space.

The Cartesian tensor in Eq. 3.2 is written in a most general form, where all of the ma-

trix elements are assumed to be independent. In this form, it is difficult to meaningfully

associate these parameters, or matrix elements, with measured or calculated values for

the energies of physical interactions. The matrix in Eq. 3.2 is an example of a reducible ten-

sor. To assign the tensors meaningfully to spin-spin interactions, I continue by breaking

down the reducible Cartesian tensors into parts that have specific symmetries,

O = Osymmetric + Oantisymmetric

=
1
2
(O + O⊺) +

1
2
(O − O⊺) .

(3.7)
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The symmetric part of Eq. 3.7 may be further reduced,

O =
1
3

Tr (O) +

[
1
2
(O + O⊺)− 1

3
Tr (O)

]
(symmetric)

+
1
2
(O − O⊺) (antisymmetric).

(3.8)

Each part is referred to as an irreducible tensor of rank k ∈ {0, 1, ..., k − 1, k},51

O =

[
Tr (O)

3
1
](k=0)

+

[
1
2
(O − O⊺)

](k=1)

+

[
1
2
(O + O⊺)− Tr (O)

3
1
](k=2)

, (3.9)

where 1 is the identity matrix. Specific spin interactions are assigned to the irreducible

tensors O(k) by considering their symmetries under rotation.

Rank-k irreducible tensors are entirely described by 2k + 1 independent parameters.

Irreducible rank-0 tensors have a scalar (isotropic) representation, O(0) = Tr (O) /3. Al-

though, later it will prove helpful to instead consistently use matrix representations for

all interactions,

O(0) =
Tr (O)

3


1 0 0

0 1 0

0 0 1

 . (3.10)

Interactions with irreducible rank-one representations are spatially antisymmetric, O⊺(1) =

−O(1). In matrix form they are defined as,

O(1) =


0 δxy δxz

−δxy 0 δyz

−δxz −δyz 0

 , (3.11)
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where δij =
(
Oij − Oji

)
/2. They are described by three unique parameters and conse-

quentially can also be represented by a vector. The irreducible rank-two term in Eq. 3.9

has a 3 × 3 matrix representation,

O(2) =


σxx σxy σxz

σxy σyy σyz

σxz σyz σzz

 , (3.12)

where σij =
(
Oij + Oji

)
/2. It is symmetric, O⊺(2) = O(2), and traceless, σxx + σyy + σzz =

0, so that it is completely described by five parameters. The values of the O(2) interactions

are different for different directions so they are often referred to as anisotropic.

The inter- and intra-chromophore spin hamiltonians are bilinear because they are lin-

ear in the spins, separately. Because the elements of O are scalar values, we may re-

write the spin-spin hamiltonians as the scalar tensor product between the interaction

tensor O and the dyadic product of spin tensors. For example, consider again the inter-

chromophore spin hamiltonian (Eq. 3.6),

HAB = S⊺
A ·OAB ·SB

= ∑
i,j=x,y,z

SAi OABij SBj

= ∑
i,j=x,y,z

OABij SAi SBj

= OAB :
(
SA ⊗ S⊺

B
)

.

(3.13)
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Here I have introduced new notation for two operations: (1) the dyadic, or tensor, product

of spin operators is a matrix and is defined as,

(
SA ⊗ S⊺

B
)
=


SAx

SAy

SAz

 (SBx SBy SBz) =


SAxSBx SAxSBy SAxSBz

SAySBx SAySBy SAySBz

SAzSBx SAzSBy SAzSBz

 , (3.14)

and (2) the scalar tensor product,

O : T =


Oxx Oxy Oxz

Oyx Oyy Oyz

Ozx Ozy Ozz

 :


Txx Txy Txz

Tyx Tyy Tyz

Tzx Tzy Tzz

 = ∑
i,j

Oij Tij . (3.15)

The scalar tensor product can be thought of as the dot product of vectorized matrices or

the sum over the elements of a Hadamard product. It is sometimes referred to as the

Frobenius inner product or double dot product. Like the interaction tensor, the dyadics

can be written in terms of irreducible components, but, keeping in mind that the ele-

ments of
(
SA ⊗ S⊺

B
)

are products of spin component operators, it is not helpful to do so in

terms of Cartesian tensors. I will consider this further after introducing spherical tensor

operators. In summary, the full spin-exciton hamiltonian is written as,

H = ∑
k

O(k)
AB :

(
SA ⊗ S⊺

B
)(k)

+ O(k)
12 :

(
s1 ⊗ s⊺2

)(k)
+ O(k)

34 :
(
s3 ⊗ s⊺4

)(k) . (3.16)

Note that this Section considers the static representations of the physically dynamic

interactions. Their “effective” values are experimentally observable on the time and en-

ergy scales relevant to triplet pair dynamics and magnetic spectroscopies; they are time,
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ensemble, and spatial averages. In the following subsections, I show how the effective

interaction parameters, like J, D, and E from Chapter 2, relate to elements of irreducible

Cartesian tensors O(k) by exploiting their physical symmetries. To arrive at a model spin

hamiltonian, where scalar values parameterize the interactions, we integrate over the

spatial part of the wavefunction.

3.2.3 Isotropic Inter-chromophore Exchange Interaction

The Coulomb interaction between excitons, here labeled 1 and 2, is a function that

describes the energy from the spatial overlap of the electronic wavefunctions that are

separated by a distance r12. For example, to first order, it evaluates as the scalar inter-

electron interaction potential given by the sum of Coulomb C and Exchange K integrals,51

C =

〈
ϕi(1)ϕj(2) |

e2

r12
| ϕi(1)ϕj(2)

〉
, (3.17)

K =

〈
ϕi(1)ϕj(2) |

e2

r12
| ϕi(2)ϕj(1)

〉
, (3.18)

J = C ±K, (3.19)

where e is the elementary charge (1.6× 10−19 C) and ϕ denotes the space part of the wave-

function for an electron in state i and another in state j. The angular brackets indicate

that the values are averages over the orbital wavefunctions.52 Equation 3.17 says that

the Coulomb integral adds a penalty for the repulsive forces between two charge densi-

ties. The Exchange integral (Eq. 3.18) is proportional to the orbital overlap and lowers J

(Eq. 3.19) for unpaired electrons relative to paired. By occupying antisymmetric spatial

orbitals, the unpaired electrons in a triplet state avoid each other and minimize repulsive
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magnetic forces. In contrast, the paired singlet electrons have an increased probability of

occupying the same space and, it follows, higher energy. The exchange interaction is a

purely quantum-mechanical effect.

We shift the energy to neglect the Coulomb integral and set the isotropic exchange

parameter equal to the Exchange integral, |J| = K, which can be measured experimen-

tally as the energy splitting between spin states of different multiplicity (Figs. 2.2 and 5.2).

Note that ferromagnetism is the physical alignment of electron spins, so for ferromagnetic

systems J < 0 while for antiferromagnetic systems J > 0.

For the triplet pair, the intra-chromophore isotropic interactions are large (∼1 eV).

Because this is too large to be observable by magnetic field methods, this interaction is

not included in the hamiltonian. The inter-chromophore isotropic interaction is also too

large to be directly observed from the resonances in the X-band trEPR experiments herein,

but it does manifest in the intensity of the spectrum. It is the largest energy scale in the

hamiltonian and its value is given by the parameter J,

O(0)
12 ≡ 0

O(0)
34 ≡ 0

O(0)
AB = J.

(3.20)

Because the scalar tensor product is defined for same-rank tensors, the rank-zero spin-

spin operators form a scalar dot product S⊺
A ·SB.
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Based on the expression for the JDE model in Eq. 3.16, the inter-chromophore isotropic

exchange hamiltonian is,

H(0)
AB = O(0)

AB :
(
SA ⊗ S⊺

B
)(0)

= JS⊺
A ·SB.

(3.21)

3.2.4 Anisotropic Intra-chromophore Interactions

The classical interaction between one spin-dipole and the magnetic field produced by

another (Figs. 3.2a and 3.2b) transforms under rotation as a rank-two irreducible tensor

so we use this interaction to derive the hamiltonian for rank-two spin-spin interactions.

In the absence of a field, all M-sublevels of a spin state are degenerate. The rank-two

anisotropic interactions are local magnetic fields that lift this degeneracy (Fig. 2.2) and

are hence called zero-field splitting (ZFS) interactions.

To derive an expression for the spin-spin interaction, I start with the classical expres-

sion for the direct interaction between a dipole or magnetic moment, µ⃗2, and the magnetic

field B⃗′
1 from another dipole, µ⃗1. (Note, throughout this dissertation the unprimed field

vector B⃗1 refers to the applied microwave field in an EPR experiment in magnetic field

units.) The magnetic field from µ⃗1 is,

B⃗′
1 =

µ0

4πr3
12

(
3
(
µ⃗⊺

1 · r̂12
)

r̂12 − µ⃗1
)

=
µ0

4πr3
12

(
3
(
r̂12 · r̂⊺12

) · µ⃗1 − µ⃗1
)

,

(3.22)

where µ0 is the vacuum permeability and r⃗12 = r r̂12 = (x, y, z) is a vector pointing from

the field source at µ⃗1 to the point of “measurement” at µ⃗2 (Fig. 3.2a). The energy of the
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dipole µ⃗2 in the external field B⃗′
1 is,

−B⃗
′⊺
1 · µ⃗2 = − µ0

4πr3
12

(
3µ⃗⊺

1 ·
(
r̂12 · r̂⊺12

)
− µ⃗⊺

1

) · µ⃗2

= − µ0

4πr3
12

(
3
(
µ⃗⊺

1 · r̂12
) (

r̂⊺12 · µ⃗2
)
− µ⃗⊺

1 · µ⃗2
)

=
µ0

4πr3
12

(
µ⃗⊺

1 · µ⃗2 − 3
(
µ⃗⊺

1 · r̂12
) (

r̂⊺12 · µ⃗2
))

.

(3.23)
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FIGURE 3.2: The JDE model is a function of orientation. (a) The intra-chromophore magnetic
dipole-dipole rank-two hamiltonian is derived from the classical expression for the energy of a
dipole µ⃗2 that is placed in the magnetic field produced by another µ⃗1. The vector r⃗12 describes
the relative orientation of the two dipoles. (b) The inter-chromophore magnetic dipole-dipole
interaction is parameterized by its magnitude, which is a function of the distance between the
two triplets rAB, and the relative orientation of the two chromophores with respect to the dimer
frame (x, y, z, see Fig. 3.3b) that is described by the polar coordinates Θ and Φ. (c) The EPR
spectrum is different for different orientations of the dimer in the Zeeman field B⃗0. A passive
rotation (Section 3.3.2) of the dimer axes (x, y, z) by the polar angles θ and ϕ describes the system
with respect to the field.

The dipole vectors are then promoted to spin operators by substituting the definition

of the magnetic moment of an electron, µ⃗ = −gµBs, where µB = eh̄/2me is the Bohr

magneton and ge ≈ 2.0023 is the free electron g-factor. By assuming that the angular mo-

mentum of the system is entirely due to spin angular momentum, the g-factor is isotropic

and g1 = g2 = ge. For electron spin operators s1 and s2 (Fig. 2.1), the rank-two anisotropic
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zero-field hamiltonian for chromophore A is,

H(2)
A =

µ2
Bg2

e

r3
12

(
s⊺1 ·s2 − 3

(
s⊺1 · r̂12

) (
r̂⊺12 ·s2

))
= λ

(
s⊺1 ·s2 − 3

(
s⊺1 · r̂12

) (
r̂⊺12 ·s2

))
= λ s⊺1 ·

(
1 − 3r̂12 · r̂⊺12

) ·s2

= λ s⊺1 ·DA ·s2,

(3.24)

where λ ≡ µ2
Bg2

e /r3
12. In the last line the identity (a⊺ ·b) (c⊺ ·d) = a⊺ · (b ·c⊺) ·d is used

to define the matrix DA ≡ 1 − 3
(
r̂12 · r̂⊺12

)
.

Following Ref. [33], I now rewrite the single chromophore hamiltonians in terms of

their total spin, SA = s1 + s2 and SB = s3 + s4, replace the direction r̂ with the vector r⃗,

and omit the 12 subscript on r for readability,

H(2)
A = λ

(
s⊺1 ·s2 −

3
(
s⊺1 ·⃗r

)
(⃗r⊺ ·s2)

r2

)

= λ
(

r2 (s⊺1 ·s2
)
− 3

(
s⊺1 ·⃗r

)
(⃗r⊺ ·s2)

)
.

(3.25)

Expanding the dot product,

H(2)
A =

λ

r2 [(r
2 − 3x2)s1xs2x + (r2 − 3y2)s1ys2y + (r2 − 3z2)s1zs2z

− 3xy(s1xs2y + s2xs1y)− 3xz(s1xs2z + s2xs1z)− 3yz(s1ys2z + s2ys1z)].
(3.26)
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The spins here are electrons so, for example, |s2
1x| = 1/4, and,

S2
Ax = (s1x + s2x)

2 = s2
1x + 2s1xs2x + s2

2x

s1xs2x =
1
2
(S2

Ax −
1
2
)

(3.27)

After substituting Eq. 3.27 into Eq. 3.26, and doing the same for similar expressions,

H(2)
A =

λ

2r2 [(r
2 − 3x2)S2

Ax + (r2 − 3y2)S2
Ay + (r2 − 3z2)S2

Az

− 6xy(s1xs2y + s2xs1y)− 6xz(s1xs2z + s2xs1z)− 6yz(s1ys2z + s2ys1z)],
(3.28)

where additional Cartesian terms are eliminated by using r =
√

x2 + y2 + z2.

Finally, the following work is used to derive replacements for the three remaining

single-electron terms,

SAxSAy = (s1x + s2x)(s1y + s2y)

= s1xs1y + s1xs2y + s2xs1y + s2xs2y,
(3.29a)

SAySAx = (s1y + s2y)(s1x + s2x)

= s1ys1x + s1ys2x + s2ys1x + s2ys2x,
(3.29b)

SAxSAy + SAySAx =2s1xs2y + 2s1ys2x

+
{

s1xs1y + s1ys1x
}
+
{

s2xs2y + s2ys2x
}

,
(3.29c)



Chapter 3. The JDE Model Formalism 47

where the bracketed expressions are anticommutators and go to zero for electrons.51 The

simplified expression is,

s1xs2y + s1ys2x =
1
2
(SAxSAy + SAySAx). (3.29d)

After substituting Eq. 3.29d and similar expressions into Eq. 3.28, the rank-two spin-A

hamiltonian is,

H(2)
A =

λ

2r2 [(r
2 − 3x2)S2

Ax + (r2 − 3y2)S2
Ay + (r2 − 3z2)S2

Az

− 3xy(SAxSAy + SAySAx)− 3xz(SAxSAz + SAzSAx)− 3yz(SAySAz + SAzSAy)].
(3.30)

In matrix form this is,

H(2)
A =

λ

2
S⊺

A ·


⟨ r2−3x2

r5 ⟩ ⟨−3xy
r5 ⟩ ⟨−3xz

r5 ⟩

⟨−3xy
r5 ⟩ ⟨ r2−3y2

r5 ⟩ ⟨−3yz
r5 ⟩

⟨−3xz
r5 ⟩ ⟨−3yz

r5 ⟩ ⟨ r2−3z2

r5 ⟩

 ·SA

=
λ

2
S⊺

A ·DA ·SA,

(3.31)

where angular brackets denote integrals over spatial coordinates. Note that the 3 × 3

matrix representation of DA in Eq. 3.31 is traceless and symmetric—it is irreducible—so

that only five independent parameters are required to represent it in any given reference

frame.

It is conventional to specify D relative to its “principal frame.” The principal frame of

an interaction is the coordinate system in which the interaction lies solely along the axes;

the principal frame of an interaction matrix, in this sense, is analogous to the eigenspace
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of a hamiltonian. I assume that the principal frame of the intra-chromophore interaction

lies along the chromophore axes as illustrated in Fig. 3.3a. In Chapter 4, I extract an

angle β that describes the relative orientation of the principal frames of DA and DB for

the dimer TIPS-BP1′ by fitting its EPR spectrum and it is identical to the value calculated

for the dimer by DFT methods, demonstrating that this is a good approximation for the

systems of interest.

In its principal frame the D matrix is diagonal,

D =


Dxx 0 0

0 Dyy 0

0 0 Dzz

 , (3.32)

where convention requires that |Dzz| > |Dxx| ≥ |Dyy|. Because D is traceless, the ZFS

interaction is typically reported in terms of two parameters, the axial component D =

3Dzz/2 and the rhombic component E =
(

Dxx − Dyy
)

/2, so that in its principal frame,

D =


−D

3 + E 0 0

0 −D
3 − E 0

0 0 2
3 D

 , (3.33)

and

H(2)
A = DA/3

(
3S2

Az − S2
A

)
+ EA

(
S2

Ax − S2
Ay

)
, (3.34)

where |D| ≥ 3|E|. The hamiltonian for chromophore B has the same form as the hamil-

tonian for chromophore A and can be written by swapping out the spin labels. Note that



Chapter 3. The JDE Model Formalism 49

the values for DA and DB are only equivalent if the chromophores are spatially and chem-

ically equivalent (see Section 3.3.2). I refer to the chromophores in these dimers, where

DA = DB, as being “parallel” and this special case is the basis of the theory in Chapter 2.

According to Eq. 3.31, the intra-chromophore anisotropic interactions are rank-two

irreducible tensors defined as,

O(2)
A = DA

O(2)
B = DB.

(3.35)

The ZFS hamiltonians in the form of Eq. 3.16 are,

H(2)
A = D(2)

A :
(
SA ⊗ S⊺

A
)(2)

H(2)
B = D(2)

B :
(
SB ⊗ S⊺

B
)(2) .

(3.36)

3.2.5 Anisotropic Inter-chromophore Interaction

Similar to the intra-chromophore interactions D but for two spin-1 centers, the anisotr-

opic inter-chromophore interaction is also derived from the classical dipole-dipole ex-

pression (Eq. 3.24). After promoting operators to their quantum mechanical analogs

and integrating over spatial wavefunctions, we arrive at the expression for the rank-two

anisotropic inter-chromophore hamiltonian,38

H(2)
AB = S⊺

A ·X
(
1 − 3r̂AB · r̂⊺AB

) ·SB = S⊺
A ·X·SB. (3.37)

Here, SA and SB denote the single chromophore spin operators that sum to the total spin

S = SA +SB. X describes the magnitude of the interaction which goes as g2µ2
B/r3

AB, where

rAB is the magnitude of the vector r⃗AB = r r̂AB that points from spin center A to B (Fig. 3.2),
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r̂AB = (sin Θ cos Φ, sin Θ sin Φ, cos Θ), where Θ and Φ are the polar and azimuthal angles

that define the orientation of r̂AB in the chosen coordinate system. I choose to define the

anisotropic inter-chromophore interaction tensor in the “dimer axis system” given by the

vector sum of the single-chromophore magnetic axes (Fig. 3.3b).

z’

x’

y’

z’’

x’’

y’’

z

x

y

Β0

zx

y

Β1

a b c

FIGURE 3.3: The JDE model is defined with respect to a chosen frame of reference. When giving
values for the various anisotropic interactions, it is necessary to specify which reference frame
the values are defined in. (a) For the JDE model, the anisotropic intra-chromophore interac-
tions are defined in their respective single-chromophore axes systems. (b) I choose to express
the anisotropic inter-chromophore interaction with respect to the dimer axis system—the vector
sum of the single-chromophore frames. (c) Before evaluating the hamiltonian, all interactions are
rotated into the lab frame, where the z-axis is defined by the static Zeeman field B⃗0 that is perpen-
dicular to the microwave field B⃗1 along the x-axis.

In the dimer frame,

X = X


1 − 3 sin2 Θ cos2 Φ −3 sin2 Θ sin Φ cos Φ −3 sin Θ cos Θ cos Φ

−3 sin2 Θ sin Φ cos Φ 1 − 3 sin2 Θ sin2 Φ −3 sin Θ cos Θ sin Φ

−3 sin Θ cos Θ cos Φ −3 sin Θ cos Θ sin Φ 1 − 3 cos2 Θ

 .

(3.38)

Notice that these matrix elements are the spherical equivalents of the matrix elements in

Eq. 3.31.

Note that dimers whose chromophores vary translationally have different orientations

and magnitudes of r⃗AB and, therefore, have different values of X, Θ, and Φ—even if the
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chromophores have parallel sets of molecular axes. In Chapter 4, I calculate the EPR

spectrum for a dimer whose relative orientation is fixed and, by comparing the calculated

spectrum to the data, extract a single value of X from the data. In crystals with many

unique pair sites, like the single crystal of TES TIPS-TT dimers in Chapter 5, the EPR

spectrum is a function of a wide distribution of X values.

The inter-chromophore anisotropic rank-two dipole-dipole interaction and hamilto-

nian are,

X(2)
AB = X

H(2)
AB = X(2)

AB :
(
SA ⊗ S⊺

B
)(2) .

(3.39)

3.2.6 Rank-1 Interactions

Interactions with rank-1 antisymmetric representations cant the spins. They are rel-

ativistic and generally negligible for singlet fission materials.8 In general, they are ne-

glected throughout this dissertation because it is primarily concerning the spin dynamics

at strong fields, away from level crossings. Although, in Chapter 5, I model the delayed

fluorescence following singlet fission (Fig. 1.2) as a function of a much stronger field (up

to 14 T) than the field in X-band EPR experiments ( 350 mT). In these magnetophotolumi-

nescence experiments, phenomena occur in the spectrum at Zeeman field values where

states with different multiplicities cross, for example, where the 1TT and 3TT±1 levels

become degenerate. Near degeneracies the level splitting is on the order of the weak

interactions so that the otherwise negligible rank-1 interactions become important. Be-

cause of their relevance near degeneracies, I derive selection rules from the most general

expression of a rank-1 spin-spin hamiltonian using symmetry arguments alone.
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The rank k = 1 spin-spin hamiltonian for spins u and v is written as,38

Huv = d⃗uv · (su × sv) , (3.40)

where × denotes the vector cross-product. According to Eq. 3.11 the interaction vector

d⃗ij also has a matrix form that is a rank-1 irreducible tensor. For consistency I express the

interaction according to this,

d(1)
AB = dAB

d(1)
A = dA

d(1)
B = dB.

(3.41)

The corresponding hamiltonians are,

H(1)
AB = d(1)

AB :
(
SA ⊗ S⊺

B
)(1)

H(1)
A = d(1)

12 :
(
s1 ⊗ s⊺2

)(1)
H(1)

B = d(1)
34 :

(
s3 ⊗ s⊺4

)(1) .

(3.42)

Note that unlike the intra-chromophore rank-two hamiltonians, the rank-one hamiltoni-

ans are a function of the single-electron spin operators.

3.2.7 Coupled Spin States

The total spin operator S is a sum of the triplet spin operators SA and SB. I label

the operators A and B to denote which of the two vector spaces they operate on. For

example, SA acts on vector space VA that belongs to chromophore A and SB acts on vector

space VB. The total spin operates on the vector product space V = VA ⊗ VB so that
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S = SA ⊗ 1B + 1A ⊗ SB, where 1 is the identity operator in the vector space of spin A or

B. The vector spaces VA and VB are spanned by the “uncoupled” states |SAMA⟩ and

|SBMB⟩, respectively. The biexciton space is spanned by the tensor products states,

|SAMA⟩⊗ |SBMB⟩ = |SAMA; SBMB⟩, (3.43)

where
SAz|SAMA; SBMB⟩ = MA|SAMA; SBMB⟩

SBz|SAMA; SBMB⟩ = MB|SAMA; SBMB⟩.
(3.44)

For the triplet pair SA = SB = 1, so throughout the text the notation for the un-

coupled product states is often simplified to |MAMB⟩. The uncoupled biexciton basis is

{|MAMB⟩} = {|−−⟩ , |−0⟩, |−+⟩, |0−⟩, |00⟩, |0+⟩, |+−⟩, |+0⟩, |++⟩}.

Based on the principles of quantum superposition, solutions to the hamiltonian (its

eigenvalues) are conserved in any basis of the form {∑MA,MB
cMA MB |MAMB⟩}, where

cMA MB are arbitrary complex coefficients. One choice for the coefficients comes from the

unitary transformation that maps the uncoupled product states |SAMA; SBMB⟩ to a cou-

pled representation—a (2SA + 1)(2SB + 1)-dimensional space spanned by the basis set

{|SASB; SM⟩}, where S is the eigenvalue of the total spin operator and M is the eigen-

value of the z-component of the total spin operator Sz. This unitary transformation is,

|SAMA; SBMB⟩⟨SASB; SM|

= ∑
MA,MB

|SAMA; SBMB⟩⟨SAMA; SBMB|SASB; SM⟩⟨SASB; SM|.
(3.45)

Its matrix elements ⟨SAMA; SBMB|SASB; SM⟩ are integrals over the angular momentum
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functions given analytically by the spherical harmonics—they are Clebsch-Gordan coef-

ficients. For the triplet pair the transformation matrix is,



⟨0, 0| ⟨1,−1| ⟨1, 0| ⟨1,+1| ⟨2,−2| ⟨2,−1| ⟨2, 0| ⟨2,+1| ⟨2,+2|

|−−⟩ 0 0 0 0 1 0 0 0 0

|− 0⟩ 0 − 1√
2

0 0 0 1√
2

0 0 0

|−+⟩ 1√
3

0 − 1√
2

0 0 0 1√
6

0 0

| 0−⟩ 0 1√
2

0 0 0 1√
2

0 0 0

| 0 0⟩ − 1√
3

0 0 0 0 0
√

2
3 0 0

| 0+⟩ 0 0 0 − 1√
2

0 0 0 1√
2

0

|+−⟩ 1√
3

0 1√
2

0 0 0 1√
6

0 0

|+ 0⟩ 0 0 0 1√
2

0 0 0 1√
2

0

|++⟩ 0 0 0 0 0 0 0 0 1



. (3.46)

The coupled state representation, or basis, splits up into three invariant and irre-

ducible subspaces, each characterized by its total spin |SA − SB| ≤ S ≤ SA + SB and
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with dimensions 2S + 1,

|1TT0⟩ =
1√
3
(|−+⟩−|00⟩+|+−⟩)

|3TT−1⟩ =
1√
2
(−|−0⟩+|0−⟩)

|3TT0⟩ =
1√
2
(−|−+⟩+|+−⟩)

|3TT+1⟩ =
1√
2
(−|0+⟩+|+0⟩)

|5TT−2⟩ = |−−⟩

|5TT−1⟩ =
1√
2
(|−0⟩+|0−⟩)

|5TT0⟩ =
1√
6
(|−+⟩+ 2|00⟩+|+−⟩)

|5TT+1⟩ =
1√
2
(|0+⟩+|+0⟩)

|5TT+2⟩ = |++⟩.

(3.47)

The same-spin subspaces are irreducible because the total spin of the state does not

change under rotation—only M changes when Sx, Sy, or Sz are applied to the total spin

states. The notations |2S+1TTM⟩ and |S, M⟩ are used interchangeably throughout this text

to denote the total spin states. As before, because SA = SB = 1, notation is often simpli-

fied from |SASB; SM⟩ to |S, M⟩.
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Note that the coupled states are simultaneous eigenkets of S2, S2
A, S2

B, and Sz,

S2|S, M⟩ = S (S + 1) |S, M⟩

S2
A|S, M⟩ = SA (SA + 1) |S, M⟩

S2
B|S, M⟩ = SB (SB + 1) |S, M⟩

Sz|S, M⟩ = M|S, M⟩.

(3.48)

In the coupled basis, S2
A, S2

B, and Sz commute with S2, however, the triplet spin compo-

nents, for example, SAz and SBz, do not commute with S2.

It is clear that similarities exist between the irreducible Cartesian tensors and the spin

states and spin operators. For example, the multiplicity of a spin S state is 2S+ 1. The spin

is analogous to the rank of an irreducible tensor which has 2k + 1 parts, or components.

It turns out that irreducible Cartesian tensors belong to a special group of tensors called

spherical tensors, which transform like the angular momenta and are the basis of the

Wigner-Eckart theorem.

3.2.8 Selection Rules from Discrete Symmetries

To conclude this Section, I consider the selection rules that arise from discrete symme-

try operators. Recall that the intra-chromophore hamiltonian is (Eq. 3.6),

HA + HB = s⊺1 ·O12 ·s2 + s⊺3 ·O34 ·s4, (3.49)

where si for i = 1 − 4 are the electron spin operators for the HOMO and LUMO levels in

a frontier molecular orbital description of the chromophores comprising the triplet pair,
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labelled A and B (Fig. 2.1). For convenience, I begin by making simplifications similar to

those introduced in Section 3.2.1. Recall that the hamiltonian may instead be written as

the scalar product of two matrices (Eq. 3.15),

HA + HB = O12 :
(
s1 ⊗ s⊺2

)
+ O34 :

(
s3 ⊗ s⊺4

)
. (3.50)

To again simplify notation, I now define new operators for the spin tensor products,(
s1 ⊗ s⊺2

)
≡ TA and

(
s3 ⊗ s⊺4

)
≡ TB, not to be confused with the spin-1 operators SA

and SB, and relabel the irreducible spin interaction matrices as O12 ≡ OA and O34 ≡ OB

so that,

HA + HB = OA : TA + OB : TB. (3.51)

The first symmetry considered is the particle exchange, or permutation, symmetry.

The particle exchange operator PAB swaps out the labels that correspond to the subspaces

of the two-triplet system, A and B. For the total spin coupled triplet pair states (Eq. 3.47),

it is easily seen upon inspection and well understood that the singlet and quintet spin

states are even under exchange of A and B, while the triplet states are odd. For example,

PAB|1TT0⟩ =
1√
3
(PAB|−+⟩−PAB|00⟩+PAB|+−⟩)

=
1√
3
(|+−⟩−|00⟩+|−+⟩)

= |1TT0⟩.

(3.52)
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In summary,

PAB|1TT⟩ = |1TT⟩

PAB|3TT⟩ = −|3TT⟩

PAB|5TT⟩ = |5TT⟩.

(3.53)

The coupled Zeeman states are eigenstates of the exchange operator and their eigenvalues

are a function of the total spin,

PAB|2S+1TT⟩ = (−1)S|2S+1TT⟩. (3.54)

Likewise, the spin operators transform under particle exchange as,

PABTAP−1
AB = TB. (3.55)

The interactions tensors are invariant under the particle exchange operator,

PABOP−1
AB = O. (3.56)

I finally define two new spin operators that are the sum and difference of the new

single-chromophore spin operators: (TA + TB) /2 ≡ Σ and (TA − TB) /2 ≡ ∆, respec-

tively. The hamiltonian conveniently factorizes as,

HA + HB = HΣ + H∆ = (OA + OB) : Σ + (OA − OB) : ∆. (3.57)
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The exchange symmetry of the new spin operators are,

PABΣP−1
AB = Σ

PAB∆P−1
AB = −∆.

(3.58)

The interaction tensors for dimers of molecularly equivalent chromophores are related

by a rotation, OB = R−1OAR. For parallel chromophores, R = 1 and H∆ is zero. The

exchange symmetry selection rules for parallel chromophores with respect to the coupled

spin states |S, M⟩ and |S′, M′⟩ are found by inserting P−1
ABPAB = 1 into the matrix element

for HΣ (Eq. 3.57),

⟨S′, M′|HΣ|S, M⟩ = ⟨S′, M′|P−1
ABPABHΣP−1

ABPAB|S, M⟩

= ⟨S′, M′|P−1
AB

[
PAB [(OA + OB) : Σ] P−1

AB

]
PAB|S, M⟩

= ⟨S′, M′|P−1
AB [(OA + OB) : Σ] PAB|S, M⟩

=
[
⟨S′, M′|P−1

AB

]
HΣ

[
PAB|S, M⟩

]
= (−1)S′⟨S′, M′|HΣ|S, M⟩(−1)S

= (−1)S′+S⟨S′, M′|HΣ|S, M⟩.

(3.59)

It follows that matrix elements of HΣ, which is the full hamiltonian for parallel chro-

mophores, are zero unless S + S′ = even. In other words, the 3TT manifold is isolated in

parallel systems.



Chapter 3. The JDE Model Formalism 60

For non-parallel chromophores, the exchange symmetry of H∆ must also be consid-

ered. Using the same arguments as above,

⟨S′, M′|H∆|S, M⟩ = = (−1)S′+S+1⟨S′, M′|H∆|S, M⟩, (3.60)

where the exponent of 1 is from the eigenvalue of ∆. The matrix elements of H∆ are

zero unless S + S′ = odd. Upon breaking parallel symmetry, transitions to the 3TT state

become allowed. But the coupling between ∆S = ±1 states goes as the difference in the

interaction tensors, (OA − OB) /2, and is therefore expected to be significantly weaker.

Further, for same-molecule chromophores, the ∆ coupling diminishes as the molecules

align,
(
OA − R−1OAR

)
/2.

HA + HB S S′

0 0, 2
HΣ 1 1

2 0, 2
0 1

H∆ 1 0, 2
2 1

TABLE 3.1: Exchange symmetry selection rules. The exchange operator PAB exchanges the spin la-
bels of operators and spin states. Exchange symmetry requires that the intra-chromophore hamil-
tonian matrix elements in the total spin basis ⟨S′M′|HA + HB|S, M⟩ are non-zero for the specified
conditions. For parallel chromophores, H∆ = (OA − OB) : ∆ is zero so that the selection rules for
the intra-chromophore hamiltonian are given solely by HΣ = (OA + OB) : Σ (Eq. 3.57).

Now consider the spatial inversion symmetry of the spin system, another discrete

symmetry. The parity operator π sends the spatial coordinates (x, y, z) to their inverse

position (−x,−y,−z). For example, the function x1 + x2 is symmetric under exchange,

but odd under parity, while x2
1 + x2

2 is symmetric with respect to both exchange and parity.
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Under the action of π the spin operator S, a generator of rotations, is unchanged,

πSπ−1 = S. (3.61)

Using the fact that π2 = 1, the parity operator similarly only has two eigenvalues, ±1,

and like before the observed value only depends on S. The choice however for assigning

these to the different total spin states is arbitrary in non-relativistic quantum mechanics,

so I assign them as,

π|2S+1TT⟩ = (−1)S|2S+1TT⟩. (3.62)

Finally, according to the matrices for the irreducible rank-k tensors (Eqs. 3.10-3.12), the

interaction tensors transform under parity according to their rank,

πO(k)π−1 = (−1)kO(k). (3.63)

This states that if an interaction represented by OA, OB, or OAB is inversion symmetric, its

rank-one components are zero—rank-one interactions are, by definition, antisymmetric.
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The parity operator applies the following selection rule to HA, HB, and HAB,

⟨S′, M′|H|S, M⟩ = ⟨S′, M′|π−1πHπ−1π|S, M⟩

= ⟨S′, M′|π−1
[
π
(

O(k) : T
)
π−1

]
π|S, M⟩

= ⟨S′, M′|π−1(−1)k
(

O(k) : T
)
π|S, M⟩

= (−1)k
[
⟨S′, M′|π−1

]
H
[
π|S, M⟩

]
= (−1)k(−1)S′⟨S′, M′|H|S, M⟩(−1)S

= (−1)S′+S+k⟨S′, M′|H|S, M⟩,

(3.64)

where I have dropped subscripts for generality and T is defined as the relevant spin

tensor product (Eq. 3.51). This says that k = even interactions only connect ∆S = even

states and that k = odd interactions only connect ∆S = odd states.

This symmetry applies to HA, HB, and HAB, separately. If the principal axes of DA

are parallel to those of DB (Section 3.3.2), and if the interactions are equivalent, DA =

DB, then the inter-chromophore hamiltonian factorizes so that this inversion symmetry

selection rule applies to the sum HA + HB. For this parallel case, a similar selection rule

independent of k was already shown in Table 3.1 (H∆).
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HAB S S′

0 0, 2
k = 0, 2 1 1

2 0, 2
0 1

k = 1 1 0, 2
2 1

TABLE 3.2: The inversion symmetry selection rules from the parity operator π depend on the rank
k of the interaction tensor. The inter-chromophore hamiltonian matrix elements in the total spin
basis ⟨S′M′|HAB|S, M⟩ are non-zero for the specified conditions.

3.3 The Wigner-Eckart Theorem

Conservation of angular momentum is of fundamental importance to the quantum

mechanics of many-particle systems. Conservation laws are deeply rooted in the super-

position principles and symmetries of physical systems under various changes. Selection

rules realize the interplay between the symmetries of the spin states and the hamiltonian

that represent the system. When acted upon, for example, by rotation, exchange, and in-

version operators, the symmetries of the hamiltonian are unveiled by its transformation.

The Wigner-Eckart theorem is a powerful tool for evaluating the spin hamiltonian

matrix elements, and selection rules from rotational symmetries are a direct result of its

application. As I showed in Chapter 2, the relevant states for singlet fission chromophores

in the strong J limit are the coupled Zeeman states. But in Cartesian space, it is sometimes

impossible to analytically evaluate matrix elements in the total spin basis. Being deeply

rooted in the coupling of angular momenta, the Wigner-Eckart theorem overcomes this

obstacle.
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This Section begins with a detailed account of the underlying concepts of the Wigner-

Eckart theorem, focusing on spherical tensors and rotations. Then, matrix elements for

the triplet pair spin hamiltonian (Eq. 3.16) are derived according to the Wigner-Eckart

theorem, revealing selection rules for transitions between the total spins states.

3.3.1 Spherical Tensor Formalism

Spherical tensors T(k) are a subset of tensors that transform under rotations of the co-

ordinate frame like the components of the spherical harmonic functions Ym
l .51 As in Sec-

tion 3.2.1, k denotes the rank of the tensor, which is analogous to the spherical harmonic

order, l, and q denotes the component, like the index m. In Eq. 3.9, the reducible Cartesian

tensor O was expanded in terms of irreducible spherical tensors. The irreducible spher-

ical tensor operator T(k) is a set (denoted by the parenthetical (k) superscript) of 2k + 1

operators Tk
q, where q = −k,−k + 1, ..., k − 1, k. A spherical tensor operator is defined by

how it transforms under rotation. The finite rotation operator 𝒟(k)(Ω) rotates a spherical

tensor component, or its frame of reference, and the result is a superposition of same-rank

tensor components, weighted by rotational coefficients. The rank of an irreducible tensor

is conserved under rotation,

𝒟(Ω)Tk
q𝒟

†(Ω) =
k

∑
q′=−k

𝒟k
q′q(Ω)Tk

q′ , (3.65)

or, similarly,

𝒟†(Ω)Tk
q𝒟(Ω) =

k

∑
q′=−k

𝒟k∗
qq′(Ω)Tk

q′ . (3.66)
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The scalar coefficients 𝒟k
q′q(Ω) are Wigner rotation matrix elements of the finite rotation

operator, ⟨kq|𝒟(k)(Ω)|kq′⟩.53 The first line rotates the q-th component of the rank-k tensor

Tq
k, while the second line gives the q-th component of a rotated tensor. This says that

the action of rotating a spherical tensor is equivalent to angular momentum addition and

thus, being deeply rooted in the coupling of angular momenta, allows us to derive the

selection rules with respect to the total spin of the triplet pair even when the operators

evaluated belong to subspaces of the total spin.

The finite rotation operators are built from a series of infinitesimal rotations, 𝒟(Ω) =

eiαSz eiβSy eiγSz , where Ω ≡ {α, β, γ} is a set of Euler angles (Section 3.3.2). Let dk
q′q ≡

⟨kq′|eiβSy |kq⟩, then,

𝒟k
q′q = eiγq′eiαq⟨kq′|eiβSy |kq⟩

= eiγq′eiαqdk
q′q(β).

(3.67)

The dk
q′q(β) are the matrix elements of Wigner’s small d-matrix. They have a closed for-

mula in terms of Jacobi polynomials, P,

dk
q′q(β) =

[
(k + q′)!(k − q′)!
(k + q)!(k − q)!

]1/2 (
cos

β

2

)q′+q (
sin

β

2

)q′−q
Pq′−q,q′+q

k−q′ (cos β), (3.68)

where,

dk
q′q(β) = (−1)q−q′dk

qq′(β) = dk
−q−q′(β). (3.69)

Note that, although Ref. [53] is an excellent reference, according to the symmetries of

dk
q′q(β) there is a sign error in Table 1: d(2)2−1(β) = (−1)−1−2d(2)−1 2(β) = −d(2)−1 2(β).

Some terms in the hamiltonian are products of single-chromophore spin operators,

like S2
Ax, that cannot be written with respect to the total spin. The triplet pair spin hamil-

tonian (Eq. 3.16) does not commute with the total spin operator S = SA + SB. To evaluate
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the hamiltonian in the total spin basis, I use the Wigner-Eckart theorem and rewrite the

spin tensor operators as irreducible spherical tensor operators.

The spin operators S, SA, and SB are Hermitian tensor operators—their components

satisfy Tk†
q = (−1)qTk

−q. The scalar product of two tensor operators of the same rank k

was previously defined for Cartesian tensors in Eq. 3.70. The equivalent expression for

spherical tensors is,45

U(k) : V(k) = ∑
q
(−1)qUk

q ⊗ Vk
−q = ∑

q
(−1)qUk

−q ⊗ Vk
q =

(
U(k) : V(k)

)0
, (3.70)

which likewise gives a tensor of rank k = 0.

A reduced spherical tensor component can be written as the superposition of tensor

products weighted by coefficients,

Tk
q = ∑

q1,q2

Uk1
q1

⊗ Vk2
q2⟨k1q1; k2q2|k1k2; kq⟩. (3.71)

Similarly, a tensor product reduces to a sum of tensors,

Uk1
q1

⊗ Vk2
q2 = ∑

k,q
Tk

q⟨k1k2; kq|k1q1; k2q2⟩. (3.72)

The coefficients in Eqs. 3.71-3.72 are Clebsch-Gordan coefficients (Eq. 3.45)—expansion

coefficients that arise when coupling angular momenta. The rank of the spherical tensor

Tk
q is determined by the same rules for coupling angular momenta: |k1 − k2| ≤ k ≤ k1 + k2

and q = q1 + q2.

According to Eq. 3.9, the Cartesian interaction tensors can be written as irreducible

spherical tensors. The spherical tensor components are related to components of the



Chapter 3. The JDE Model Formalism 67

Cartesian tensors O(k) according to,

O0 = −1/
√

3
(
Oxx + Oyy + Ozz

)
= −Tr (O) /

√
3

O1
0 = −i/

√
2
(
Oxy − Oyx

)
O1

±1 = −1/2
[
Ozx − Oxz ± i

(
Ozy − Oyz

)]
O2

0 = 1/
√

6
[
3Ozz −

(
Oxx + Oyy + Ozz

)]
O2

±1 = ∓1/2
[
Oxz + Ozx ± i

(
Oyz + Ozy

)]
O2

±2 = 1/2
[
Oxx − Oyy ± i

(
Oxy + Oyx

)]
.

(3.73)

The spherical tensor components of a rank-2 irreducible tensor in its principle frame

(Eq. 3.32) are,

O0 = −Tr (O) /
√

3

O1
0 = 0

O1
±1 = 0

O2
0 =

√
2/3 (Ozz − Tr (O) /3)

O2
±1 = 0

O2
±2 = 1/2

(
Oxx − Oyy

)
.

(3.74)

Likewise, the tensor product spin operators T(k) ≡ (U ⊗ V)(k) for either single spins(
S(k)

A
⊗ 1
)(k)

or the product of two spins, (SA ⊗ SB)
(k) (Eq. 3.14), have a spherical tensor

representation. The spherical tensor operator components (Eq. 3.71) are related to the
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products of Cartesian tensor operator components according to,

T0 = −1/
√

3
(
UxVx + UyVy + UzVz

)
T1

0 = i/
√

2
(
UxVy − UyVx

)
T1
±1 = 1/2

[
UzVx − UxVz ± i

(
UzVy − UyVz

)]
T2

0 = 1/
√

6
[
3UzVz −

(
UxVx + UyVy + UzVz

)]
T2
±1 = ∓1/2

[
UxVz + UzVx ± i

(
UyVz + UzVy

)]
T2
±2 = 1/2

[
UxVx − UyVy ± i

(
UxVy + UyVx

)]
.

(3.75)

Note the phase differences between Eqs. 3.73 and 3.75.

In summary, the JDE model spin hamiltonian in spherical tensor notation is,

H =
2

∑
k=0

O(k)
AB : T(k)

AB + O(k)
A : T(k)

A + O(k)
B : T(k)

B , (3.76)

where, from Eqs. 3.21, 3.42, 3.36 and 3.39,

O0
AB = J O0

A ≡ 0 O0
B ≡ 0

O(1)
AB = dAB O(1)

A = dA O(1)
B = dB (3.77)

O(2)
AB = X O(2)

A = DA O(2)
B = DB,
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and,

T0
AB = (SA : SB)

0 T0
A ≡ 0 T0

B ≡ 0

T(1)
AB = (SA ⊗ SB)

(1) T(1)
A =

(
(s1 ⊗ s2)

(1) ⊗ 1
)(1)

T(1)
B =

(
1 ⊗ (s3 ⊗ s4)

(1)
)(1)

(3.78)

T(2)
AB = (SA ⊗ SB)

(2) T(2)
A =

(
S(2)

A
⊗ 1
)(2)

T(2)
B =

(
1 ⊗ S(2)

B

)(2)
,

noting that label conventions follow those in Fig. 2.1 and that the rank of spin operators

is one unless indicated.

3.3.2 The Rotated JDE Model

The spin operators in Eq. 3.76 are defined with respect to the lab frame (Fig. 3.3c).

However, I derived the interaction tensors with respect to the single-chromophore and

dimer frames (Fig. 3.3a and 3.3b). To evaluate the JDE model in the lab frame, all tensors

in Eq. 3.76 must be rotated from the respective frames in which their parameters are

defined into the lab frame. A three-dimensional rotation of a coordinate frame or body

can be expressed as a sequence of rotations about a chosen set of axes by three Euler

angles. A passive rotation rotates the coordinate frame while leaving the body fixed,

while an active rotation rotates the body with respect to the body-fixed reference frame.

Because the interactions are irreducible in their original frames, Eq. 3.66 says that these

rotations will not change the rank of the interaction.

Following convention, the rank-two intra-chromoophore interactions are parameter-

ized by D and E (Eq. 3.34), which are defined with respect to a chromophore’s prin-

cipal frame, assumed to coincide with it’s molecular frame (Fig. 3.3a). In the single-

chromophore principal frames, DA = DB = D (Eq. 3.33). For non-parallel chromophores,
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however, the principal frames do not coincide so to evaluate the hamiltonian the ten-

sors must be written with respect to a mutual frame of reference in which D′
A ̸= D′

B. I

choose to first rotate the single-chromophore interactions from their principal frames into

the dimer frame by mirrored active (A) rotations about the molecular axes of the chro-

mophore in its original orientation. The coordinate system remains fixed throughout the

rotation while the physical system is redefined under rotation (Fig. 3.4a). For example,

the interaction tensor O is reoriented by the active rotation:

1. Rotate the body about its z-axis counterclockwise through the angle 0 ≤ α < 2π to

bring Ox to O′
x and Oy to O′

y.

2. Rotate the body about its original y-axis counterclockwise through the angle 0 ≤

β < π to bring O′
x to O

′′
x and Oz to O′

z.

3. Rotate the body about its original z-axis counterclockwise through the angle 0 ≤

γ < 2π to yield the rotated interaction tensor with the renormalized elements O
′′′
x ,

O
′
y, and O

′′
z .

These rotations take the diagonal matrix D into a non-diagonal form D′
A ̸= D′

B. Be-

cause DA and DB are irreducible, however, the rotated tensors D′
A and D′

B are also rank-

two. In the lab frame, they are each described by five independent parameters (Eq. 3.12):

D, E, α, β and γ.

In an applied Zeeman field where the induced Zeeman splittings are large relative

to the zero-field splitting, it is natural to choose the quantization axis to lie along the

lab z-axis. The interaction tensors are then rotated from the dimer frame into the lab

frame defined by B⃗0 = (0, 0, B0) (Figs. 3.2c, 3.3b, and 3.3c). A passive (P) rotation of the

interaction tensors re-expresses their magnitude with respect to the lab z-axis, which only



Chapter 3. The JDE Model Formalism 71

z
x
y

α

β

z
x
y

γ z
x
y

z
x
y

Rα RγRβ

a

φ
z

x

y

x’ y’ y’
x’’

z’

θ

z

x’ y’
x’’

z’
Rφ Rθ

b

FIGURE 3.4: (a)An active rotation rotates the chromophores into the dimer frame (Fig. 3.3b). (b)
A passive rotation of the dimer frame expresses the hamiltonian with respect to the lab frame
(Fig. 3.3c).

necessitates two of the three Euler angles (Fig. 3.4b). The rotation leaves the tensors fixed

but changes the coordinate system until it is coincident with the final frame:

1. Rotate the coordinate system counterclockwise about the original body-fixed z-axis

through the angle 0 ≤ ϕ < 2π to give new axes x′ and y′.

2. Rotate the coordinate system counterclockwise about the new body-fixed y′-axis

through angle 0 ≤ θ < π to give the new axes (the lab axes) x′′ and z′.



Chapter 3. The JDE Model Formalism 72

In summary, the rotated tensors are,

DA = RP(ϕ, θ)RA (Ω)DR−1
A (Ω) R−1(ϕ, θ)

DB = RP(ϕ, θ)RA (−Ω)DR−1
A (−Ω)R−1

P (ϕ, θ)

dA = RP(ϕ, θ)dAR−1
P (ϕ, θ)

dB = RP(ϕ, θ)dBR−1
P (ϕ, θ)

dAB = RP(ϕ, θ)dABR−1
P (ϕ, θ)

X = RP(ϕ, θ)XR−1
P (ϕ, θ),

(3.79)

where Ω ≡ {α, β, γ} is the rotation from the principal frames into the dimer frame. The

final transformation (ϕ, θ) into the lab frame aligns the dimer z-axis to B⃗0. This allows

one to relate features in the spectrum to dimer symmetries and allows us to use intuition

based on single-triplet EPR spectra when analyzing the 5TT spectra.

According to Eq. 3.70, the JDE model hamiltonian from Eq. 3.76 is written with respect

to the lab frame as,

H =
2

∑
k=0

+k

∑
q=−k

(−1)q
[
Ok

AB,−qTk
AB, q + Ok

A,−qTk
A, q + Ok

B,−qTk
B, q

]
. (3.80)

The interaction tensor components in the lab frame Ok
−q are the transformed tensor com-

ponents from the dimer frame Ok
q′ . For example, from Eq. 3.66,

Ok
−q =

+k

∑
q′=−k

𝒟k
−q,q′(ϕ, θ)Ok

q′ , (3.81)
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where (ϕ, θ) describe the rotation from the dimer frame to the lab frame. The hamiltonian

in the lab frame with respect to the dimer frame is,

H =
2

∑
k=0

+k

∑
q=−k

(−1)q𝒟k
−q,q′(ϕ, θ)

[
Ok

AB, q′T
k
AB, q + Ok

A, q′T
k
A, q + Ok

B, q′T
k
B, q

]
. (3.82)

Conventionally, the values D and E are reported for the ZFS interaction, which are de-

fined in the ZFS principal frames. For non-parallel chromophores, these do not coincide

with the dimer frame. The interaction tensor components in the dimer frame O2
A, q′ and

O2
B, q′ can instead be written as the rotated components from the principal frames, O2

A, q′′

and O2
B, q′′ . For example,

O2
A, q′ =

+2

∑
q′′=−2

𝒟2
q′,q′′(Ω)O2

A, q′′

O2
B, q′ =

+2

∑
q′′=−2

𝒟2
q′,q′′(−Ω)O2

B, q′′ ,

(3.83)

where Ω and −Ω describe mirrored Euler rotations from the single-chromophore molecu-

lar frames into the dimer frame. In their respective single-chromophore frame, the intra-

chromophore rank-2 interaction tensor components are equivalent, O2
A,q′′ = O2

B,q′′ , and

O2
A,0 =

√
2/3 D, O2

A,±1 = 0, and O2
A,±2 = E (Eq. 3.73). Because I am only interested

in the selection rules for the relatively weak rank-1 interactions and because they are too

weak to resolve from an EPR spectrum, I assume that the values for the interactions in

O(1)
A and O(1)

B are reported with respect to the dimer frame so that the rank-1 tensors do

not need to be further rotated. But, for non-parallel chromophores they are not equiva-

lent, O(1)
A ̸= O(1)

B .



Chapter 3. The JDE Model Formalism 74

The hamiltonian in the lab frame written with respect to the ZFS interactions in their

corresponding single-chromophore molecular frames is,

H = J T0
AB +

+1

∑
q,q′=−1

(−1)q𝒟1
−q,q′(ϕ, θ)

[
O1

AB, q′T
1
AB, q + O1

A, q′T
1
A, q + O1

B, q′T
1
B, q

]
+

+2

∑
q,q′,q′′=−2

(−1)q𝒟2
−q,q′(ϕ, θ)O2

AB, q′T
2
AB, q (3.84)

+
+2

∑
q,q′,q′′=−2

(−1)q𝒟2
−q,q′(ϕ, θ)

[
𝒟2

q′,q′′(Ω)O2
A, q′′T

2
A, q +𝒟2

q′,q′′(−Ω)O2
B, q′′T

2
B, q

]
.

The first term is the isotropic inter-chromophore exchange interaction, the second is the

inter- and intra-chromophore rank-one interactions, the third is the inter-chromophore

dipole-dipole interaction, and the fourth is the intra-chromophore dipole-dipole interac-

tions.

For parallel chromophores Ω = −Ω = {0, 0, 0}, so O2
A, q′ = O2

B, q′ in the dimer frame.

Likewise, O1
A, q′ = O1

B, q′ . The JDE model hamiltonian for parallel chromophores is,

H = ∑
k,q,q′

(−1)q𝒟k
−q,q′(ϕ, θ)

[
Ok

AB, q′T
k
AB, q + Ok

A∥B, q′

(
Tk

A, q + Tk
B, q

)]
. (3.85)

For the parallel case, the spin tensor operators Tk
A, q and Tk

B, q factor out of the expression

and this has a significant impact on the selection rules (Sections 3.3.7 and 3.3.9).

Like the Wigner rotation matrix elements, 𝒟k
q,q′ (Eq. 3.67), the matrix elements of the

interaction tensor components Ok
q are simply scalar coefficients (Eq. 3.77). The Wigner-

Eckart theorem is applied to evaluate the matrix elements of the spin tensor operator

components Tk
q. I explicitly derive these for all relevant Tk

q in the following sections.
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3.3.3 Matrix Elements from the Wigner-Eckart Theorem

The Wigner-Eckart theorem says that the matrix elements ⟨S′, M′|Tk
q|S, M⟩ are equal

to the product of a coupling coefficient and reduced matrix element,45

⟨S′, M′|Tk
q|S, M⟩ = (−1)S′−M′

 S′ k S

−M′ q M

 ⟨S′||T(k)||S⟩, (3.86)

where {|S, M⟩} is the eigenbasis of the total spin operator S2 and Tk
q is the q-th compo-

nent of the rank-k irreducible spherical tensor operator. Here, Tk
q operators on the total

spin space spanned by the |S, M⟩ states. The first term in Eq. 3.86, the 2 × 3 coupling co-

efficient, is called a 3j-symbol. It derives from Clebsh-Gordan coefficients and represents

an integral over angular momentum functions. It guarantees the conservation of angular

momentum; it is nonzero for M′ = M + q and |S − k| ≤ S′ ≤ S + k. While there is it does

not depend on the physical nature of Tk
q, it does depend on the rank k and orientation q

of the tensor—specifically, the system’s orientation with respect to the quantization axis,

which in the JDE model is the lab z-axis. Solutions to the 3j-symbols can be found in

look-up tables.45

The last term in Eq. 3.86 is called the reduced matrix element because it is independent

of the orientation of the system (i.e., M, M′, and q). It describes the evolution of the phys-

ical properties of the system that are invariant under rotations. When the reduce matrix

element is expressed in the eigenspace of its tensor operator, it is solved in the obvious

way. It is often most simple to evaluate the matrix element for q = 0. For example, the
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solution to ⟨S′
A||SA||SA⟩ comes from Eq. 3.86,

⟨S′||T(k)||S⟩ = (−1)−S′+M′ ⟨S′, M′|Tk
q|S, M⟩ S′ k S

−M′ q M


. (3.87)

3.3.4 Reduced Matrix Elements from the Wigner-Eckart Theorem

Recoupling of angular momenta takes into account the multiple coupling schemes

possible when coupling more than one. Recoupling coefficients are unitary transforma-

tions that take states between the different coupling schemes. The coupling order deter-

mines the phase of the resulting state |S, M⟩, so it is necessary to consider the different

intermediate values that can give a particular final value of S. For example, S1 = 0 and

S2 = 2 can couple to S = 2 while, also, S3 = 1 and S4 = 1 can couple to S = 2. Because

the intermediate states are independent, the intermediate observables, or eigenvalues,

must be specified.

Suppose that Tk
q =

(
UkA

qA
⊗ VkB

qB

)k

q
, where A and B indicate subspaces of the total spin

space. UkA
qA operates on the spin space of chromophore A and VkB

qB operates on the spin

space of chromophore B so that the UkA
qA and VkB

qB commute. The matrix elements of tensor

products of commuting operators are,

⟨S′M′|Tk
q|SM⟩ = (−1)S′−M′

 S′ k S

−M′ q M

 ⟨S′
AS′

B; S′|| (UA ⊗ VB)
(k) ||SASB; S⟩.

(3.88)



Chapter 3. The JDE Model Formalism 77

For UA = SA and VB = SB the reduced matrix elements are,

⟨S′
AS′

B; S′|| (SA ⊗ SB)
(k)||SASB; S⟩ =

[
(2S + 1)(2S′ + 1)(2k + 1)

]1/2

×


S′

A SA 1

S′
B SB 1

S′ S k

 ⟨S′
A||SA||SA⟩⟨S′

B||SB||SB⟩.
(3.89)

The 3× 3 array in Eq. 3.89 is a recoupling coefficient, a 9j-symbol. By recognizing that the

coupled angular momentum from different permutations of uncoupled angular momenta

are related through rotations, only one calculation is necessary to consider all (2SA +

1)(2S′
A + 1)(2SB + 1)(2S′

B + 1) coupling schemes.

Consider the matrix elements of the scalar product of commuting tensor operators

T(0) = (SA : SB)
0. According to Eqs. 3.88 and 3.89 for k = q = 0 and kA = kb = 1,

⟨S′
AS′

B; S′M′| (SA : SB)
0 |SASB;SM⟩ = (−1)SA+S′

B+S

 S S′
B S′

A

1 SA SB


× ⟨S′

A||SA||SA⟩⟨S′
B||SB||SB⟩δS′,SδM′,M.

(3.90)

When kA, kB, or k is equal to zero, the 9j-symbol in Eq. 3.89 simplifies to a 2 × 3 6j-

symbol. Solutions to the reduce matrix elements ⟨S′
A||SA||SA⟩ and ⟨S′

B||SB||SB⟩ are given

by Eq. 3.87.

The single-chromophore ZFS hamiltonians (Eq. 3.36) are a function of single chro-

mophore tensor operators. For example, the ZFS hamiltonian for chromophore A is a

function of the tensor operator components Tk
q =

(
Sk

A,q
⊗ 1
)k

q
, where kA = k, qA = q,



Chapter 3. The JDE Model Formalism 78

kB = 0, and qB = 0. In this case, the reduced matrix element in Eq. 3.89 simplifies to,

⟨S′
AS′

B; S′||
(

S(k)
A

⊗ 1
)(k)

||SASB; S⟩ =(−1)S′
A+SB+S+k [(2S + 1)(2S′ + 1)

]1/2

×

 S′
A S′ SB

S SA k

 ⟨S′
A||SA||SA⟩,

(3.91)

or,

⟨S′
AS′

B; S′||
(

1 ⊗ S(k)
B

)(k)
||SASB; S⟩ =(−1)SA+SB+S′+k [(2S + 1)(2S′ + 1)

]1/2

×

 S′
B S′ SA

S SB k

 ⟨S′
B||SB||SB⟩.

(3.92)

The reduced matrix elements for single-electron spin operators must be derived re-

cursively. For the triplet pair, we start with either Eq. 3.91 or Eq. 3.92, depending on the

relative subspace. Then, the spin states are again expanded to include the single electron

spin operators s1 and s2, or, s3 and s4, respectively. For example, consider SA = s1 + s2.

The tensor product of two operators that act on the same spin space do not commute. The

reduced matrix element for T(kA) = (s1 ⊗ s2)
(kA) is,

⟨s′1s′2; S′
A|| (s1 ⊗ s2)

(kA)||s1s2; SA⟩ = [2kA + 1]1/2 (−1)kA+SA+S′
A

× ∑
S′′

A ,s′′1 ,s′′2

 1 1 kA

SA S′
A S

′′
A


× ⟨s′1s′2; S′

A||s1||s
′′
1s

′′
2; S

′′
A⟩⟨s

′′
1s

′′
2; S

′′
A||s2||s1s2; SA⟩.

(3.93)

This simplifies for the triplet pair, where SA = S
′
A = S

′′
A = 1, s1 = s

′
1 = s

′′
1 = 1/2, and
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s2 = s
′
2 = s

′′
2 = 1/2. The matrix elements for the electrons belonging to subspace B are

found by substituting indices: {1, 2, A} → {3, 4, B}.

3.3.5 Selection Rules from the Wigner-Eckart Theorem

If a system is originally in a state with a certain symmetry, and if the hamiltonian

for this system is symmetrical under the operation of that symmetry, then the state will

have the same symmetry for all time. Based on spherical tensor formalism, the Wigner-

Eckart theorem gives the selection rules for transitions between the coupled spin states

by simply considering rotational symmetries.

The Wigner 3j-symbol from Eq. 3.86 is a more symmetric representation of the phys-

ical consequence of coupling angular momenta (Eq. 3.45). The rank-k spin interaction

represented by Tk
q acts on spin states |S, M⟩, and for q ̸= 0 the interaction can trans-

form the state, changing its angular momentum. The new state is |S′, M′⟩. The 3j-symbol

requires that the three angular momenta, of magnitude S, S′ and k, couple so that the

resulting angular momentum is zero. The reduced product of the angular momenta is

thus invariant under rotations. The 3j-symbol is zero unless the following conditions are

satisfied,

1. |S − k| ≤ S′ ≤ S + k

2. q = M′ − M

3. M ∈ {−S, 1−S, ..., S−1, S}, M′ ∈ {−S′, 1−S′, ..., S′−1, S′}, q ∈ {−k, 1−k, ..., k−1, k}

The first rule is commonly referred to as a “triangle inequality” and is read off the first

row of the 3j-symbol. In a similar manner, the second row of the 3j-symbol requires that
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the change in the spin projection M following the operation Tk
q|S, M⟩ be equivalent to the

magnitude of the tensor component, q.

Depending on the sign of the interaction, rank-0 operators favor either parallel or

anti-parallel spin configurations by applying a uniform penalty proportional to the spin

density. The observed affect on the energy of the system is only a function of the spin’s

magnitude S, independent of orientation. For k = 0, the initial and final states must have

the same spin and projection, ∆S = 0 and ∆M = 0 (Table 3.3).

Rank-1 operators tend to rotate spin states into perpendicular configurations. The

act of T1
q on |S, M⟩ cants the spin state |S, M⟩ into the spin state |S′, M′⟩, where S′ =

|S − 1|, S, S + 1 and M′ = M + q (Table 3.3).

Rank-2 operators also align the spins but do so by applying an anisotropic energy

penalty to the spin densities. The energy maximum |⟨S, M|T2
q|S, M⟩|max of the coaligned

spins is along a specific axis. The selection rules from a rank-2 spherical tensor are |S −

2| ≤ S′ ≤ S + 2 and ∆M = 0,±1,±2 (Table 3.3).

The q = 0 total spin operator, Sz, is a constant of motion because it rotates the spin

state S, M⟩ about the z-axis without changing it. The quantity observed upon the action

of Sz—its eigenvalue, M—is said to be conserved if and only if the commutator, [H, Sz] =

HSz − SzH, is zero. In fact, for each rank-k case, the q = 0 interaction does not change the

orientation of the spin state with respect to the quantization axis, M′ = M. The Cartesian

representations of the q = 0 total spin spherical tensors are,

T1
0 = Sz

T2
0 =

(
3S2

z − S2
)

/
√

6.
(3.94)

Total spin Tk
0 tensor operators commute with S2—they are spin conserving, ⟨S′, M′|Tk

0|S, M⟩̸=0 ⇔
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T0

S S′

0 0
1 1
2 2

T1
q

S S′

0 1
1 0, 1, 2
2 1, 2

T2
q

S S′

0 2
1 1, 2
2 0, 1, 2

Tk
−2

M M′

−2
−1

0 −2
+1 −1
+2 0

Tk
−1

M M′

−2
−1 −2

0 −1
+1 0
+2 +1

Tk
0

M M′

−2 −2
−1 −1

0 0
+1 +1
+2 +2

Tk
+1

M M′

−2 −1
−1 0

0 +1
+1 +2
+2

Tk
+2

M M′

−2 0
−1 +1

0 +2
+1
+2

TABLE 3.3: Rotational symmetry selection rules from irreducible spherical tensor operators de-
pend on the rank k and component q of the operator. This table shows the selection rules that
connect the spin states. The matrix elements ⟨S′, M′|Tk

q|SM⟩ are non-zero for the specified cases,
where S and M refer to the total spin and spin projection of the initial state and S′ and M′ refer to
the final state.
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S′=S. Though this does not hold for q = 0 operators that belong to subspaces of the total

spin, like SAz. The q ̸= 0 operators transform |S, M⟩ into |S′, M′⟩ = |S′, M + q⟩.

Considering Eq. 3.86, all other selection rules from the Wigner-Eckart theorem come

from the reduced matrix elements ⟨S′||T(k)||S⟩. The 6j- and 9j-symbols recoupling co-

efficients, are independent of q, M, and M′, but do depend on the intermediate angular

momenta {SA, S′
A, SB, S′

B}. Because they consider different ways to couple the spins, they

must satisfy additional triangle inequalities. For example, the 6j-symbol,

 j1 j2 j3

j4 j5 j6

 , (3.95)

has four triads: (j1, j2, j3), (j1, j5, j6), (j4, j2, j6), and (j4, j5, j3). The triangle inequality |x −

y| ≤ z ≤ x + y must be satisfied for each triad (x, y, z):

1. |j1 − j2| ≤ j3 ≤ j1 + j2

2. |j1 − j5| ≤ j6 ≤ j1 + j5

3. |j4 − j2| ≤ j6 ≤ j4 + j2

4. |j4 − j5| ≤ j3 ≤ j4 + j5

3.3.6 Isotropic Inter-chromophore Exchange Matrix Elements

Recall the isotropic inter-chromophore exchange hamiltonian from Eq. 3.21,

H(0)
AB = O0

AB : (SA : SB)
0 = J (SA : SB)

0 . (3.96)
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The matrix element of the scalar product of commuting operators was given in Eq. 3.90.

After substituting SA = S′
A = SB = S′

B = 1, for the triplet pair the isotropic exchange

matrix elements are,

⟨S′
AS′

B; S′M′| (SA : SB)
0 |SASB; SM⟩ = (−1)S

 S 1 1

1 1 1


⟨S′

A||SA||SA⟩⟨S′
B||SB||SB⟩δS′,SδM′,M.

(3.97)

The reduced matrix elements are solved according to Eq. 3.87, shown explicitly below.

Section 3.3.5, showed that the |S, M⟩ states are eigenstates of the q = 0 components of

the total spin operators. Thus, it is natural to choose the simple case q = 0 and solve for

the reduced matrix element using Eq. 3.87. Recall that for spin operators k = 1,

⟨S′
AM′

A|SAz|SAMA⟩ = MAδSA,S′
A

δMA,M′
A

= ⟨S′
AM′

A|SA, 0|SAMA⟩

= (−1)S′
A−M′

A

 S′
A 1 SA

−M′
A 0 MA

 ⟨S′
A||SA||SA⟩.

(3.98)

Solutions for the 3j− and 6j−symbols are found in look up tables, where it may be useful

to consider the symmetry properties of the symbols. From Edmonds,45

 SA 1 SA

−MA 0 MA

 = (−1)SA−MA MA [(2SA + 1)(SA + 1)SA]
−1/2 . (3.99)
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The reduced matrix element is,

⟨S′
A||SA||SA⟩ = [(2SA + 1)(SA + 1)SA]

1/2 δSA,S′
A

δMA,M′
A

=
√

6δSA,S′
A

δMA,M′
A

,
(3.100)

where δ is the Kronecker delta function. Because Eq. 3.87 holds for either subspace,

⟨S′
B||SB||SB⟩ = ⟨S′

A||SA||SA⟩. Picking up from Eq. 3.97 and noting that,

 S 1 1

1 1 1

 = (−1)−S (S(S + 1)− 4) /12, (3.101)

the matrix elements for the isotropic exchange interaction are,

J⟨S′
AS′

B; S′M′| (SA : SB)
0 |SASB; SM⟩ = J

2
(S (S + 1)− 4) δS′,SδM′,M. (3.102)

As predicted in Table 3.3, the isotropic exchange interaction connects states of the same

spin S and projection M.

The isotropic exchange interaction can instead be written in terms of the total spin by

considering the equivalent form,

JS⊺
A ·SB =

J
2

(
S 2 − S 2

A − S 2
B

)
, (3.103)

where S 2 = (SA + SB)
2. It is clear upon inspection that the isotropic inter-chromophore

exchange operators commute with S 2, so the matrix elements are diagonal in the total



Chapter 3. The JDE Model Formalism 85

spin basis {|SA, SB; S, M⟩}. In this case, it is simple to evaluate the matrix elements di-

rectly,

J
2
⟨S′

A, S′
B; S′,M′|S 2 − S 2

A − S 2
B |SA, SB; S, M⟩

=
J
2

S(S + 1)⟨S′
A, S′

B; S′, M′|SA, SB; S, M⟩

− J
2
(SA (SA + 1) + SB (SB + 1)) ⟨S′

A, S′
B; S′, M′|SA, SB; S, M⟩

=
J
2
(S (S + 1)− 4) δS,S′δM,M′ .

(3.104)

This generates the same expression as the one from the Wigner-Eckart theorem (Eq. 3.102).

3.3.7 Anisotropic Intra-chromophore Matrix Elements

Recall that the spin operators in the anisotropic intra-chromophore interaction hamil-

tonian in spherical tensor notation have the forms S2
A, q and S2

B, q, respectively, where the

superscript denotes the rank k = 2. Because these are with respect to the intermediate

spin operators, the matrix elements are evaluated according to the Wigner-Eckart theo-

rem in Eq. 3.88. For example, the matrix element for spin-A is,

⟨S′
AS′

B; S′M′|
(

S2
A,q ⊗ 1

)2

q
|SASB; SM⟩ =(−1)S′−M′

 S′ 2 S

−M′ q M


× ⟨S′

AS′
B; S′||

(
S(2)

A
⊗ 1
)(2)

||SASB; S⟩.

(3.105)
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For SA = 1, the reduced matrix element from Eq. 3.91 is,

⟨S′
AS′

B; S′||
(

S(2)
A

⊗ 1
)(2)

||SASB; S⟩ = (−1)S [(2S + 1)(2S′ + 1)
]1/2

×

 1 S′ 1

S 1 2

 ⟨S′
A||S

(2)
A ||SA⟩.

(3.106)

The reduced matrix element ⟨S′
A||S

(2)
A ||SA⟩ =

√
5 is found by using Eq. 3.86, setting

k = 2 and q = 0, and substituting for the Cartesian equivalent of the T2
A, 0 spin opera-

tor (Eq. 3.94). The simplified matrix element for spin-A is,

⟨S′
AS′

B; S′M′|
(

S2
A,q ⊗ 1

)2

q
|SASB; SM⟩ = (−1)S′−M′

 S′ 2 S

−M′ q M


× (−1)S [5(2S + 1)(2S′ + 1)

]1/2

 1 S′ 1

S 1 2

 .

(3.107)

Similarly, the matrix element for spin-B is,

⟨S′
AS′

B; S′M′|
(

1 ⊗ S2
B,q

)2

q
|SASB; SM⟩ = (−1)S′−M′

 S′ 2 S

−M′ q M


× (−1)S′ [

5(2S + 1)(2S′ + 1)
]1/2

 1 S′ 1

S 1 2

 .

(3.108)

The matrix elements for S2
A, q and S2

B, q are identical except for their sign,

⟨S2
A, q⟩ = (−1)S′+S⟨S2

B, q⟩. (3.109)
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For nonparallel chromophores, the single-chromophore ZFS tensor components D2
A, q and

D2
B, q are rotated independently so that the values of same-q components are not equiv-

alent. The hamiltonian HA + HB for nonparallel chromophores is not factorizable. But

for parallel chromophores the interaction tensors are rotated together. In this case, the

hamiltonian HA + HB factorizes as (Eq. 3.85),

⟨S′
AS′

B; S′M′|S2
A, q + S2

B, q|SASB; SM⟩ = (−1)−M′

 S′ 2 S

−M′ q M


× (−1)S′ [

5(2S + 1)(2S′ + 1)
]1/2

 1 S′ 1

S 1 2


×
(
(−1)S+S′

+ 1
)

.

(3.110)

The selection rule,

⟨S2
A, q + S2

B, q⟩ ∝ (1 + (−1)S′+S), (3.111)

comes from the exchange symmetry of the intra-chromophore hamiltonian, derived in

Section 3.2.8 (Table 3.1).
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3.3.8 Anisotropic Inter-chromophore Matrix Elements

To evaluate the matrix elements for the anisotropic inter-chromophore interaction,

start with Eqs. 3.88 and 3.89. For k = 2,

⟨S′
AS′

B; S′M′| (SA ⊗ SB)
2
q|SASB; SM⟩ = (−1)S′−M′

 S′ 2 S

−M′ q M


× ⟨S′

AS′
B; S′|| (SA ⊗ SB)

(2) ||SASB; S⟩,

(3.112)

where,

⟨S′
AS′

B; S′|| (SA ⊗ SB)
(2) ||SASB; S⟩ = ⟨S′

A||SA||SA⟩⟨S′
B||SB||SB⟩

[
5(2S + 1)(2S′ + 1)

]1/2


1 1 1

1 1 1

S′ S 2

 .
(3.113)

The 9j-symbol does not simplify further. The single-chromophore reduced matrix ele-

ments for kA = kB = 1 were found in Eq. 3.100. The matrix element fully simplifies

to,

⟨S′
AS′

B; S′M′| (SA ⊗ SB)
2
q|SASB; SM⟩ = (−1)S′−M′

 S′ 2 S

−M′ q M



× 6
[
5(2S + 1)(2S′ + 1)

]1/2


1 1 1

1 1 1

S′ S 2

 .

(3.114)

The 9j-symbols must be evaluated numerically for given S and S′, however, 9j-symbols

with identical rows vanish unless the sum over the unique row is even.54 This reveals
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the parity selection rule from Table 3.2—the anisotropic inter-chromophore hamiltonian

is zero unless S + S′ is even.

3.3.9 Rank-1 Intra-chromophore Matrix Elements

The rank-1 intra-chromophore interactions cannot be evaluated in the total spin basis

using Cartesian methods. The matrix elements from the Wigner-Eckart theorem (Eqs. 3.88

and 3.91) for spin A are,

⟨S′
AS′

B; S′M′|
(
(s1 ⊗ s2)

1
q
⊗ 1
)1

q
|SASB; SM⟩ = (−1)S′−M′

 S′ 1 S

−M′ q M


× ⟨S′

AS′
B; S′||

(
(s1 ⊗ s2)

(1) ⊗ 1
)(1)

||SASB; S⟩,

(3.115)

where,

⟨S′
AS′

B; S′||
(
(s1 ⊗ s2)

(1) ⊗ 1
)(1)

||SASB; S⟩ = (−1)S+1 [(2S + 1)(2S′ + 1)
]1/2

×

 1 S′ 1

S 1 1

 ⟨s′1s′2; S′
A|| (s1 ⊗ s2)

(1) ||s1s2; SA⟩.
(3.116)

The reduced matrix element in the last line are solved using Eqs. 3.93 and 3.100, where

s1 = s2 = 1/2,

⟨s′1s′2; S′
A|| (s1 ⊗ s2)

(1)||s1s2; SA⟩ = − 1
2
√

3
⟨s′1||s1||s1⟩⟨s′2||s2||s2⟩

= − 1
2
√

3
[(2s1 + 1)(s1 + 1)s1]

1/2 [(2s2 + 1)(s2 + 1)s2]
1/2

= −
√

3
4

.

(3.117)
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The simplified rank-1, spin operator-A matrix elements are then,

⟨S′
AS′

B; S′M′|
(
(s1 ⊗ s2)

1
q
⊗ 1
)1

q
|SASB; SM⟩ = (−1)S′+S−M′

 S′ 1 S

−M′ q M


×
[
3(2S + 1)(2S′ + 1)

]1/2 /4

×

 1 S′ 1

S 1 1

 .

(3.118)

Like the matrix elements of the rank-two intra-chromophore hamiltonian, the spin

operator-B matrix element only differs from the matrix element for spin-A by a phase,

⟨S′
AS′

B; S′M′|
(

1 ⊗ (s3 ⊗ s4)
1
q

)1

q
|SASB; SM⟩ = (−1)−M′

 S′ 1 S

−M′ q M


×
[
3(2S + 1)(2S′ + 1)

]1/2 /4

×

 1 S′ 1

S 1 1

 .

(3.119)

The selection rules for the 3j-symbol are given in Table 3.3, where S = 0 and S′ = 1 are

connected through the rank-1 interaction. But the exchange symmetry requires that only

S + S′ = even elements are non-zero for parallel chromophores (Table 3.1). This holds

for both the rank-1 and rank-2 intra-chromophore hamiltonians because the exchange

selection rule is independent of k.
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3.3.10 Rank-1 Inter-chromophore Matrix Elements

The rank-1 inter-chromophore interaction matrix elements are,

⟨S′
AS′

B; S′M′| (SA ⊗ SB)
1
q |SASB; SM⟩ = (−1)S′−M′

 S′ 1 S

−M′ q M



× 6
[
3(2S + 1)(2S′ + 1)

]1/2


1 1 1

1 1 1

S′ S 1

 .

(3.120)

As for the rank-2 inter-chromophore matrix elements, the 9j-symbol has two identical

rows so that it vanishes unless the sum over the unique row is even.54 This selection

rule arises from the parity symmetry of the inter-chromophore hamiltonian, which de-

pends on k (Table 3.2). It requires that the matrix elements of the antisymmetric inter-

chromophore hamiltonian are zero unless S + S′ is odd.

3.4 Nonadiabatic Transition Theory for the JDE Model

At long times, paired excitons in crystalline structures may hop to neighboring sites

and become increasingly more distant. In the limit that the distance between excitons

becomes large, the exchange interaction goes to zero while the ZFS is unaffected. This

is the the strong coupling limit |D| ≫ |J|, where here coupling refers to the coupling
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between TT states, in which the full exciton hamiltonian,

H = HAB + HA + HB

= JS⊺
A ·SB + S⊺

A ·DA ·SA + S⊺
B ·DB ·SB,

(3.121)

simplifies to HA + HB. The equilibrium density matrix is,

ρeq =
e−βHA e−βHB

ZAZB
. (3.122)

In this adiabatic representation the equilibrium density matrix is factorizable ρeq = ρA ⊗

ρB, suggesting that the entanglement of SA and SB depends on the distance between the

excitons. At first this may seem reasonable, however entanglement is independent of

distance and the coupling between A and B so ρeq is not necessarily factorizable. In fact,

the isolated uncoupled triplets may not be independently representable.

As an alternative, consider the nonadiabatic weak coupling limit |J| ≫ |D| whose

basis is the coupled Zeeman basis {|S, M⟩} (Eq. 3.47). Considering the JDE model hamil-

tonian (Eq. 3.76), the equilibrium density matrix at zero field thermalizes to,

ρeq = γ|1TT⟩⟨1TT|+ (1 − γ) |5TT0⟩⟨5TT0| (3.123)

where γ is the probability of being in state |1TT⟩. The coupled kets |1TT⟩ and |5TT0⟩ are

nonseparable with respect to SA and SB (Eq. 3.47) and thus the equilibrium density matrix

describes an entangled state.

The conditions for a fast, nonadiabatic transition to a pure state are satisfied for |J| ≫

|D| when fluctuations in J are on the order of ∆E1TT−5TT0
∼ 3J (Fig. 2.2). For quantum
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computing, the relevant states at finite temperature are the |S, M⟩ diabatic states.

3.4.1 Choice of Basis for the JDE model

Rare stochastic fluctuations in the large exchange interaction J rapidly bring different

2S+1TT spin states close in energy so that weak zero-field perturbations, D, X, and E,

can promote population transfer between the singlet and quintet state and, subsequently,

the quintet and triplet state. I aim to model the prompt EPR spectrum, where the 1TT

population has already evolved into an EPR active state that in turn remains steady over

a given period of time. Under these conditions, |J| ≫ |D| ≫ |X| and |E|, we refer

to the observed spin as being “well-defined”—meaning that the states that describe the

triplet pair do not have mixed-spin “character.” The spectra calculated with the short

time approximation are purely from the initially formed quintet state, 1TT → 5TT.

The |S, M⟩ states form the Zeeman, or diabatic, basis where S and M are the total

spin and the total spin projection. The adiabatic states are linear superpositions of the

diabatic states: |S, α⟩ = ∑M αM|S, M⟩. They are the eigenstates of the quintet block of

the hamiltonian (Fig. 3.5b). By restricting diagonalization to a specific spin subspace, S

remains well-defined.

The coefficients αM = ⟨S, M|S, αM⟩ are functions of the adiabatic interactions, D, X,

and E, and are therefore different for different orientations (α, β, γ, θ, and ϕ) (see Sec-

tion 3.3.2 and Fig. 3.2). Although the spectra from the adiabatic states may resemble the

data more closely, the diabatic spectrum is still a good fit (Chapter 4). By expressing the

hamiltonian in the diabatic basis, spectral features can be assigned to specific transitions

between specific states—even in a disordered sample. This is a significant advantage for

quantum computing applications.
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H

FIGURE 3.5: (a) In the |S, M⟩ basis, the JDE model hamiltonian partitions into block diagonal and
off-diagonal parts. The diagonal parts contain subspaces with singlet (1 × 1), triplet (3 × 3), and
quintet (5 × 5) multiplicities, and the off-diagonal blocks couple states of different multiplicities.
P = ∑M,M′ |2S+1TTM′⟩⟨2S+1TTM| projects out the diagonal blocks, H0 = PHP, and the coupling
blocks are what remain, V = H − H0. (b) A unitary transformation (represented by yellow blocks)
takes the quintet block of the hamiltonian from its representation in the diabatic basis to a diag-
onal representation, referred to as the adiabatic representation. The adiabatic states are linear
combinations of the same-spin Zeeman states, |S, α⟩ = ∑M αM|S, M⟩. The same transformation is
applied to the coupling matrix block to transform it into the adiabatic basis. Elements of the 5 × 1
coupling block, shown, couple the 1TT state with 5TTM (blue) or 5TTα (red) sublevels.

3.4.2 Calculating the Quintet State Populations

To calculate 5TTM populations, I apply the JDE model which is founded in perturba-

tion theory (Chapter 2). The hamiltonian is of the form of Eq. 3.121. It can be simplified

by accounting for specific dimer symmetries or setting weak (unresolved) interactions,

like X or E, to zero. What follows generalizes to any of these cases in the large J limit.

The hamiltonian in the Zeeman, or diabatic, basis is first partitioned into a sum of

block-diagonal, H0, and block off-diagonal parts, V (Fig. 3.5a). P = ∑M,M′ |5TTM′⟩⟨5TTM|

is a projection operator that projects out the diagonal blocks of H, so that H0 = PHP

(Fig. 3.5a). The off-diagonal blocks are then V = H − H0. The strong interactions, J and
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B0, only appear in H0; they split the energies of the total spin states. V only contains weak

perturbations, D, X, and E, that cause transitions between spin states.

It is somewhat remarkable, and not at all obvious, that the magnetic fields produced

by the triplets couple the |S, M⟩ spin states. For quantum computing, we must consider

the dimer symmetries that dictate the magnitudes of D, X and E to encourage selective

transitions. Compared to the diagonal interactions, B0 and J, the anisotropic zero-field

interactions D, X, and E are relatively weak so that the coupling can be treated perturba-

tively.

I stress that this result is unique for the chosen representation: (1) The hamiltonian

in the chosen frame of reference—the lab frame—where B⃗0 defines the quantization axis,

and (2) A total spin S basis, either the diabatic or adiabatic, where only same-spin states

can mix. There are then two contrasting cases. If a molecular interaction-based frame

of reference is chosen, the Zeeman interaction is not diagonal in the total spin basis. In

this case, V becomes a function of the strong applied field, B0 ≈ 10 GHz, and perturba-

tion theory becomes an invalid approach. Likewise, if the hamiltonian is expressed with

respect to the uncoupled |SA, mA; SB, mB⟩ states, V is a function of the strong exchange

interaction, |J| ≥ 20 GHz. These distinctions may become insignificant, for example, if

the populations are treated as fit parameters, but they are a requirement for nonadiabatic

transition theory.

3.4.3 Calculating the EPR Spectrum

Spectral fitting and calculations are performed with in-house programs written in the

Julia programming language. The spin hamiltonian is used to calculate the transition
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energies and intensities of the quintet EPR spectrum. It is evaluated in one of two bases—

the adiabatic basis {|S, α⟩}, or diabatic basis {|S, M⟩}. For convenience, the procedure for

calculating the spectrum will be discussed with respect to the {|S, M⟩} basis, but this is

without loss of generality.

For a given orientation, the program solves the strong-field JDE model hamiltonian,

which is equivalent to the zero-field hamiltonian (Eq. 3.121) plus the Zeeman hamilto-

nian,

HZeeman = gµBB0Sz, (3.124)

over a range of B0, where µB is the Bohr magneton, Sz = SAz + SBz is the total spin along

the lab z-axis, and g is its g-factor. Then a line spectrum is constructed by minimizing

∆E(B0) = gµBB1 for the four ∆M = ±1 transitions. Here, B1 is the magnitude of the

applied microwave frequency and ∆E(B0) is the energy gap between the ∆M = ±1 states.

The four lines are broadened by a Gaussian or Lorentzian lineshape, whose linewidth is

fixed for all transitions and orientations. This procedure is appropriate for light atom

singlet fission molecules with EPR spectra in the X-band field range.

The quintet EPR intensities are proportional to the polarization and transition dipole

matrix elements I(B0) = (pM − pM+1)δ(ϵM − ϵM+1)|⟨5TTM|µ|5TTM+1⟩|2, where S is the

total spin, µ ∝ S2
x is the transition dipole operator, and pM is the population of level

M. The population of a 5TTM level is expected to be proportional to the probability of

observing the system in that level after 1TT is populated by singlet fission. It is given by

the coupling matrix element squared, pM ∼ |⟨1TT|V|5TTM⟩|2.

For a disordered system, spectra are calculated for a uniform distribution of orienta-

tions that are distributed over a hemisphere where θ ∈ [0, 90] degree and ϕ ∈ [0, 360)

degree. Each spectrum is weighted by a geometrical factor w before summing to give the
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powder spectrum. Note that the spectra are not normalized at each orientation so that,

for example, for parallel chromophores (Fig. 2.3), the two peaks in the B0 ∥ z spectrum

are about two times more intense than the four peaks in the B0 ∥ x spectrum, because

there is intensity borrowing to the additional transitions.
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Algorithm 1: Compute diabatic spectrum
Input: g, B1, J, D, E, X, Ω, {ϕ, θ, w}, B0

Output: RES, INT

1 Compute all interaction tensors Ok
q // Eq. 3.77

2 Compute all spin tensor operators Tk
q // Eq. 3.78

3 Compute rotated intra-chromophore interaction tensors // Eq. 3.83

4 Compute rank-0 hamiltonian // Eq. 3.76

5 Calculate the dipole moment matrix

6 Project out quintet elements of dipole moment matrix and store in µQ

7 for i in {ϕ, θ, w} do

8 Compute all rotated interaction tensors for the i-th set of {ϕ, θ} // Eq. 3.81

9 Compute rank-2 hamiltonians // Eq. 3.76

10 for j in B0 do

11 Compute Zeeman hamiltonian for j-th value of B0 // Eq. 3.124

12 Store the sum of all hamiltonians in H

13 Project out quintet block of H and store in HQ // Fig. 3.5

14 for m = 1-4 do

15 Store absolute difference between m-th and m + 1-th diagonal elements of HQ in row

m and column j of ∆EN

16 Store difference between the squared m-th and squared m + 1-th elements of the first

row of HQ in row m and column j of ∆P

17 for m=1-4 do

18 Set the element of column i and row m of RES to the minimum of the absolute difference

between the m-th row of ∆EN and gµBB1

19 Save the index of the minimum to IDX

20 Set the element of column i and row m of INT to the value from the IDX-th column and

m-th row of ∆P

21 Multiply i-th column of INT by i-th element of w

22 for m=1-4 do

23 Multiply m-th row of INT by the squared matrix element from the m-th row and m + 1-th

column of µQ
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3.4.4 Best-fit Parameters by Simulated Annealing

Best-fit parameters provide an approximation to the global minimum of the least

squares residual, χ2 = 1/N ∑N
i
(
Si,Exp − Si,Theory/σi

)2, where STheory is the spectrum cal-

culated at the same N field points as the experimental data, SExp. The error in the inten-

sity at each field point, σi, can be estimated by jackknifing the average of consecutively

acquired data sets. A minimal set of parameters are fit, and the resampling methods, such

as jackknifing, are used to consider parameter correlation.

The SAMIN algorithm from the Optim.jl Julia package55 was implemented to mini-

mize the objective function, χ2. First, the algorithm stores the initial value of the objective

function from a user-given set of initial parameters. The initial values are chosen at ran-

dom from a bounded parameter space that is system-dependent and chosen to be exper-

imentally relevant but non-restrictive. The initial value for the “temperature” parameter

is chosen so that the entire parameter space is accessible.

Once the initial temperature is determined, the algorithm takes NS (20) steps through

the n floated parameters.56 On each iteration i, a trial value for parameter p is chosen at

random, pi = p0 + rv, where r is a uniformly distributed random number from [−1, 1],

p0 is the current best value of the parameter and v is the step length for the parameter.

If the trial parameter lowers the value of χ2, it is accepted. If χ2 increases, however, the

trial parameter may still be accepted if the probability exp(−(χ2
trial − χ2

current best)/T) is

greater than a uniformly distributed random number in [0, 1]. After NS · n total steps, the

step length v for each parameter is adjusted. If more than 50% of all moves are accepted

for a parameter, v is increased so that, for the given temperature, more moves are re-

jected in following iterations. After NT (10) bound adjustments, the system is cooled via
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T′ = rT · T, where rT (0.85) is the user defined cooling rate. Lowering the temperature de-

creases the probability of accepting trial parameters that increase the objective function.

The temperature continues to cool as the system “anneals” to the correct answer, defined

by the objective function tolerance (10−3) and the parameter tolerance (10−2). The im-

plemented values for all optimization parameters (in parenthesis) were tuned until the

minima for 50 randomly initialized runs of the SAMIN algorithm converged.
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Chapter 4

Entangled, Spin-polarized Excitons from
Singlet Fission in a Rigid Dimer*

4.1 Abstract

Singlet fission, a process that splits a singlet exciton into a biexciton, has promise

in quantum information (Chapter 1). We report time-resolved electron paramagnetic

resonance measurements on a molecule, TIPS-BP1′, designed to exhibit strongly state-

selective relaxation to specific magnetic spin sublevels. The resulting optically pumped

“spin polarization” is a nearly pure initial state from the ensemble. The long-lived spin

coherences modulate the signal intrinsically, allowing a new measurement scheme that

substantially removes noise and uncertainty in the magnetic resonance spectra. A nona-

diabatic transition theory with a minimal number of spectroscopic parameters allows the

quantitative assignment and interpretation of the spectra (Chapter 2). The rigid, cova-

lently bound dimer, TIPS-BP1′, supports persistent spin coherences at temperatures far

higher than those used in conventional quantum hardware.

*Adapted with permission from: Smyser, K. E., Dill, R. D., Rugg, B. K., Damrauer, N. H. & Eaves, J. D.
Entangled, Spin-polarized Excitons from Singlet Fission in a Rigid Dimer, (In Review, 2022). R.D.D. and
B.K.R. performed the measurements and K.E.S. implemented the theory of K.E.S and J.D.E. Authors N.H.D
and J.D.E. advised on all efforts.
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4.2 Entangled, Spin-polarized Excitons from Singlet Fis-

sion in a Rigid Dimer

Quantum information promises advances in science and computing not seen since the

revolutions in classical computing that have unfolded over the last 80 years.1 But unlike

classical computing, where the solid-state transistor has become ubiquitous, we remain in

the discovery phase for quantum materials. Quantum logic uses fragile non-equilibrium

quantum states built upon qubits that irreversibly decay to Boltzmann equilibrium. In

strong-field experiments, microwave or radio frequencies manipulate the qubits to per-

form operations.5 Because the resonant frequencies are much smaller than the thermal

energy at room temperature, without extreme cooling or other means of control, a signif-

icant population in the excited state generates thermal uncertainty in the initial state of

the wavefunction.2 This “tyranny of temperature” makes quantum circuits classical for

temperatures above a few kelvin (Section 1.1).

Removing the uncertainty in the initial condition of the wavefunction solves the

so-called “state-initialization problem,” a requirement for quantum computation that

DiVincenzo articulated more than twenty years ago.1 For example, in color centers, like

nitrogen-vacancy centers in diamond, a weak-field optical excitation initializes the sys-

tem into a non-equilibrium state—a magnetic sublevel—where strong-field magnetic

resonance pulses perform gate operations.57 But controlling the placement of defects

in crystals is challenging, which makes scaling the number of qubits in these materi-

als a formidable hurdle. Recent molecular analogs to the color centers suggest that a

bottom-up approach from synthetic chemistry might ultimately lead to more scalable

architectures.58 Like many other quantum materials, however, the molecules only exhibit
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quantum function near liquid helium temperatures.

Chapter 2 predicted that at long times, paired excitons in crystals may hop to neigh-

boring sites and become increasingly more distant. In the limit that the distance be-

tween excitons becomes large, the inter-chromophore exchange interaction that splits

spin states, J, goes to zero while the single-chromophore interaction that couples the

states, D, is unaffected. Models derived from Merrifield’s theory for triplet-triplet

annihilation15,17,19,59,60 and from Redfield theories61 are a good choice for modeling the

pair states when J is small (|J| ≪ |D|). They can describe the triplet pair EPR spectrum

from densely packed dimers or dimers of weakly coupled chromophores, for example,

from crystals or floppy molecular dimers with large linkers. For dimers with weak J, the

full EPR spectrum is typically from both paired and uncoupled triplets.15,17,60

In Chapter 2, I developed the JDE model, a model Hamiltonian and nonadiabatic

transition theory for dimers with strong J (|J| ≫ |D|). It predicted that the conditions for a

fast, nonadiabatic transition to a pure state are satisfied when J is the largest energy in the

hamiltonian and when fluctuations in J are on the order of the pair state energy splittings.

Chapter 2 suggests that highly ordered and dilute systems can produce a strongly spin-

polarized quintet pair state 5TT, which is observed when the singlet state 1TT transfers

into specific quintet sublevels 5TTM with high fidelity. Chapter 4 now reports on the EPR

spectrum from a dilute glass of molecular dimers, TIPS-BP1′. Importantly for quantum

computing applications, all S = 1 photoproducts are undetectable in its EPR spectrum—it

is entirely from the quintet state—and electron spin coherence remains for microseconds.

Because the chromophores are covalently bound and because diffusion is inhibited, we

expect that J is large. By replicating the observed spectrum with the JDE model, using

only three adjustable parameters we confirm this assumption. Moreover, because the
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spectrum from the glassy sample contains information on all single-dimer spectra—for all

orientations—we break it down into components from single orientations and show how

state-selectivity is achievable for an oriented sample of TIPS-BP1′. To generate intense

spin polarization, our results show that it is sufficient for chromophores to share a single

molecular axis as long as their relative orientation is fixed—they need not be entirely

parallel, as predicted in Chapter 2.

The several possible biexciton species 2S+1TTM that differ in their overall spin S

and degree of entanglement are not directly distinguished by transient absorption

spectroscopy,35 so we turn to trEPR to resolve them. The experiment starts the SF process

with an optical pulse and then uses EPR to monitor the time-evolution of the products.

TrEPR signatures of TIPS-BP1′ in mTHF glass (75 K, 640 nm pump wavelength) emerge

over a few hundred nanoseconds following photoexcitation (Fig. 4.1a). This timescale is

consistent with the decay of 1TT and is impulsive on the timescale of the trEPR measure-

ment (10 µs).35 Four sharp features, from 338-359 mT, dominate the trEPR spectra for all

observable times. They form concomitantly and exhibit underdamped Rabi oscillations

that beat at the nutation frequency (Fig. 4.1a, inset). These oscillations have not been

reported in trEPR data for any system undergoing SF but have been observed for triplets

where relaxation processes are slow.62

General trEPR trends in the SF literature include broad and congested spectra,

with substantial interconversion between EPR-active states.14–17,20,22,63 By contrast, our

spectra—aside from the oscillations—do not show substantial time evolution. They are

also highly structured and symmetrical. The EPR spectra in Fig. 4.1a are narrow, with

intensity spanning 20 mT. The intersystem crossing triplet spectrum for the monomer

TIPS-Pc, in comparison, spans 84 mT (Fig. 4.2). The relatively narrow width of the
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FIGURE 4.1: TrEPR data for TIPS-BP1′ demonstrates long spin-coherence times and strong spin
polarization. (a), Contour plot of X-band trEPR data for TIPS-BP1′ (75 K and 640 nm excitation).
Inset: Underdamped Rabi oscillations for a representative magnetic field value (353.4 mT, arrows).
The signal decay (black line) fits well to a damped Bessel function (red line), which is expected for
an orientationally distributed sample. The fit gives an estimate for the coherence time, T2 ≈ 1.4 µs.
(b), The Hankel Transform (HT) then provides the nutation spectrum at each field point. Inset:
HT of the transient shown in the inset of (a) peaks much more sharply than the comparable am-
plitude spectrum from the Fast Fourier Transform (FFT). This resolution enhancement facilitates
extraction of the “Hankel spectrum” in Fig. 4.3b, which corresponds to 5TT0 ↔ 5TT±1 transitions.
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TIPS-BP1′ spectra suggests that the signal originates from 5TT.46
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FIGURE 4.2: The intersystem crossing triplet EPR spectrum of TIPS-Pc monomers in a heavy atom
solvent (4:1 toluene:1-iodobutane, 640 nm excitation, 100 K, fmicrowave = 9.74729 GHz). Because
this is a triplet, the splitting between the peaks (dotted grey lines) gives the value of D directly.
The measured value of D (1233 MHz), assuming E = 0, is similar to the extracted value of D for
the TIPS-BP1′ dimer (1322 MHz). The data is an average of scans in the time domain over 101-
301 ns, where the signal remained relatively constant. The spectrum appears to be contaminated
near 350 mT. We attribute this contamination to the presence of 5TT in aggregated monomers,64

because a similar sample with higher TIPS-Pc concentration (not shown) indicated much stronger
features in this field range.

Nutation frequencies depend on S and M, so they can, in principle, inform on the

spin species and sublevels produced after SF.65 In the SF literature, they are commonly

determined with pulsed EPR at only a few values of the static magnetic field, B0.14–17,20,22

Compared to pulsed nutation experiments, trEPR has a dramatic multiplex advantage—

an entire time trace is collected simultaneously (Fig. 4.1). However, pulsed techniques

with high microwave powers are necessary for most SF systems since rapid dephasing

and population transfer overdamp the low-frequency nutation oscillations in trEPR.66

In TIPS-BP1′, by contrast, the presence of Rabi oscillations at a dominant frequency in
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the trEPR data implies that there is a state-selective population formed rapidly on the

timescale of the oscillation period.

Although Rabi oscillations within a two-level quantum system decay as a damped

harmonic oscillator, the measured trEPR nutation signal for an inhomogeneously broad-

ened system does not—it decays as a Bessel function. In such systems, including dis-

ordered samples like ours, the measured signal contains contributions from many spins

with a distribution of resonant frequencies. Integrating over the distribution of resonant

frequencies leads to the approximate result s(t) ∝ J0(ωN t)e−t/2T2 , valid for strongly un-

derdamped Rabi oscillations that begin suddenly.62,67,68 s(t) is the time-domain signal for

a fixed value of B0, J0 is a zeroth order Bessel function, ωN is the observed nutation fre-

quency, and T2 is the transverse relaxation time (strictly true for a two-level system), or

coherence time.

Because the nutation signal is described by a Bessel function, the Hankel transform,

which projects the time-domain signal onto the Bessel functions, substantially enhances

frequency resolution relative to the Fourier transform (Fig. 4.1b, inset). Our method

shares many similarities with lock-in detection, but rather than externally modulating

the signal, the method “locks in” at the sharply peaked dominant nutation frequency ωN

to separate low-frequency components from the oscillating signal (Fig. 4.1b). The “Han-

kel spectrum” is the integrated intensity along the frequency axis within a prescribed

bandwidth (Fig. 4.1b). It isolates the signal that nutates at ωN—the majority component

of the EPR data (Fig. 4.3, black lines).

Recognizing the Bessel function shape of the trEPR data at fixed B0, we also use the

oscillatory decay to estimate the decoherence time, T2 ≈ 1.4 µs (Fig. 4.1a, inset). Notably,
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there are two recent works in the literature that use singlet fission in the pursuit of quan-

tum information applications, but with chromophores in crystals that are oriented in the

field, not dimers (Chapter 5).60 The value of T2 for TIPS-BP1′ dimers reported here at 75 K

is similar to that reported in Ref. [60] for a single-crystal tetracene-derivative at 10 K. Even

in a glassy phase, T2 for TIPS-BP1′ is at least five times longer than it is in the crystalline

samples of Ref. [60] at similar temperatures.

A signal oscillating at a dominant nutation frequency might result from a state-

selective relaxation process, from 1TT into a few specific 5TTM sublevels, and such pre-

cise state-selectivity can solve the state-initialization problem in quantum information.

But to determine the extent of state-selectivity in a molecule, an accurate interpretation

of the EPR spectrum is essential. Some have adapted Merrifield’s theory59 for triplet-

triplet annihilation, to compute the TT populations that the EPR experiment probes (see

Appendix B).15,17,19,60 Therein, when the inter-chromophore exchange interaction J is

zero the resulting spectrum only comes from M = 0 → M = ±1 transitions, so we

refer to it as the “Q0” model. But the Q0 model is inappropriate for strongly coupled

dimers that directly populate 5TT, from 1TT, so it does not reproduce the spectrum of

TIPS-BP1′ (Fig. 4.3a). Without a theory to determine the populations, they become fitting

parameters.16 In the dense and broad spectra typical of EPR data for SF, these additional

parameters lead to uncertainty and overfitting that complicates the interpretation of the

spectra.

To overcome this problem, we compute the populations of the initial 5TT sublevels

with our nonadiabatic transition theory by extending the theory reported in Chapter 2 to

model non-parallel chromophores and to compute spectra for dimers in the glass phase.

Like in Chapter 2, we assume that J, the Dirac-Heisenberg coupling between triplets on



Chapter 4. Entangled, Spin-polarized Excitons from Singlet Fission 109

Residual
M = 0     ±1

Hankel

Theory

In
te

ns
ity

1

0

-1
320 340 360 380

Magnetic Field (mT)

Experiment

cb

a

M = 0    ±1

M = ±1     ± 2

FIGURE 4.3: Data and calculated EPR spectrum for TIPS-BP1′. (a), The prompt trEPR spectrum for
TIPS-BP1′ (black) is an average over 200-400 ns (Fig. 4.1a). The red line comes from the JDE model
with best-fit parameters D = 1322 ± 3 MHz, X = 59 ± 1 MHz, and β = 111.1 ± 0.2◦ (see Chap-
ter 3). Using the Q0 model to predict initial populations (gray) does not reproduce the spectrum.
(b), The Hankel spectrum (black) is the dominant signal and is replicated well by a calculated
5TT0 ↔ 5TT±1 spectrum (blue, JDE model). (c), The residual spectrum (black) is the difference
between the full spectrum in (a) and the Hankel component in (b). It is reproduced (blue, JDE
model) with a calculated 5TT±1 ↔ 5TT±2 spectrum. Any signal from triplets is undetectable. Rel-
ative amplitudes of the calculated spectra (blue) come from the JDE model.
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adjacent chromophores A and B of the same molecule, is the largest energy scale of the

matter hamiltonian and choose the quantization axis to lie along the Zeeman field in

the lab frame. This choice diagonalizes the Zeeman hamiltonian and the rotationally in-

variant, or isotropic, part of the JDE hamiltonian for all orientations of the molecule,

gµBB0Sz + JS⃗A · S⃗B, in the basis of total spin Zeeman states |S, M⟩. The remaining “zero-

field hamiltonian” is anisotropic—it depends on a molecule’s orientation relative to the

quantization axis. After employing rotation operators, the Wigner-Eckhart theorem, and

other simplifications, the zero-field hamiltonian becomes a function of three parameters:

the axial intra-chromophore interaction, D, the anisotropic inter-chromophore interac-

tion, X, and the angle between the chromophores, β (Fig. 4.5b, Chapter 3). A projection

operator, P, partitions the hamiltonian into the reference hamiltonian, H0 ≡ PHP, that

is block-diagonal in total spin S, and the perturbation that involves only the anisotropic

zero-field hamiltonian V = H − H0.

After this partitioning, the Zeeman term lies on the diagonal of H0 and splits states

of different M. The exchange interaction J produces diagonal terms that split states with

variations in total spin S. We assume that nuclear motions modulate the distance between

chromophores to make the value of J time dependent, J = ⟨J⟩+ δJ(t). Fluctuations in J

modulate the energy gaps between diagonal states of different S, bringing them into tran-

sient resonances that allow transitions between them. After including the fluctuations on

the diagonal by introducing a linear response system-bath hamiltonian and applying per-

turbation theory in V for the transition rates between states |µ⟩ and |ν⟩ of H0, the expres-

sion for the rate is analogous to the nonadiabatic Marcus theory, kµ→ν ∝ |⟨µ|V|ν⟩|2Fµ,ν,

where Fµ,ν is a temperature-dependent nuclear factor that depends on the statistics of

the fluctuations. But, because the energy levels of H0 are split by energies much smaller
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than kBT, the state populations are approximately independent of the statistics for the

fluctuations in J and thereby independent of Fµ,ν. In this theory and under the stated

assumptions, the tunneling matrix element |⟨1TT|V|ν⟩|2 gives the sublevel population of

the initial state in the trEPR experiment |ν⟩ from |1TT⟩.

In the chosen representation, H0 is block-diagonal in S, but there is weak mixing be-

tween states of different M within an S block. One can either ignore the mixing or diago-

nalize the block, redefining both the states and the transition matrix elements. These two

choices correspond to a diabatic basis or an adiabatic one for |ν⟩, respectively. Unlike the

adiabatic states, the diabatic (Zeeman) states are well-defined in the lab frame and inde-

pendent of orientation (see Section 3.4.1). The diabatic states facilitate assignment of the

trEPR spectrum (Figs. 4.3b, 4.3c) but the adiabatic states (Fig. 4.3a) give a more accurate

reproduction of it. Because the applied Zeeman field is much larger than the zero-field

interactions, the mixing between the 5TTM sublevels is weak, and there are only small,

quantitative differences between the spectra calculated with the diabatic and adiabatic

bases (Fig. 4.4).

To fit spectra, we compute the ensemble-averaged trEPR spectrum directly in the adi-

abatic basis, use discretization to calculate and sample over molecular orientations, and

use simulated annealing to determine best fit parameters. For each orientation in the fit-

ting protocol, the initial states of the trEPR spectra come from the nonadiabatic transition

theory. These simplifications are substantial. The computed trEPR spectra only depend

on the parameters D, X and β. Including X is essential but the orthorhombicity parameter

E is not included because it does not significantly improve fit results for either the dimer

or the monomer. Section 3.4 contain the details of the theory and the fitting procedure.

Figure 4.3a shows the prompt EPR spectrum—the spectrum immediately following
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SF—for TIPS-BP1′ (200-400 ns, Fig. 4.1a) along with a calculation of it. The best-fit values

D = 1322 ± 3 MHz and X = 59 ± 1 MHz are consistent with those for pentacene deriva-

tives and dimers, respectively.14 The fit value of β = 111.1 ± 0.2◦ is within 0.2% of the

calculated value from DFT simulations for the quintet in a model of TIPS-BP1′ (110.9◦,

unrestricted-ω-B97XD/6-31G(d)).

With the optimal set of spectroscopic parameters determined, the calculated EPR spec-

trum breaks down into two components from the diabatic 5TTM ↔ 5TTM±1 transitions.

Figures 4.3b and 4.3c show the results. Our theory demonstrates that the Hankel trans-

form isolates the signal from the 5TT0 ↔ 5TT±1 transitions (Fig. 4.3b), and supports

the assignment of the nutation frequency to this component. The residual spectrum

(Fig. 4.3c), the difference between the Hankel spectrum (Fig. 4.3b) and the total spectrum

(Fig. 4.3a), agrees with the computed 5TT±1 ↔ 5TT±2 spectral component quantitatively,

in both amplitude and functional form.
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It is only by accounting for the orientational dependence of the sublevel populations

that we recover the spectrum from TIPS-BP1′. Figure 4.5a shows that the most intense

features in the powder spectra are from transitions where the Zeeman field aligns with

the dimer axes (Fig. 4.5b and 4.5c). Figure 4.5a also shows that while the 5TT0 sublevel

population is large for B⃗0 ∥ z and B⃗0 ∥ y, it is zero for B⃗0 ∥ x. In the Q0 model, by contrast,

the 5TT0 sublevel is the only TT sublevel populated for any orientation—including B⃗0 ∥

x—leading to an over-representation of the 5TT0 → 5TT±1 transitions in the spectrum,

and a poor resulting fit (Fig. 4.3a, gray). Indeed, if the 5TT0 level were the only sublevel

populated, the residual spectrum would be zero.

To engineer a piece of quantum hardware based on our system and observations, one

would have to immobilize and align the molecules so that they all have a definite ori-

entation with respect to the Zeeman field. Figures 4.5d and 4.5e show the predicted spin

polarization for a system of aligned TIPS-BP1′ dimers. Borrowing an idea from Shannon’s

classical information theory,69 we introduce the order parameter I to quantify the spin

polarization achievable into any 5TTM sublevel from 1TT as a function of molecular orien-

tation relative to the field (Fig. 4.5c), where I = 1 + 1
log2(5)

∑+2
M=−2 pM log2 pM (Fig. 4.5d).

Like Shannon’s information measure, I is zero when all 5TTM are equally populated and

unity when only one level is occupied. Our work in Chapter 2 recommends that the chro-

mophores share a common set of axes. While the x and z-axes of the chromophores are

not parallel for TIPS-BP1′, the y-axes are. As a result, the most intense spin polarization

occurs when the Zeeman field aligns with the shared y-axis.70 The corresponding north

and south poles of Fig. 4.5d exhibit the largest spin polarization, and Fig. 4.5e shows that

the 5TT0 sublevel is the one that gets polarized.

In molecular systems like those pioneered in nuclear spin resonance computing,
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M=−2 pM log2 pM for an ordered
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tions with unique spectra. (e), 5TTM populations as a function of the dimer-field orientation. The
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scaling the number of coherent qubits is relatively straightforward.5 But the state-

initialization problem has bedeviled that field.2 TIPS-BP1′ is an example of a novel

class of compounds that create entanglements between electron spin states that remain

coherent on timescales that are orders of magnitude longer (≈ 1 µs) than the switching

time for a gate operation (≈ 1 ns), even in a powder spectrum. The quintet state, born

under the selection rules of singlet fission, is a two-triplet spin-coherent excitation. The

coherence entangles the triplets and increases the number of computational states from

three to five—an elementary demonstration of scaling. Our results motivate efforts to

orient TIPS-BP1′, and molecules like it, through crystallization or other means. SF in rigid

molecular dimers solves the state initialization problem at temperatures far higher than

the operating temperatures in contemporary quantum hardware.
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Chapter 5

Triplet-Pair Spin Signatures from
Macroscopically Aligned Heteroacenes
in an Oriented Single Crystal*

5.1 Abstract

In Chapter 2, the JDE model determined that the 5TT0 sublevel can be selectively pop-

ulated if certain conditions are met. Among the most challenging, the molecules within

the dimer undergoing singlet fission must have their principal magnetic axes parallel to

one another and to an applied Zeeman field. Chapter 5 presents time-resolved param-

agnetic resonance spectroscopy of a single crystal sample of a novel tetracenethiophene

compound featuring arrays of dimers aligned in this manner, mounted so that the orien-

tation of the field relative to the molecular axes could be controlled. The observed spin

sublevel populations for the paired TT and unpaired T + T triplets are consistent with

predictions from the JDE model, including preferential 5TT0 formation at z ∥ B0, with

*Adapted with permission from: Rugg, B. K., Smyser, K. E., Fluegel, B., Chang, C. H., Thorley, K. J.,
Parkin, S., Anthony, J. E., Eaves, J. D. & Johnson, J. C. Triplet-Pair Spin Signatures from Macroscopically
Aligned Heteroacenes in an Oriented Single Crystal. PNAS 29, 119, (2022). B.K.R prepared samples and
performed trEPR measurements and analysis, under advisement of J.C.J. B.F. performed magnetolumi-
nescence experiments. K.J.T. synthesized TES TIPS-TT, under advisement of J.E.A. S.P. characterized and
indexed single crystals. K.E.S. and J.D.E developed theoretical methods and performed trEPR simulations.
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one caveat—the two 5TT+M spin sublevels have little to no population.

5.2 Introduction

In Chapter 2 I derived the JDE model based on nonadiabatic transition theory (NTT)

for dimers whose molecules share principal axis directions. In the model, the effective J

is large enough to separate the 2S+1TT states, but, immediately following singlet fission,

large fluctuations in J induce crossings between the various 2S+1TTM sublevels to facili-

tate relaxation events. The subsequent sublevel population is dictated by the orientation

of the molecular z-axis relative to an applied magnetic field (B⃗0, Fig. 5.1a). Importantly,

for quantum information applications, the 5TT0 sublevel is dominant for z ∥ B⃗0 and there

is evidence that it is addressable with microwave pulses and has the potential for optical

readout.58,71,72 This Chapter expands the model to include exciton unbinding dynamics

that can occur in crystals with mobile excitons and find that the separated triplets T + T

maintain the spin polarization of the initially formed sublevels.

Motivated by the predictions of the parallel JDE model, we have conducted a time-

resolved EPR study of a single crystal of 2-triethylsilyl-5,11-bis(triisopropylsilyl ethynyl)

tetraceno[2,3-b]thiophene (TES TIPS-TT), a novel heteroacene with a crystal structure in

which all molecules share a common z-axis (Fig. 5.1b). Because all TES TIPS-TT molecules

are aligned parallel to one another in the crystal, the angle θ of the molecular z-axis rela-

tive to B⃗0 (Fig. 5.1) can be systematically controlled.
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FIGURE 5.1: (a) The primary axis, the z-axis, is perpendicular to the molecular π-system and
its orientation relative to an applied magnetic field, B⃗0, is defined by θ. The illustration shows
θ = 90◦, or x ∥ B⃗0. (b) The crystal structure of TES TIPS-TT. Although all chromophores are
parallel in the crystal, there are various pair sites that have different chromophore-chromophore
distances and orientations (Fig. 3.2). There is only one sulfur atom per chromophore, however
this may be in one of the two positions indicated.

5.3 Theory and Calculations for the EPR Spectra

To model the exciton unbinding process, TT → T + T, let the J-coupling be binary—it

is J when two molecules in the crystal are nearest neighbors and zero otherwise. The

hamiltonian takes the form,

H = HZeeman
AB + HZFS

A + HZFS
B + f

(
JS⊺

A ·SB
)

, (5.1)

for chromophores A and B where f is a binary switching function that is either zero or

one. While the 1TT state forms on adjacent chromophores,73 the excitons in a crystal are

mobile. Once one of the excitons hops to another chromophore, the 2S+1TT state can

decohere and evolve to separated triplet pairs, T + T.

Part of the spectrum comes from the 5TTM sublevels, whose calculations appear in the
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analysis of the parallel JDE model in Chapter 2. But in a crystal, some of the triplets in

the ensemble will have hopped and unpaired, even at early times. The jump dynamics

are assumed to be slow relative to the timescale for quintet formation on neighboring

molecules but fast enough to completely dephase the triplet pair states. This is modelled

by allowing the quintet state to form for all molecules in the JDE hamiltonian, f = 1.

Some fraction of those molecules in the ensemble will experience a jump between time

zero and time t. That sub-ensemble will quench into the unpaired triplet hamiltonian, f =

0. I quench those molecules, using the density matrix from the initial quintet states of the

JDE model, into the states of the unpaired triplet by applying the projection operator P =

∑MA,MB
|MA, MB⟩⟨MA, MB|, where the sum over MA and MB goes over the sublevels of

unpaired states—the eigenstates of the hamiltonian with f = 0. The projection operator

separates out the diagonal elements of the density matrix in the unpaired basis. The

density matrix of the entire system is ρ = wρ0 + (1 − w)Pρ0P, where w is an empirical

parameter equivalent to the fraction of exciton pairs that have not undergone a jump

before the time of measurement, and ρ0 is the density matrix of the JDE model at early

times (Chapter 2). Here, it is assumed that the populations decouple from the coherences

and that the time evolution of the coherences is fast compared to the populations. Both

approximations appear in the Redfield theory of quantum relaxation.74 The calculation

of the trEPR spectrum follows from the density matrix (Section 3.4).

The single crystal spectra of TES TIPS-TT at select orientations were calculated with

the parallel JDE model, where both transitions and intensities are calculated from the

spin hamiltonian (Eq. 5.1). The computed trEPR spectra at each orientation are sums of

two components: one from the 5TTM sublevels and another from the spin-polarized, un-

paired triplets T + T. First, the calculated spectrum was compared to the data for z ∥ B⃗0
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to optimize a value of D in the least-squares sense with the simulated annealing tech-

nique (Section 3.4.4. At this orientation, E has little to no effect on the spectrum. Fixing

D to the resulting best-fit value (1260 MHz), the x ∥ B⃗0 spectrum was optimized for E (16

MHz). When optimizing parameters, the hamiltonian is evaluated in the eigenbasis of the

quintet subspace, called the adiabatic basis, |S = 2, α⟩ = ∑M αM|S = 2, M⟩ (Section 3.4.1).

These states are very close to the Zeeman |S = 2, M⟩ states away from crossings.70 Although

the energies of the Zeeman states change upon sample rotation, the states remain well de-

fined. The 5TT and T + T populations were calculated using the parallel JDE model, but

to replicate the data, populations of the two high energy quintet states (M = +1,+2) were

set to zero. The four 5TT and two T + T lines (∆M = ±1) at each orientation are broad-

ened by Lorentzian lineshapes. Line intensities are proportional to the difference in pop-

ulation between the ∆M = ±1 sublevels and the corresponding dipole matrix element

squared. The relative amplitudes of the 5TT and T + T spectra are orientation-dependent

and are estimated from the data. Diagrams of the spin sublevel energies and populations

(Figs. 5.5-5.8) were likewise calculated, but in the diabatic Zeeman basis where states of

S and M are long-lived.

5.4 Magnetophotoluminescence Spectroscopy

Single crystals of TES TIPS-TT exhibit several bands of steady-state fluorescence in

the range of 600-800 nm when excited at 520 nm. The yield of the fluorescence within the

range of 700-775 nm shows a clear dependence on the strength of an applied magnetic

field at low temperatures (Fig. 5.2). Dips in the fluorescence intensity are observed where

the non-magnetic 1TT state crosses with the dark 5TTM sublevels that tune through the
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magnetic Zeeman interaction (Fig. 5.3).44 The magnitude, though not sign, of J can be

determined from the distribution of the dips in the spectrum. The experimental field

range (0 - 14 T) allows for detection of J between ≈ 5 and 131 GHz. I assumed that J > 0

to generate Fig. 5.2a, but it is equally probable that J < 0.
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FIGURE 5.2: (a) Changes in relative PL vs. applied magnetic field at 2 K. The full data set is shown
as an inset where the units are the same as the main figure. (b) Energy level diagram of an exciton
pair with J = −15.4 GHz in a magnetic field. Black circles highlight level crossings between 1TT
and 5TT+1,+2 (observed) and with 3TT+1 (not observed).

Two prominent dips in the field sweep appear at 0.83 and 1.65 T. Based on the 1:2 ratio

of these values, and assuming J > 0, the first and second peaks can be assigned to 1TT

mixing with 5TT+2 and 5TT+1, respectively (Fig. 5.2b). Dips from these crossings occur at
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FIGURE 5.3: Schematic and associated energy level diagrams for (a) the inter-triplet interaction
J, which dictates energetic splitting between the 1TT, 3TT, and 5TT spin manifolds (depicted for
negative J in the diagram) and is dependent on the degree of electronic coupling between triplet
excitons. The magnitude of J can be obtained directly by measuring field strengths at which pho-
toluminescence is decreased due to mixing of the emissive 1TT state with dark 5TT sublevels.
(b) The intra-triplet interaction D, which primarily dictates energetic splitting between magnetic
sublevels within T + T, 3TT, and 5TT. Splitting of trEPR transitions due to D is dependent on
molecular orientation relative to an applied magnetic field (B0); the energy level diagram depicts
the splitting between the states of an isolated T when the primary molecular axis (z) is parallel to
B0, for which associated transitions are split by 2D. Values of D and its associated parameter E
(not depicted) are typically obtained from fitting the trEPR powder spectrum of triplets localized
on non-interacting monomers.
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field strengths of about 1.5J and 3J (1:2), respectively, so that |J| = 15.4 ± 0.3 GHz for at

least one dimer within the TES TIPS-TT crystal structure.

Our results are similar to the MPL from TIPS tetracene,71 however, three peaks rather

than two are observed for TIPS tetracene because there is also a peak at |J|. This yields

a characteristic 1:3/2:3 splitting pattern. For TES TIPS-TT, no dip is detected at the 1TT-

3TT+1 curve-crossing field position at J (dashed line, Fig. 5.2a).

In Sections 3.2.8 and 3.3.5, I derived the selection rules that allow 1TT-3TT mixing.

To observe the S = 0 to S = 1 transition, there must be a non-zero rank-1 interaction.

Although the rank-1 interactions are small for light-atom singlet fission systems, they

can become significant at crossings where the energy splitting goes to zero. The intra-

chromophore interactions, in general, are orders of magnitude smaller than the inter-

chromophore interactions and, therefore, most likely direct the observed behavior. But

the intra-chromophore rank-1 interactions are zero, according to the particle exchange

symmetry, when the chromophores are parallel. The observation of only two dips in

emission intensity vs. magnetic field provides further evidence of favorable molecular

alignment, unlike the lower symmetry TIPS tetracene samples.71,72

The additional prominent feature that occurs at B⃗0 < 0.1 T in both TES TIPS-TT and

TIPS tetracene is ubiquitous in early magnetic-field dependent experiments44 on crys-

talline acenes. For weakly coupled chromophores (|J| ≪ |D|), crossings occur at field

strengths similar to the zero-field splitting interaction. Its presence here alongside fea-

tures associated with |J|=15.4 GHz affirms that both paired ( f = 1, Eq. 5.1) and unpaired

( f = 0) triplets exist in the crystal. The potential for fast TT dissociation rationalizes the

detection of both species in time-integrated experiments.

Note that the multitude of possible molecular pairs will lead to other values of J;
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however, these may not be observable in the magneto-photoluminescence experiment

for various reasons: triplet-triplet interactions on these pairs may not lead to detectable

fluorescence that reflects the 1TT population, or they may be too weak or too strong to be

detectable in the magnetic field range of the experiment.

5.5 Electron Paramagnetic Resonance Spectroscopy.

TrEPR spectra obtained from a crystalline powder of TES TIPS-TT at room tempera-

ture after λex = 610 nm are shown in Fig. 5.4. The central EA feature in the early time

25 − 75 ns spectrum (Fig. 5.4c) spans about center field by about |D|/3 and identifies

the presence of 5TT0. The outer features in the data persist to later times (400 − 450 ns,

Fig. 5.4b), after the most characteristic 5TT0 signatures have disappeared, and are asso-

ciated with T + T. Although there is an EA-like feature in the early time spectrum, the

intensity of the data remains greater than zero over the full field range. This is likely

from dynamic behavior that is not entirely modelled by the nonadiabatic transition the-

ory (Chapter 2) for systems with large J (|J| > 20 GHz). The JDE model does not re-

produce the powder data. Single-orientation data show that, although the energies are

predicted by the JDE model, the intensities for some transitions are not.

A single crystal of TES TIPS-TT was mounted to make the orientation z ∥ B⃗0 attainable

within the EPR spectrometer (Fig. 5.1a). Starting with z ∥ B⃗0 (labeled 0◦, Fig. 5.4), the

sample was rotated to collect trEPR spectra for different orientations about the y-axis in

10◦ increments between 0◦ and 180◦. Figure 5.4 shows colored lines that correspond to

5TT and T + T transitions between the coupled |5TTM⟩ and uncoupled |MA, MB⟩ Zeeman

states, respectively (Section 3.2.7). As with the crystalline powder spectra, the features
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FIGURE 5.4: TrEPR spectra of a single crystal of TES TIPS-TT mounted to enable rotation of the
molecular x- and z-axes in the plane of B⃗0 at (a) early (25-75 ns) and (b) late (400-450 ns) times. The
starting orientation of 0◦ represents the orientation in which z ∥ B⃗0. Transitions within 5TT and
T + T are color-coded. Below, crystalline powder of TES TIPS-TT at room temperature at early
and late times (25-75 and 400-425 ns, respectively).
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associated with 5TT can be distinguished from those of T + T, if they are detected at early

times (Fig. 5.4a) but not at late times (Fig. 5.4b). The T + T spectrum is present at both

early and late times and cannot be distinguished from the 5TT±2 ↔ 5TT±1 spectrum at

orientations other than z ∥ B⃗0, where only the 5TT0 state is populated.

The 25–75 ns spectra and the initial populations of the 5TT and T + T sublevels were

calculated at all orientations with the parallel JDE model as described in Section 5.3. This

procedure simulates the spectra at z ∥ B⃗0 (ignoring broad inner peaks) and x ∥ B⃗0 with

an exceptional degree of accuracy (Fig. 5.5). At intermediate orientations, for example,

at 50◦ and 120◦ (Figs. 5.6-5.8), there is a large degree of overlap between transitions. The

5TT spectrum becomes more prominent as the sample is rotated from 0◦ to 90◦. The

populations of +M and −M Zeeman states are predicted to be equally populated in the

large J limit, but, to replicate the data, the +M populations were turned off. The result is

a less symmetric spectrum, as in, for example, the θ = 40◦ spectrum.

Simulations of the spectra at intermediate orientations were also successful (Figs. 5.6-

5.8), especially regarding the predicted population of T + T from the 5TT populations. As

with the crystalline powder spectra, many spectra exhibit a trend towards preferential

population of the lower energy M sublevels. Minor discrepancies between the simula-

tion and data are evident both in peak position and amplitude and are likely related to

the simplicity of the model—the spectra were simulated with only two adjustable param-

eters.

The highly successful fits of sharp trEPR features at all TES TIPS-TT crystal orien-

tations underscore the successful convergence of parallel intermolecular orientation,

macroscopic crystal alignment, and rigorous theory. A critical result of the NTT pre-

sented here and in Chapter 2 is that the populations of the M-spin sublevels depend on
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FIGURE 5.5: Early time (25-75 ns) spectra and calculations of single crystal sample at (a) z ∥ B⃗0 and
(b) x ∥ B⃗0 with associated energy level plots for (c), (d) 5TT and (e), (f) dissociated triplets T + T.
Based on the theory, the arrows indicate field position of relevant transitions, with the associated
circle areas indicating relative populations of the relevant sublevel.
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FIGURE 5.6: Calculated spectra, populations and energy level plots for single crystal trEPR data
at specified orientations between 10◦ and 60◦. The relative populations of specific sublevels are
indicated by the area of the associated circles, which are positioned next to arrows that indicate
allowed microwave transitions.
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indicated by the area of the associated circles, which are positioned next to arrows that indicate
allowed microwave transitions.
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the orientation of the chromophore pair relative to the magnetic field. The orientational

dependence for sublevel populations is a prediction that is distinct from other treatments

in the literature.60 Figs. 5.5a-5.5d shows that the populations in the 5TTM sublevels do

indeed depend on orientation. But it also shows that the populations of the T + T levels

also depend on orientation—the quantum coherence imprinted on the singlet 1TT state

from singlet fission leads to distinct, and measurable, polarizations in both the TT and

the unpaired T + T trEPR spectra. Because the unpaired singlet state 1TT → T + T does

not have an EPR spectrum, the assignments in Fig. 5.5 show that the T + T spectrum is

from an unpaired quintet: 1TT → 5TT → T + T.

Concerned with potential of specific spin sublevels of TT for QI purposes, it is impera-

tive to distinguish pure from mixed states, and this distinction renders Merrifield’s theory

of triplet (pair) populations,44 based on triplet-triplet annihilation, difficult to translate to

SF (see Appendix B). First, the putative unpaired T + T “state” in the Merrifield theory

is not a pure quantum state but rather a mixed state with a density matrix, but not a

wavefunction. The literature concerning the formation of this state is somewhat murky,

sometimes invoking states like “T...T” that may or may not be pure quantum states. For

fitting trEPR data, the nature of the intermediate states—pure or mixed—may not be of

much interest, but in quantum applications it is crucial. Secondly, the “singlet character”

approximation in the original theory and oft-resurrected in recent literature17,19 resembles

a Franck-Condon approximation, but it is unclear why such an approximation should be

valid for the triplet pair EPR spectra from singlet fission. Lastly, and perhaps most ob-

viously, the Merrifield theory does not consider the potentially dominant J interaction

between chromophores that eliminates essential curve-crossings in many systems.

The simple view of the dynamics, which evolves the 5TT populations instantaneously,
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cannot be expected to be valid on all timescales. But the results shown here indicate

that it is sufficient to capture many important features in the observed trEPR spectra

and it provides microscopic insight into the unpairing process with a minimal number of

empirical parameters.
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Appendix A

Quantifying Entanglement

In singlet fission, a photon prepares an optically excited state that rapidly decays into

two spin-entangled triplet excitations. The initially formed state is the maximally entan-

gled singlet pair state 1TT. To say that the 1TT state is maximally entangled, there must

be a measurement of entanglement. Below, I consider two measures of entanglement: the

Schmidt rank and the entropy of entanglement.

The Schmidt rank for any bipartite pure state with Schmidt decomposition,

|ψ⟩AB =
N

∑
i=1

λi|ai⟩A|bi⟩B, (A.1)

is defined as the number of non-zero coefficients λi. This is equal to the rank of the re-

duced density matrices ρA = ∑i λ2
i |ai⟩A⟨ai|A and ρB = ∑i λ2

i |bi⟩B⟨bi|B, whose eigenvalues

λ2
i are identical. λi are the Schmidt coefficients satisfying ∑i λ2

i = 1.75

As an example, consider the Schmidt rank of the |5TT0⟩ state by expressing it as a

Schmidt decomposition. First, the reduced density matrix, ρA = ∑i λ2
i |ai⟩A⟨ai|A is diag-

onalized to find the λi. For |5TT0⟩ =
√

1
6 (2|00⟩+ |+−⟩+ |−+⟩), the bipartite density
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matrix is,

ρAB = |5TT0⟩⟨5TT0|

=
1
6
(4|00⟩⟨00|+ 2|00⟩⟨+−|+ 2|00⟩⟨−+|

+ 2|+−⟩⟨00|+ |+−⟩⟨+−|+ |+−⟩⟨−+|

+2|−+⟩⟨00|+ |−+⟩⟨+−|+|−+⟩⟨−+|) .

(A.2)

The reduced density matrix ρA = trB(ρAB) is,

ρA = ⟨+|B ρAB |+⟩B + ⟨0|B ρAB |0⟩B + ⟨−|B ρAB |−⟩B

=
1
6
(|−⟩A⟨−|A + 4|0⟩A⟨0|A+|+⟩A⟨+|A) .

(A.3)

The density matrix is already in diagonal form, ρA = λ0|λ0⟩⟨λ0|+λ1|λ1⟩⟨λ1|+λ2|λ2⟩⟨λ2|.

We can read off the eigenvalues λ0 = 1
6 , λ1 = 2

3 , and λ2 = 1
6 , for the eigenbasis {|λi⟩} =

{|−⟩A, |0⟩A, |+⟩A}.

Likewise, the reduced density matrix for B is, ρB = 1
6 (|−⟩B⟨−|B + 4|0⟩B⟨0|B+|+⟩B⟨+|B).

For i = 0 − 2, we construct the Schmidt decomposition, |ψ⟩AB =
√

1
6 |−+⟩+

√
2
3 |00⟩+√

1
6 |+−⟩, and find that the Schmidt rank of |5TT0⟩ is 3. By this measure, the 5TT0 and

1TT states are both maximally entangled.

In fact, the |S, M⟩ states, as written in Eq. 3.47, are all already written as Schmidt

decompositions. An example of a state that is not already written in this form is |ψ⟩ =

(|00⟩+ |0+⟩+ |++⟩) /
√

3. Continuing this procedure for the remaining quintet states,

it is easy to see that the M = ±1 states are rank 2 and that the M = ±2 states are rank

1. A state is entangled if and only if its Schmidt rank is greater than one, so clearly the

| ± ±⟩ states are not entangled.
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The entropy of entanglement expresses the distribution of a state’s Schmidt coeffi-

cients λi, S = −∑i |λi|2 log2(|λi|2). A maximally entangled state—a state in which all

singular values are equal—has a maximum value of the entanglement entropy, defined

as,

S = −
N

∑
i=1

1
N

log2(
1
N
). (A.4)

For qubits, the maximum entropy is S = − log2(
1
2) = 1. The qubit state |ψ⟩ =

√
1
2 |00⟩+√

1
2 |11⟩ is said to be maximally entangled because the entanglement entropy is maxi-

mal among all two-qubit states. Entanglement entropy diminishes as ϵ → 0 for |ϕ⟩ =
√

ϵ|00⟩+
√

1 − ϵ|11⟩.

Likewise |1TT⟩ =
√

1
3 (|00⟩ − |+−⟩ − |−+⟩) is a maximally entangled qutrit state.

For the coupled triplet pair, the maximum entropy is S = − log2(
1
3) ≈ 1.6 The entangle-

ment entropy of the |5TT0⟩ sublevel is S = −
(

1
6 log2(

1
6) +

2
3 log2(

2
3) +

1
6 log2(

1
6)
)
≈ 1.3.

Although both |1TT⟩ and |5TT0⟩ have maximal rank, the entropy of entanglement for the

|1TT⟩ state is greater than that of the |5TT0⟩ sublevel.
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Appendix B

The Q0 Model

In 1967, the discovery of magnetic field effects on the photoluminescence (PL) inten-

sity from anthracene crystals proved the existence of singlet fission.24 In their seminal

study, Johnson and Merrifield reported two magnetic field regimes in which the inten-

sity of PL from S0S1 (Fig. 1.2) either increased or decreased in anthracene crystals. The

fluorescence intensity decreased at high fields (35-300 mT) and, remarkably, this effect

was a function of the direction of the magnetic field relative to the crystal axes (Fig. B.1).

The dips appear in the spectrum when states are tuned into resonance by reorienting the

sample to change the effective field. They systematically assigned this observation to the

result of a varying triplet-triplet annihilation rate constant, which decreases when states

that are allowed to annihilate mix with dark states.

This breakthrough was the first step in understanding triplet exciton interactions in

singlet fission crystals and motivated a model for the rate of triplet-triplet annihilation

through the singlet channel in singlet fission chromophores.76 When the Zeeman energy

dominates the hamiltonian, the Zeeman pair states are perturbed by zero-field energies

that become orientation dependent in the field (Section 1.3, Fig. 1.7). Rotation of the

system modulates the local fields and induces level-crossings, where dominant features in

the spectrum appear (Fig. B.1). They explain that only pairs with spin states that contain
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a singlet component can annihilate. Therefore, the selection rule mediated annihilation

rate must depend on the form of the spin wavefunction.

Rotation

En
er

gy
In

te
ns

ity
Weakly Coupled Pair States

Delayed Fluorescence

B0 = 400 mT

ψ0

ψ1

FIGURE B.1: Reproduction of the strong-field PL spectrum from Johnson and Merrifield59 and
calculated pair state energies. In a strong field (B0 = 400 mT), weakly coupled triplets have two
pair states with singlet components (ψ0 and ψ1, Eq. B.5). They are split by the intra-chromophore
magnetic dipole interactions (Section 3.2.4). Because the applied field modulates the local field
from these magnetic interactions, the splitting is a function of the orientation of the chromophores
with respect to the field. Johnson and Merrifield showed that dips in the fluorescence spectrum
appear at sublevel degeneracies.

Merrifield’s model is fundamentally based on the selection rules for the annihilation

process—triplet-triplet annihilation is spin-allowed—so that fusion through the singlet

channel is only accessible by a state with non-zero singlet amplitude. The rate (γ0→0) of

singlet channel fusion,

T + T → TT
γ0→0−−→ S0S1, (B.1)
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was said to be proportional to the “singlet character” of the states,

γ0→0 ∝ ∑
i
|⟨1TT|ψi⟩|2. (B.2)

The amount of singlet character is quantified by the probability amplitude |⟨1TT|ψi⟩|2,

where |1TT⟩ is the eigenstate of the total spin operator squared S2 with eigenvalue zero,

i.e., the pure singlet state. |ψi⟩ is the i-th eigenstate of the experimentally relevant TT

hamiltonian, H|ψi⟩ = Ei|ψi⟩, which according to Merrifield’s model is,

H = gµBB0(SA + SB) + D(S2
Az + S2

Bz) + E(S2
Ax + S2

Bx − S2
Ay − S2

By). (B.3)

Here, all inter-triplet interactions, like J and X, are neglected and magnetic parameters, D

and E, are averages for inequivalent pairs. Merrifield’s zero-field splitting (ZFS) hamilto-

nian in Eq. B.3 is equivalent to the parallel JDE model ZFS hamiltonian in Eq. 2.2, because

it considers the orientation of the averaged ZFS interaction in the field. Note the lack of

subscripts on D and E that would refer to spatially unique pair sites.

The ZFS hamiltonian does not commute with S2. So at degeneracies, it couples states

by energies that are large compared to their splitting, which is effectively zero. For

this reason, Merrifield refers to the eigenstates of the full hamiltonian as having mixed

spin “character”—they are mixed singlet-triplet-quintet states. At high fields, Merrifield

expressed the |ψi⟩ as linear combinations of the T + T, free triplet spin states |MAMB⟩

(Eq. 3.44), which were assumed to be equally populated. The pure singlet state, for ex-

ample, in terms of the |MAMB⟩ states is |1TT⟩ = (|00⟩ − |−+⟩ − |+−⟩)/
√

3. The singlet

character simply comes from the coefficient Ci that re-expresses the i-th eigenstate of the
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hamiltonian in terms of the |1TT⟩ state,

|ψi⟩ = Ci|1TT⟩+ ...

= ⟨1TT|ψi⟩ |1TT⟩+ ....
(B.4)

By treating the ZFS perturbatively in the strong field limit, Merrifield approximated the

eigenstates of Eq. B.3 by the Zeeman |MAMB⟩ states. In this limit, and for J = 0, two

states have singlet character,

|ψ0⟩ = |00⟩

|ψ1⟩ = (|−+⟩+ |+−⟩)/
√

2.
(B.5)

Here, |ψ1⟩ is the exchange symmetric linear combination of the degenerate |−+⟩ and

|+−⟩ states.

As discussed in Chapter 2, the nonadiabatic transition theory from the JDE model cal-

culates the initial populations of the quintet magnetic sublevels following singlet fission

from the JDE model hamiltonian. They are said to be approximately equal to the rate of

transition (γ0→2),

1TT
γ0→2−−→ 5TTM. (B.6)

It says that the transition rates γ0→2 for interconversion between the initially formed

|1TT⟩ state and quintet sublevels |5TTM⟩, immediately following singlet fission, may be

approximated by the golden rule,

γ0→2 =

(
2π

h̄

)
|⟨1TT|V|5TTM⟩|2δ(E5TTM

− E1TT), (B.7)
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to first-order in perturbation theory.51 In words, the rate of transition between the ini-

tially formed |1TT⟩ state and the final |5TTM⟩ sublevel is proportional to the transition

probability |⟨1TT|V|5TT⟩|2, which comes from propagating the initial state in time. Here

δ(E5TTM
− E1TT) ensures energy conservation of the transition, which is afforded by the

fluctuating exchange interaction. The JDE model assumes that the initially formed triplet

pair is strongly coupled so a single hamiltonian is used to calculate both the populations

and energies of the 5TTM levels. Because the ZFS interactions in V depend on the system’s

orientation with respect to the field, the populations from the JDE model are a function

of orientation. The populations from the JDE model for strongly coupled dimers predict

(Chapter 2) and assign the EPR spectrum from both molecular dimers (Chapter 4) and

dimers in crystals (Chapter 5), very well.

Often, there are claims that singlet fission selectively populates the M = 0 sublevel

of the quintet state, independent of orientation.15,17,19,20,22,48,60,77 These claims are based

on an adaption of Merrifield’s model47 for the rate of triplet-triplet annihilation.15,17,19,48

In Chapter 4, I refer to this as the “Q0 model” and show that it does not describe the

EPR spectrum from the strongly coupled TIPS-BP1’ dimer. This approximation is very

common in the literature because without a theory for the populations, they become ad-

ditional parameters when fitting the EPR spectrum.16 Though why there is preference for

the Q0 model is unclear. It requires that the rates of entirely different processes—the

rate of the spin conversion process in Eq. B.6 and the rate of singlet channel fusion,

Eq. B.1—are equivalent. Recall, further assumptions of Merrifield’s model include: (1)

The chromophores are orientationally and molecularly indistinguishable (Eq. B.3, D =

(DA + DB) /2); (2) The triplets are independent or weakly coupled (Eq. B.3, J = 0); (3)

The process is spin conserving; (4) The independent triplet states |MA, MB⟩ are equally
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populated; and (5) The initial and final states are degenerate.

To arrive at the Q0 model, it is often assumed that the population of a TT pair sub-

level is equal to its singlet character. But in the adapted models, it is most common to

redefine the “singlet character” as the probability amplitude of |ψ0⟩ and |ψ1⟩ (Eq. B.5),

the result of Merrifield’s model, instead of using Merrifield’s definition in Eq. B.4.15,17,19

The population pn of state |n⟩ is set equal to the sum,

pn = |⟨ψ0|n⟩|2 + |⟨ψ1|n⟩|2. (B.8)

Some say |n⟩ are the coupled Zeeman states |2S+1TTM⟩.15 The resulting populations

are simple to calculate. First, |ψ0⟩ and |ψ1⟩ can be re-expressed in terms of the |2S+1TTM⟩

states,

|ψ0⟩ =
√

1
3
|1TT⟩+

√
2
3
|5TT0⟩

|ψ1⟩ = −
√

2
3
|1TT⟩+

√
1
3
|5TT0⟩.

(B.9)

According to Eq. B.5, the Q0 model actually assumes that the population of state |n⟩ is

proportional to its 1TT and 5TT0, or Q0, character,

pn = |
√

1
3
⟨1TT|n⟩+

√
2
3
⟨5TT0|n⟩|2 + |−

√
2
3
⟨1TT|n⟩+

√
1
3
⟨5TT0|n⟩|2. (B.10)

For |n⟩ = |2S+1TTM⟩, pn is zero unless |n⟩ = |1TT⟩ or |5TT0⟩. So it is assumed that they

are the only states populated, regardless of the system’s orientation or hamiltonian. The

result is that the EPR spectrum is assigned entirely to transitions from 5TT0.

Merrifield’s model described the annihilation rate at field-induced degeneracies.

Models based on this static model, which calculate the 5TT EPR spectrum as a function of
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a varying field, therefore require that |1TT⟩ and |5TT0⟩ are degenerate always, i.e. J = 0.

But it is common to claim, instead, that the spectrum is from dimers with large J. In this

case, one hamiltonian where J is large is used to calculate the energies of the spectrum

and another, while the model used to calculate populations is based on a different hamil-

tonian (Eq. B.3), where J is zero. To find a general form for the populations from this

argument, let |n⟩ = |ϕi⟩, where |ϕi⟩ are the eigenstates of a hamiltonian that includes a

large exchange interaction, H′|ϕi⟩ = Ei|ϕi⟩.17,19 Using perturbation theory, I will approx-

imate the population of state |ϕi⟩ according to Eq. B.8. As an example, consider H′ equal

to the JDE model hamiltonian. In perturbation theory, the hamiltonian is partitioned into

strongly interacting parts,

H0 = gµBB0Sz + JSA · SB (B.11)

and weak perturbations,

V = S⊺
A ·DA ·SA + S⊺

B ·DB ·SB + S⊺
A ·X ·SB. (B.12)

To first approximation, or zeroth order, the eigenstates of H′ = H0 + V are approximated

by the coupled Zeeman states, H0|ϕi⟩0 = E0,i|ϕi⟩0 where |ϕi⟩0 = |2S+1TTM⟩. This is

similar to the approximation that Merrifield made in the original theory but J was zero

so the result was the uncoupled Zeeman states, |MA, MB⟩. For |n⟩ = |2S+1TTM⟩, and for

the alternate definition of singlet character in Eq. B.10, only the M = 0 quintet sublevel is

populated.

The first order approximation to the i-th eigenket of the full hamiltonian is,

|ϕi⟩1 = |ϕi⟩0 + ∑
k ̸=i

|ϕk⟩0
0⟨ϕk|V|ϕi⟩0

E0,i − E0,k
, (B.13)
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where |ϕi⟩0 is, again, the i-th energy eigenstate of the unperturbed hamiltonian H0

(Eq. B.11). According to Eq. B.10, the only |ϕi⟩1 states with non-zero population are states

with non-zero |1TT⟩ and |5TT0⟩ amplitude. These are:

|1TT⟩1 = |1TT⟩−|5TT0⟩
⟨5TT0|V|1TT⟩

3J
+ ...

|3TTM⟩1 = |1TT⟩ ⟨
1TT|V|3TTM⟩
J + gµBB0M

+ |5TT0⟩
⟨5TT0|V|3TTM⟩
2J + gµBB0M

+ ...

|5TTM⟩1 = |5TTM⟩+|1TT⟩ ⟨
1TT|V|5TTM⟩
3J + gµBB0M

+ ...,

(B.14)

where the denominators are the difference between the corresponding diagonal elements

of H0 (Eq. B.11), assuming J > 0. Considering only the populations of the quintet states,

|n⟩ = |5TTM⟩1, the singlet and M = 0 quintet amplitudes (Eq. B.10) are,

⟨1TT|5TTM⟩1 = ⟨1TT|5TTM⟩+ ⟨1TT|1TT⟩ ⟨
1TT|V|5TTM⟩
3J + gµBB0M

+ ...

=
⟨1TT|V|5TTM⟩
3J + gµBB0M

,
(B.15)

and

⟨5TT0|5TTM⟩1 = ⟨5TT0|5TTM⟩+ ⟨5TT0|1TT⟩ ⟨
5TT0|V|5TTM⟩
3J + gµBB0M

+ ...

= δM,0,

(B.16)
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where δM,0 is unity when M = 0 and zero otherwise. By placing this result into Eq. B.10,

pM ̸=0 =

∣∣∣∣ ⟨1TT|V|5TTM⟩
3J + gµBB0M

∣∣∣∣2

pM=0 = 1 +
∣∣∣∣ ⟨1TT|V|5TTM⟩

3J + gµBB0M

∣∣∣∣2
(B.17)

In the large J limit, the perturbation in Eq. B.17 goes to zero and, again, only the M = 0

quintet state is predicted to be observable. Based on similar arguments, population of the

|3TT⟩ state is not observed. By using the result of Merrifield’s model only the |1TT⟩ and

|5TT0⟩ levels are populated in any case. I refer to all of these as the Q0 model.

In contrast, if one uses the argument of Merrifield’s model, the original definition of

singlet character, then the resulting populations are,

pn = |⟨1TT|n⟩|2. (B.18)

The probability that |n⟩ = |5TTM⟩1 has singlet amplitude is (Eq. B.16),

|⟨1TT|5TTM⟩1|2 =

∣∣∣∣ ⟨1TT|V|5TTM⟩
3J + gµBB0M

∣∣∣∣2 . (B.19)

The numerator in Eq. B.19 is the transition matrix element from the golden rule in Eq. B.7.

When the exchange interaction goes to zero, B0 dominates this expression so that the

small perturbations in |V|2 are reduced by a factor proportional to 1/B0M. Because B0 ≫

|D|, the population of the 5TT0 level dominates so that the result converges to the Q0

model as J goes to zero. In the large J limit (|J| ≫ B0), the populations in Eq. B.19

become independent of M and they numerically converge to the populations from the
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JDE model. But the numerical convergence of the adapted Merrifield model (Eq. B.18)

and the JDE model in the large exchange limit is merely a coincidence. By considering

the underlying processes, selection rules, hamiltonians, and theories, it is clear that these

are foundationally independent models.

Ref. [15] proposed a Q0 model for tightly packed TIPS-Tc thin films, where fast fluctu-

ations in the triplet-triplet exchange coupling J afforded by, for example, hopping, leads

to irreversible coherence decay, TT → T + T. They used it to model their trEPR spectrum,

where the T + T and TT signals grow in concurrently. After unpairing, they claim that

separated triplets then recombine so that the accompanying rapid increase in exchange

coupling collapses the unpaired triplet states onto the pair spin states, T + T → TT. The

hamiltonian that is used to calculate the energies for the trEPR spectrum is a function

of a large exchange energy that splits the total spin states so that there are no crossings

in the field range (|J| > 20 GHz). If dissociation is much faster than spin conversion,

1TT → T + T → 2S+1TTM, the pair spectrum could be found by first quenching the

1TT density matrix and then quenching the resulting T + T density matrix back into the

2S+1TTM basis. The result is that only the 2S+1TT0 levels are populated. An argument

must be made for not observing the spectrum from 3TT0 and it is unclear why Ref. [15]

assumes that the exchange symmetry must hold upon repairing. Recall that in the origi-

nal Merrifield model, it is assumed that all |MA, MB⟩ levels are equally populated.

The data from single crystals of parallel TES TIPS-TT dimers in Chapter 5 cannot be

replicated by Ref. [15]’s Q0 model. Based on a similar argument, in Chapter 5, I perform a

quantum quench to calculate the unpaired T + T populations from the TT density matrix

that is calculated from the JDE model. The TT spectrum is from TES TIPS-TT dimers that

are in a moderate coupling regime, |J| ≈ 15 GHz, and unpairing instead follows spin
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conversion, 1TT → 5TT → T + T. The unpaired 1TT state, on its own, is not predicted to

have an EPR spectrum (Chapter 5).

Ref. [17] reports trEPR spectra from glassy solutions of bridged TIPS-bipentacene

molecular dimers. Their chromophores are joined by long linkers that are not rigid; they

can rotate about the linkers so that their relative orientation is not fixed. In their trEPR

spectra, a T + T signal grows in as the TT spectrum begins to decay. They assign the early

time spectra to the quintet and fit it using a Q0 model. The hamiltonian used to calculate

the energies for their spectra is a function of an isotropic exchange energy that is approx-

imately equal to the Zeeman field energy, |J| ≈ 10 GHz.‡ In Chapter 4, I report the trEPR

spectrum from a glass of strongly coupled (|J| > 20 GHz) and rigid TIPS-BP1′ molecular

dimers. But any signal from an S = 1 spin was absent from its spectrum (Fig. 4.3), and

the spectrum is not reproduced by a Q0 model.

‡Note that the values of J that Ref. [17] uses to calculate their spectra and energies, for example, in
Figs. 3a and S7, are half of the J values reported in their Table S2. The exchange hamiltonian that Ref. [17]
reports, like the JDE model hamiltonian, splits the singlet and triplet states by J (Fig. 5.3), which in their
Fig. S7 are split by about 10 GHz, i.e., J ≈ 10 GHz. Ref. [17], however, also references Ref. [78] when
discussing the splittings and their hamiltonian splits the states by 2J.
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