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Insulating magnets are a diverse platform for uniquely quantum behavior and the realization

of novel cooperative spin states with exotic magnetic and topological excitations. In addition to

fundamental interest, such materials have many potential technological applications, from spin-

tronic sensing devices to the next generation of solid-state memory storage and even crucial roles in

quantum information processing. The bulk magnetic and thermal properties of these materials are

a product of the complex interplay of many interacting spin, orbit, and lattice degrees of freedom

on an atomic scale, thus experimental probes that can dissect these microscopic details and recog-

nize new phenomena are highly desirable. This thesis provides an overview of magnetism, thermal

transport theory and experimentation, and high-field resonant torsion magnetometry techniques for

a wide range of unconventional quantum magnets. We focus on two particular insulating magnets,

CrCl3 and CsYbSe2, each of which exemplifies distinct mechanisms of spin-phonon interaction that

are manifest in the anisotropic, field-dependent behavior of their respective thermal conductivity

tensors. Our work develops new tools to advance the understanding of spin-phonon interactions,

and the identification of truly exotic spin states of matter in these, and many other insulating

systems.
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Chapter 1

Introduction

1.1 Motivation

Insulating magnets lie at the forefront both of fundamental research into quantum matter

and technological advances in the increasingly applied field of spintronics and quantum information

processing [1, 2]. A primary goal of theoretical and experimental quantum magnetism is the

investigation of exotic spin states that realize phenomena including quasi-particle fractionalization,

long-ranged entanglement, and topological order [3, 4]. These properties, and unique spin states,

are not only interesting from the perspective of fundamental science, but extremely desirable in

far-reaching technological applications. Free from the strong decoherence affecting systems with

mobile conduction electrons, insulating magnets can realize many novel ground states with exotic

magnetic and topological excitations, providing an excellent testing ground for many theoretical

models of charge-neutral, interacting spins [5, 6, 7]. Frustrated antiferromagnets, in particular,

can take on many non-collinear magnetic phases and even exotic many-body states such as the

much sought-after quantum spin liquid [8, 9]. In this context, thermal transport is a particularly

sensitive probe that has long been used to identify elementary and possibly exotic spin excitations

in unconventional magnetic insulators [10, 11, 12, 13, 14].

The study of thermal transport concerns how materials carry heat and what quasi-particle

processes are involved. The condensed matter physics community understands a great deal about

quasi-particles like phonons, the quantized lattice vibrations which are responsible for the lion’s

share of heat transport in insulators, and certain magnetic quasi-particles such as magnons, the
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quantized spin waves that emerge in magnetically ordered phases of matter [15, 16, 17]. There

are numerous spectroscopic tools, like calorimetry, inelastic neutron scattering, etc., that elucidate

the dispersion and structure of these excitations in countless materials [18, 19, 20]. By contrast,

the itinerant characteristics of these quasi-particles, are often difficult to infer directly, and the

total thermal conductivity encodes a great deal of information not apparent from most equilibrium

thermodynamic, or spectral properties alone. Despite intense theoretical interest, and enormous

relevance to practical applications, much of the physics governing steady state transport charac-

teristics of insulating magnets is not fully understood. This is partially a problem of enormous

complexity: thermal transport properties are determined by many interacting spin, orbit, and

lattice degrees of freedom. The complicated myriad of ways in which different quasi-particle excita-

tions propagate and scatter with each other typically involves many multi-body processes that are

not universally understood and nearly impossible to observe directly. Despite the enormous success

of innovative transport measurements and precision thermometry that can clearly resolve minute

thermal effects [21, 22, 23], the theory of thermal transport phenomena and typical modeling of the

thermal conductivities of generic magnetic insulators, remains relatively rudimentary. The work of

this thesis contributes two universal and widely-applicable non-system-specific models for analyzing

thermal conductivity in systems where magnetic degrees of freedom are crucial to bulk transport

properties.

As in many disciplines of science, the key to demystifying any complex system is to isolate

specific mechanisms and the parameters they depend on. To this end, we commonly rely on the

experimental control knobs of temperature, the strength of externally applied magnetic fields, and in

the case of strongly anisotropic materials, the direction of an applied field relative to crystallographic

axes. Cooling to cryogenic temperatures can be used to limit competing degrees of freedom and

reduce much of the available complexity to a point of tractability. In this way temperature can be

used to control thermal fluctuations, the strength of many-body interactions, and the occupation

of excited energy states. External, controllable magnets are another invaluable tool, given that ion

spins, both collectively and individually, respond strongly to magnetic fields, and fundamentally, the
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magnetic field is one of the few experimental ways in which time-reversal symmetry can be broken

in crystalline environments. In many materials, changes in the magnetization can even profoundly

affect material properties with no immediately obvious connection to the ion spins themselves

[24, 14]. In materials such as CrCl3 and CsYbSe2, phonon heat conduction and magnetism are

inextricably linked, necessitating the development of new frameworks and models for dealing with

spin-lattice interaction, a topic which this thesis explores in great detail.

In constructing a complete picture of any complex magnetic system complementary probes

are essential to fully understand its thermodynamic properties and energy landscape. In addition

to thermal transport, we use the cutting-edge technique of resonant torsion magnetometery [25],

which measures frequency shifts in resonance of vibrating cantilever plus sample system to directly

probe anisotropy in the curvature of the magnetic free energy, a fundamental thermodynamic

quantity. In the context of crystalline environments, nature is rarely isotropic, thus the ability

to explore anisotropy in the angular dependence of physical properties or perturbing effects like

external fields is absolutely critical. Leveraging intense, rapidly-pulsed magnetic fields and inherent

magnetic anisotropy, resonant torsion magnetometery can uniquely probe magnetic excitations,

the thermal occupation of spin states, and the existence of nontrivial magnetic phases in a wide

range of unconventional quantum magnets. These properties are not only critical for formulating

robust models explicating the contribution of magnetism to heat conduction, but also necessary

for exploring novel field-induced pathways to exotic spin states. Having only emerged in the last

few years, this technique has been used to shed light on magnetic phase boundaries which vary

as a function of applied-field-angle, quantum oscillations in semi-metals, and most recently by

us, to unambiguously determine the energetics of exchange and crystal field effects in 4f rare-earth

insulating magnets [25, 26]. Work such as ours in developing highly-universal models of spin-lattice-

coupled thermal transport and novel analyses of complementary magnetometry probes is crucial

for fundamental research into quantum materials and sharpening tools used in the identification of

truly exotic spin states of matter.
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1.2 Outline of this thesis

This thesis is organized as follows. Chapter 2 describes the essentials of magnetism crucial to

understanding this work, including the basics of crystal field interactions and mean-field descriptions

of magnetism necessary for much of our finite temperature modeling in later chapters. Chapter

3 explains the basics of quantum mechanical descriptions of lattice vibrations, laying out many

important conventions, describing the general characteristics of phonon spectra, and explaining

significant models for the heat capacity and thermal conductivity of insulators. Chapter 4 covers

all the experimental methods of this thesis, providing a detailed description of thermal conductivity

measurements, cantilever-based resonant torsion magnetometry, the underlying theory behind these

methods, and many details essential to a their successful implementation. Chapter 5 presents

a thermal transport study of CrCl3 a conventional antiferromagnet which exhibits a enormous

enhancement of its thermal conductivity under an applied field; in this chapter we introduce the

first of our universal models, which empirically describes the effect of spin disorder on phonon

scattering. Chapter 6 concerns anisotropic resonant torsion magnetometry measurements in the

frustrated triangular lattice system CsYbSe2 and explains how this technique is used to extract

crucial microscopic information about crystal field and exchange interactions, providing a novel

method for the determination of crystal electric field coefficients. Chapter 7 examines thermal

transport in CsYbSe2 and proposes a second highly-universal model of magnetoelastic interaction,

a type of spin-phonon hybridization via strain modulation of the magnetic g-tensor, which is used

to explain the unique, non-monotonic field-dependence of the thermal conductivity. Lastly, chapter

8 summarizes these ideas and the outlook of future works.



Chapter 2

Magnetism

Given that the fundamental particles of matter possess charge and spin, magnetism is ubiq-

uitous in nature. Thanks to quantum mechanical exchange interactions, ions with net magnetic

moments placed in a crystal lattice can interact quite strongly, their correlations giving rise to an

incredible diversity of cooperative phenomenon. Ferromagnets, first discovered in the lodestone

deposits of ferrous-ferric oxide, i.e. magnetite, are undoubtedly familiar to most of us, even com-

mon in daily life, often gracing our fridges. This is only one type of long-range-order however, and

there are perhaps as many type of magnetism as there are crystal lattices, and ions to populate

them with. In this chapter we shall discuss the essential basics of what makes a material magnetic

and theoretical descriptions for the energetics of cooperative magnetic interactions. In addition, we

will introduce a few topics that are more specifically tailored to the experimental content of this

thesis, namely how crystal electric field interactions are manifest in 4f systems and how pseudospin

1/2 physics emerges in materials. Lastly, we discuss the temperature dependence of the magnetic

susceptibility, and the general derivation thereof, in the context of a mean-field model XXZ model.

2.1 General principles & microscopic models

Fundamentally, an ion’s magnetic properties are determined by its electronic state. An ion

with unpaired valence electrons can have a net spin or orbital angular momentum as characterized

by the angular momentum quantum numbers mS ,mL, of its electronic ground state. An atom with
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spin angular momentum S and orbital angular momentum L has a total magnetic dipole moment:

µ = −µB
~

(gSS + gLL), (2.1)

where gS & gL are the spin and orbital Landé g-factors respectively. In an external applied field

H, these moments tend to align with the direction of H, thereby minimizing the Zeeman energy

−µ ·H. In materials composed of many individual magnetic ions, paramagnetism occurs because

of this tendency toward microscopic alignment, resulting in a net macroscopic magnetization that

increases with the strength of the applied field.

Microscopic, localized magnetic moments are also sensitive to the magnetic moments of their

neighbors. While short-range dipole-dipole correlations between these moments certainly exist,

their magnitude is typically dwarfed by a quantum mechanical effect, the exchange-interaction,

which has no classical analog [27]. Electrons in adjacent orbitals are subject to a repulsive Coulomb

interaction. Wavefunction overlap between these adjacent atomic orbitals and the Pauli exclusion

condition that the overall wavefunction of identical fermionic particles be antisymmetric under

particle-exchange, modifies the relative energy cost of aligning or anti-aligning individual electron

spin moments. When this exchange interaction occurs between adjacent atoms with overlapping

orbitals, it is termed direct exchange, but longer-range interactions through intermediary, and even

possibly non-magnetic ions, are additionally possible, termed superexchange [17]. This type of

effective exchange interaction is usually parameterized in the following way:

H12 = J Ŝ2 · Ŝ2 (2.2)

If J < 0, the energy of these two spins is minimized by a parallel arrangement, thus this type

of interaction favors a ferromagnetic alignment of spin moments. At temperatures low enough to

suppress random thermal fluctuations, i.e. below a critical Curie temperature TC a ferromagnetic

material will spontaneously develop a nonzero magnetization even under zero applied field due to the

simuletanous alignment of neighboring spin moments. By contrast if J > 0, the energy of these two

spins is minimized by an anti-parallel arrangement, favoring instead, an antiparallel arrangement
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of adjacent spins. In bipartite lattices, below a critial Neel temperature TN , antiferromagnetic

materials can develop a Neel-order, in which adjacent spins alternate orientation, resulting in a

state with net zero magnetization.

Combing exchange and Zeeman effects, we can write a highly generic spin Hamiltonian for

a lattice of N total spins, coupling different components of the spins of nearest-neighbor moments

Ŝα,i under an applied field.

Ĥ =
∑
〈i,j〉

JαβŜα,iŜβ,j − µBµ0

∑
i

gααHαŜα,i, (2.3)

where the Latin indices i, j denote lattice sites, greek indices α, β are spatial components x, y, z,

repeated indices are implicitly summed-over, and 〈·, ·〉 denotes a nearest-neighbor pair. To be

completely generic, we have also included the possibility of an anisotropic g-tensor, gαα which may

emerge in crystalline environments.

This work focuses mostly on anisotropic, antiferromagnetic materials, whose low temperature

physics can produce an incredible diversity of magnetic states. In non-bipartite antiferromagnetic

lattices, such as triangular or Kagome systems, it may be geometrically impossible to satisfy an-

tiparallel alignment of every adjacent ion, without some energetic compromises, a condition which

is referred to as magnetic frustration [28, 29, 30]. Frustration significantly reduces ordering temper-

atures and may produce non-collinear spin textures like 120-degree-order or even possibly exotic,

highly-correlated states such as the much sought-after spin liquid [31, 32]. More complicated still,

spin-orbit coupling effects can produce anti-symmetric exchange such as the Dzyaloshinskii–Moriya

interaction [33], which favors perpendicular alignment of adjacent spins, contributing to the forma-

tion of canted, helical, or skyrmionic spin textures. With so many diverse microscopic interactions

possible, the magnetic properties of any material is often determined by a complex interplay of

many competing degrees of freedom and energy scales.
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2.2 Weiss-mean-field theory

Solving the exact eigenstates of even the simplest examples of 3D spin Hamiltonians is a

formidable N -body problem and analytically tackling such models is often impossible without a

reasonable set of assumptions. Mean-field theory relies on the assumption that on average, each

individual spin moment perceives its thermally-fluctuating neighbors as whatever their average

spin moment is [34]. Such a model can be obtain by re-expressing our spin variables in terms of

their fluctuations δmα ≡ Ŝα − 〈Ŝα〉 away from their thermal average values mα ≡ 〈Sα〉 by the

transformation Ŝα → mα + δmα. In the case of Eqn. 2.3 this may be done explicitly:

Ĥ =
∑
〈i,j〉

Jαβ(mα + δmα,i)(mβ + δmβ,j)− µBµ0

∑
i

gααHαŜα,i,

=
∑
〈ij〉

Jαβ
[
mαmβ +mβ(Ŝα,i −mα) +mα(Ŝβ,i −mβ)

]
− µBµ0

∑
i

gααHαŜα,i +O(δm2).

Formally, the Weiss-mean-field approximation is made by assuming that the spin fluctuations are

sufficiently small that we can drop all those terms that are 2nd order in the spin fluctuations.

The remaining terms in the Hamiltonian are now decoupled, and we can then convert the sum over

nearest neighbors to a sum over individual lattice sites
∑
〈i,j〉 = (q/2)

∑
i, where we have introduced

the coordination number q, the number of nearest neighbors per lattice site, and the factor of 1/2

accounts for double counting. This yields the mean-field (MF) Hamiltonian:

ĤMF =
Nq

2
Jαβmαmβ −

∑
i

[
µBµ0gααHα −

q

2
(Jαβ + Jβα)mβ

]
Ŝα,i,

which is a sum of N decoupled 1-body problems. This is equivalent to replacing the magnetic field

H at each lattice site with an effective field that is altered by a microscopic field generated by the

thermal average moment of each adjacent magnetized ion:

Hα,eff. = Hα −
qmβ

2µBµ0gαα
(Jαβ + Jβα) , (2.4)

From this form, we can mathematically justify the intuitive results that a ferromagnet Jαα < 0

enhances the effects of an applied field, while an antiferromagnet Jαα > 0, which favors zero net
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magnetization, weakens the effects of an applied field. In such a model the spin expectations values

can be found self-consistently:

mα = 〈Ŝα〉 =
1

Z
Tr
[
Ŝαe

−βĤMF (mα)
]
, (2.5)

Where Z = Tr[eĤMF ] is the mean-field partition function. The bulk magnetization in this model is

indeed exactly proportional to the spin expectation value:

Mα =
∂F

∂Bα
= µ0µBgααmα. (2.6)

This type of self-consistent MF model will fail to capture the behavior of the magnetization in the

vicinity of a phase transition T ∼ Tc, where spin fluctuations increase and higher order spin-spin

correlations become relevant, but such a model should do well in paramagnetic or ferromagnetic

state far away from Tc. In bipartite lattices, a mean field analysis may also be generalized to

describe an antiferromagnetic Neel state, by considering 2 interspersed magnetic sublattices with

differing partial magnetizations [35].

2.3 Crystal electric field interactions

A free ion’s electronic ground state is determined by how its valence orbitals are filled. Hund’s

rules select an electron orbital filling that maximizes the number of unpaired electrons and thus

the total spin moment S, and one that maximizes the total orbital angular momentum L [17].

According to the rules of addition for angular momenta, the total angular momentum J can take

the following range of values |L− S| ≤ J ≤ L+ S. Due to spin-orbit coupling HSO ∼ λL · S each

corresponding {|J,mJ〉}-multiplet will have a different energy. According to Hund’s 3rd rule, if

an atom’s outermost subshell is half-filled or less, then the multiplet with the lowest such energy

corresponds to the lowest total angular momentum J = |L−S| and in the case that the outermost

subshell is more than half-filled the lowest energy multiplet instead corresponds to the maximal

total angular momentum J = L+ S.

In the absence of an external field, or any other perturbing effects, the ground state of the free

ion electronic multiplet {|J,mJ〉}, mJ = −J, . . . J , consists of 2J+1 degenerate states. When placed
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in a crystalline environment however, an ion is subject to electrostatic interactions with the charge

distribution of its surrounding neighboring ions [36]. These electrostatic interactions introduce a

perturbing interaction HCEF that splits the degeneracy of the free ion multiplet, re-diagonalizing

this multiplet into a set of crystal electric field eigenstates HCEF.

For example, placing a d-orbital transition metal ion in a tetragonal or octahedral arrange-

ment of negative point charges, i.e. ligands, has the effect of splitting the otherwise degenerate

d orbitals into 2 sets, the 3-fold degenerate t2g orbitals: {dxy, dyz, dzx} and 2-fold degenerate eg

orbitals {dx2−y2 , dz2} [37]. For d-orbital transition metals this CEF energy gap between t2g and eg

orbitals is typically on the order of .1 − 1 eV, while for 4f -orbital systems, which we focus on for

the remainder of this chapter, typical crystal field energy gaps can be as small as ∼ 10 meV. Thus,

while the CEF gap for 3d ions is typically much larger than other significant energy scales, it is

absolutely crucial to consider the CEF structure of high Z atoms (e.g. 4f systems) because this

energy scale is quite similar to other important energy scales such as the exchange energy.

2.3.1 Parametrzing CEF effects

In complexes of 3d, 4d, 5d transition metal ions and 4f rare earth ions, the crystal electric

field interaction HCEF can be parameterized in terms of a set of Stevens Operators Ônm, which are

linear combinations of J-total angular momentum operators that obey the the site symmetry of

the local ionic environment. The site symmetry is the point-group symmetry describing the set of

coordinate transformation operations under which the arrangement of nearest-neighbor ligands is

invariant. As a concrete example, consider the RX6 octahedral environment, X = O, S, Se, where

R is a 3+ rare-earth lanthanide. In addition, the maximum order of terms in the CEF Hamiltonian

must be less than 2J [38]. In the case of a trigonal D3d environment, with a J = 7/2 or larger
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moment, the appropriate symmetry-allowed set of Stevens operators is [39] :

Ô20 = 3Ĵ2
z −X,

Ô40 = 35Ĵ4
z − (30X − 25)Ĵ2

z + 3X2 − 6X,

Ô43 =
1

4

[
(Ĵ3

+ + Ĵ3
−)Ĵz + Ĵz(Ĵ

3
+ + Ĵ3

−)
]
,

Ô60 = 231Ĵ6
z − (315X − 735)Ĵ4

z + (105X2 − 525X + 294)Ĵ2
z − 5X3 + 40X2 − 60X,

Ô63 =
1

4

[
(Ĵ3

+ + Ĵ3
−)
(

11Ĵ3
z + (3X + 59) Ĵz

)
+
(

11Ĵ3
z + (3X + 59) Ĵz

)
(Ĵ3

+ + Ĵ3
−)
]
,

Ô66 =
1

2
(Ĵ6

+ + Ĵ6
−), (2.7)

where X ≡ J(J+1). Therefore, for such a complex, the most generic crystal electric field interaction

HCEF is a linear combination Bn
mÔ

n
m, where the specific sign and magnitude of the coefficients Bn

m

depends on the particular ions R,X of the complex and distances between them. In writing these

expressions of the Stevens operators. We have assumed that J is a “good” quantum number,

however this analysis and formalism is still fully applicable if one chooses to work instead in the

full L, S basis {|L,mL〉 ⊗ |S,mS〉} basis where Ĵ is replaced by L̂+ Ŝ.

2.3.2 Pseudospin 1/2 physics

Many theoretical models are based on an assumption of spin-1/2 physics, but there are

relatively few known ions that offer true spin 1/2 systems, like Cu2+ for example. There are

however, a variety of ways to approximate the physics of larger Jeff. ions as effectively spin 1/2,

provided that the ground state of spin-orbit and CEF interactions forms a 2-level system [40]. We

consider the electronic spectrum of a magnetic ion whose lowest-lying CEF states form a doublet

in zero field. Consider an ion with odd-half integer Ĵ, in such as system, the perturbing CEF

interaction ĤCEF will rediagonalize the 2J + 1 states {|J,mJ〉}, into a set of doubly-degenerate

eigenstates {|n±〉}, where n = 0, 1, . . . J + 1/2. This is a direct consequence of Kramer’s theorem,

which states that for every eigenstate of time-reversal symmetric Hamiltonian for a total half-integer
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spin system, there is at least one state with the same energy. As fairly generic example, which is

highly relevant to system of CsYbSe2examined in chapters 7 & 8, we consider an XXZ model for

the full spin-J system:

ĤXXZ =
∑
〈ij〉

[
J⊥
(
Ĵi,xĴj,x + Ĵi,yĴj,y

)
+ JzĴi,zĴj,z

]
. (2.8)

Provided that the energy gap ∆, between the ground-state doublet and next excited CEF level,

is very small, compared to the thermal energy kBT it may suffice to treat this ion as an effective

2-level system, i.e. as a pseudospin 1/2 (PS-1/2). We can explicitly define PS-1/2 operators for

the ground state doublet:

Ŝx ≡
1

2
(|0+〉〈0−|+ |0−〉〈0+|) , (2.9)

Ŝy ≡
i

2
(|0−〉〈0+| − |0+〉〈0−|) , (2.10)

Ŝz ≡
1

2
(|0+〉〈0+| − |0−〉〈0−|) , (2.11)

In order to determine the correct reduced PS-1/2 Hamiltonian we must restrict the full Hamiltonian

to the subspace of the lowest Kramer’s doublet {|0±〉} using the projection operator P̂0:

P̂0 ≡ |0+〉〈0+|+ |0−〉〈0−| (2.12)

In the language of quantum information science, this is the action of projecting the full Hamiltonian

system to a 2-level qubit subspace by the simple Hamiltonian transformation:

Ĥ
PS

1
2

= P̂0ĤP̂0 (2.13)

The overall projection operator for our N × (2J + 1)-dimensional vector space onto the ground

state subspace of 2N states is a tensor product of decoupled single-spin projection operators, so in

the case of our XXZ Hamiltonian we can derive the effect from the action of this projection on a

single spin operator, e.g.

P̂0ĴzP̂0 = 〈0+|Ĵz|0+〉|0+〉〈0+|+ 〈0−|Ĵz|0−〉|0−〉〈0−|, (2.14)

= 2〈0+|Ĵz|0+〉Ŝz, (2.15)
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The computation plays out similarly for Ĵx, allowing us to re-write the full reduced PS-1/2 Hamil-

tonian in terms of the PS-1/2 operators Ŝα:

Ĥ
XXZ, PS

1
2

= P̂0ĤXXZP̂0 =
∑
〈i,j〉

[
J ′⊥
(
Ŝi,xŜj,x + Ŝi,yŜj,y

)
+ J ′zŜi,zŜj,z

]
, (2.16)

with new, effective PS-1/2 exchange constants:

J ′⊥ = 4|〈0±|Ĵx|0∓〉|2J⊥, J ′z = 4|〈0±|Ĵz|0±〉|2Jz. (2.17)

Now consider the Zeeman interaction with an external applied field:

ĤZ = −µ0µBgJH ·
∑
i

Ĵi, (2.18)

Ĥ
Z,PS

1
2

= P̂0ĤZ P̂0 = −µ0µBgααHα

∑
i

Ŝi,α, (2.19)

where we introduce the PS-1/2 g-tensor:

gxx = gyy = 2gJ |〈0±|Ĵx|0∓〉|, gzz = 2gJ |〈0±|Ĵz|0±〉|. (2.20)

Thus even if the external field couples isotropically to the full Ĵ moments, the crystal field renders

the effective Zeeman interaction anisotropic.

2.4 Magnetic susceptibility of the half integer J, XXZ model

We examine the magnetic susceptibility of the type of XXZ model considered in section 2.3.2,

with total half-integer J and CEF eigenstates {|n±〉}. This result is crucial to our analysis of the

triangular lattice aniferromagnet CsYbSe2 in chapter 6, and readily generalizes to many multi-level

magnetic systems. To see how the spectrum and partition function is modified by an external field

we consider the perturbative effects of an external field introduced by a Zeeman term 2.18. We can

define a generalized g-tensor for the H-linear perturbation of each level:

gn⊥(z) = 2gJ〈n±|Ĵx(z)|n∓〉, (2.21)
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And a van-Vleck coefficient which describes the second order H-quadratic perturbation of the

external field:

α⊥(z),n = µ2
Bg

2
J

∑
k 6=n

|〈k±|Ĵx(z)|0+〉|2

ωn(0)− ωk(0)
, (2.22)

The result of which is an energy spectrum at finite field:

ωn,± = ωn(0) + αn⊥H
2
⊥,eff. + αnzH

2
z,eff. +±µ0µB

2

√
(gn⊥H⊥,eff.)2 + (gnzHz,eff.)2 +O(H3), (2.23)

where in terms of m⊥(z) = 〈Ĵx(z)〉 = Tr[Ĵx(z)e
−βĤ], the effective fields in the MF approximation

take the form:

H⊥(z),eff. = H⊥(z) −
qJ⊥(z)

µBgJ
m⊥(z) (2.24)

Defining the energy gaps of excited CEF levels as ∆n0 = ωn − ω0. we may write the full MF

single-particle partition function up to quadratic order in H as:

Z1 = Tr
[
e−βĤMF

]
,

= 2e
β
z

2
(Jxm2

x+Jzm2
z)
e−βω0(0)

×
[
e−β(α0

⊥H
2
⊥,eff.+α

0
zH

2
z,eff.) cosh

(
βµ0µB

2
((g0
⊥H⊥,eff.)

2 + (g0
zHz,eff.)

2)1/2

)
+ e−β∆10−β(α1

⊥H
2
⊥,eff.+α

1
zH

2
z,eff.) cosh

(
βµ0µB

2
((g1
⊥H⊥,eff.)

2 + (g1
zHz,eff.)

2)1/2

)
+ . . .

]
.

(2.25)

The low-field susceptibility can be computed exactly, expanding ∂2F/∂H2 in H/T , keeping only

those terms which are non-vanishing as H → 0:

χ⊥(z) = − ∂

∂Hx

(
∂F

∂Hx

)
βHx→0

=
N

β

∂2 log(Z1)

∂H2
x

∣∣∣∣∣
βHx→0

,

χ⊥(z) =
Nµ0µ

2
Bg

2
J

kB

T
∑

n e
−β∆n0∑

n

(
|〈n+|Ĵx(z)|n−(+)〉|2n −

2αn⊥(z)

βµ2
Bg

2
J

)
e−β∆n0

+
qJ⊥(z)

kB


−1

, (2.26)

At low-T , this reduces to the familiar C/(T + ΘCW ), Curie-Weiss form, of the magnetic suscep-

tibility which approximates the system as pseudo-spin 1/2. At high temperatures the system also
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resembles a 1/T Curie-Weiss-like form, but for entirely different reasons, the slope and intercept

of χ−1(T ) depending mainly on the magnitude of J(J + 1) and the lowest order crystal field inter-

action strength respectively. The generic form 2.26 seamlessly bridges the non-trivial temperature

dependence between both limits.



Chapter 3

Phonons and thermal properties of insulators

3.1 Quantum mechanical formulation of phonon lattice models

A large portion of our work is concerned with heat transport and thermodynamics in insu-

lators, thus it is vital to discuss the fundamental aspects of lattice vibrations and their normal

modes. The phonon is the quantum of the field of ionic displacement, the emergent bosonic quasi-

particle of a sound wave. This chapter aims to establish the necessary formalism and conventions

for describing phonon spectra, their heat capacity, and their contribution to thermal conductivity.

3.1.1 1D chains and general characteristics of real spectra

The most accessible starting point for analyzing general characteristics of phonon spectra

is the 1D harmonic chain of atoms [15, 16, 41]. The model consists of N atoms at lattice sites

ri labeled by an index i = 1, . . . , N each spatially separated from its nearest neighbors by lattice

constant a. Each atom can move back and forth in one spatial dimension, but is subject to a

harmonic Hooke’s law restoring force that depends on how far it is displaced from its equilibrium

position relative to its nearest neighbors. This can be visualized as a series of springs connecting

adjacent atoms in the chain. We can write the harmonic Hamiltonian for this system in terms

of the ionic displacements u(r) from equilbrium positon at each lattice site ri, and the conjugate

momentum density π(r) with canonical commutation relation [u(r), π(r′)] = i~δαβδrr′

H =

N∑
i=1

π(ri)
2

2m
+
K

2

N−1∑
i=1

(u(ri)− u(ri+1))2, (3.1)
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wherem is an atomic mass, andK is an effective spring constant for the restoring force in a harmonic

approximation,. The problem is most easily treated by transforming to momentum space, using

the Fourier conventions

u(r) =
1√
N

∑
k

eikru(k), (3.2)

π(r) =
1√
N

∑
k

eikrπ(k) (3.3)

Allowing us to express the Hamiltonian in k-space as:

H =
1

2m

∑
k

[πkπ−k +K(1− cos ka)uku−k] (3.4)

If periodic boundary conditions are imposed, the discrete set of N nonzero k is quantized as

k = km = 2πm/Na, where m = 0,±1,±2, · · ·±N/2. The quantized eigenvalues of this Hamiltonian

are vibrational normal modes, referred to as phonons. Each normal modes has an energy:

ωk =

√
4K

m

∣∣∣∣sin(ka2
)∣∣∣∣ =

2vskc
π

∣∣∣∣sin( πk2kc

)∣∣∣∣ , (3.5)

This dispersion relation serves as a very generic example of the spectra of acoustic phonons, i.e.

phonons whose energy goes to zero as k → 0. Near zone center, i.e. k = 0, the dispersion relation

is approximately linear in k and the group velocity vg = dω/dk equals the phase velocity vp = ω/k.

The second expression parameterizes ω(k) in terms of the linear slope near zone center (k ∼ 0),

which is referred to as the speed of sound vs =
√
Ka2/m, and the wavevector at the edge of the

Brillouin zone, denoted kc = π/a. As we will see in subsequent sections these parameters are quite

important in analyses of the heat capacity and bulk thermal conductivity. We can also define a set

of ladder operators

ak =

√
mωk
2~

(uk +
i

mωk
π−k), (3.6)

a†k =

√
mωk
2~

(u−k −
i

mωk
πk), (3.7)

Allowing us to re-express the Hamiltonian in a second quantized notation:

H =
∑
k

~ωk(a†kak + 1
2), (3.8)
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Because phonons are bosonic, n of them can occupy the same eigenstate k simultaneously, thus

full set of energy eigenvalues of this Hamiltonian is an evenly spaced ladder of discrete En =

(n + 1/2)~ωk, at each value of k. From the form of 3.8 it is apparent that we have a fock space

describing N indept. harmonic oscillators, allowing us to express the total state vector in terms

of the number of phonons in each linearly-independent mode: |nk−N/2 , . . . , nkN/2〉. From this point

on, we can redefine the energy of the vacuum state |0, . . . 0〉 such that we can drop the zero point

energy
∑

k ~ωk/2, without any physical consequences.

This problem can be generalized to a 3-dimensional crystal with N atoms, however each

mode at wavevector k will have 3 possible polarizations: 1 longitudinal mode with displacement

eigenvectors parallel to k, and 2 transverse modes with displacement eigenvectors perpendicular to

k [41]. This results in 3N total possible phonon modes.

3.1.2 Diatomic 1D chain and optical modes

We also consider a chain of alternating species of atoms, with masses m1,m2 on sublattices A

and B respectively, that are interspersed. Each atom of sublattice A (B) is connected to 2 adjacent

atoms of sublattice B (A) with an effective spring characterized by K, the hamiltonian for which,

may be written:

∑
ri∈A

π(ri)
2

2m1
+
∑
ri∈B

π(ri)
2

2m2
+
K

2

∑
〈ij〉

(u(ri)− u(rj))
2 (3.9)

As before, we can transform into momentum space using the same set of Fourier conventions, and

solve the equations of motion to obtain a dispersion relation for the allowed set of eigenfrequencies.

In this case however, the eigenvalue problem has 2 solutions, or phonon branches, for each value of

k:

ω2
k,± = K

 1

m1
+

1

m2
±

√(
1

m1
+

1

m2

)2

− 4

m1m2
sin2

(
ka

2

) , (3.10)
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Alternatively, we can write an express m2/m1 as a ratio r and write ωk,± in terms of the zone

center speed of sound vs, zone cuttoff frequency kc = π/a.

ωk,± =
vskc
π
· 1 + r√

2r

√√√√1±

√
1− 4r

(1 + r)2
sin2

(
πk

2kc

)
. (3.11)

This model is also functionally equivalent to another type of monatomic model for one species of

atom with mass m, where instead adjacent atoms of the chain are connected by springs with varying

spring constants K2 = rK1. The lower energy branch, which corresponds to the in-phase motion

of nearest neighbor atoms, is a set of acoustic phonons, with a vanishing, linear dispersion at zone

center. The higher frequency phonon branch on the other hand, which corresponds to out-of-phase

motion of nearest neighbor atoms, retains a finite energy as k → 0. Because alternating atoms of an

ionic lattice have opposing charges, their out-of phase motion corresponds to microscopic oscillating

electrical dipole moments. The motion of these dipoles may be readily driven by electromagnetic

radiation, hence excitations of the upper branch are termed optical phonon.

This result generalizes as follows: in a 3-dimensional crystal with p-atoms per primitive cell,

there will always be 3 acoustic phonon branches, one for each independent polarization, and 3(p−1)

optical phonon branches, for a total of 3Np independent phonon modes in a crystal contain N total

formula units, i.e. N copies of its primitive cell.

3.1.3 Elastic stress-strain tensor and sound velocities

A pure deformation of a 3D crystal lattice, without translation or rotations can be described

in terms of the symmetric stress-strain tensor [41]:

εαβ(r) =
1

2
[∂αuβ(r) + ∂βuα(r)] , (3.12)

Because the stress-strain tensor is symmetric, there are only 6 independent components, thus this

rank-2 tensor can alternatively be expressed as a 6-element collumn vector in Voigt notation, using

an index 1, . . . , 6 corresponding to xx, yy, zz, yz, zx, xy respectively [42]. In a harmonic approxima-

tion, which effectively captures long-wavelength excitation, we can write the elastic energy of the
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atom at site r in terms of elastic moduli Cαβγδ that couple different components of the stress-strain

tensor. Working in this approximation (and using an implicit Einstein summation convention for

repeated indices) we can write a general Hamiltonian for the 3D monatomic crystal:

H =
∑
r

[
πα(r)πα(r)

2m
+
Cαβγδ

2
εαβ(r) εγδ(r)

]
(3.13)

Cαβγδ is a rank-4 tensor; in Voigt notation this can be expressed as 6×6 matrix with 36 constants,

only 21 of which are independent, given that the parabolicity of the harmonic lattice potential

forces this tensor to be symmetric. The elastic moduli must additionally be invariant under the

symmetry operations of the crystal lattice, further reducing the number of constants. An isotropic

solid for instance only has 2 independent constants, C11 = C22 = C33 and C12 = C23 = C31, while

a triclininc crystal has the full set of 21 indept. constants [41].

We explicitly examine the isotropic case to illustrate the effect that this has on the speeds of

sounds of different modes. This has the explicit Hamiltonian:

H =
∑
r

[
παπα
2m

+
C11

4
(∂αuβ∂αuβ + ∂αuβ∂βuα) +

C12

4
(2∂αuα∂βuβ − ∂αuβ∂αuβ − ∂αuβ∂βuα)

]
(3.14)

As a technical note, this is a truly isotropic continuum model if one replaces the sum over lattice

sites with an integral over all space
∑

r→
∫
d3r, and treats m as a mass density. The displacement

and momentum operators obey the canonical commutation relation [uα(r), πβ(r′)] = i~δαβδrr′ , with

Fourier conventions:

uα(r) =
1√
N

∑
k

eik·ruα(k), (3.15)

πα(r) =
1√
N

∑
k

eik·rπα(k). (3.16)

Additionally, we know that each displacement eigenvector will have 3 polarizations ε̂λ(k), where

λ = {LA,TA1,TA2} corresponds to the 1 longitudinal and 2 transverse acoustic modes respectively.

Thus we may write express each displacement operator in this basis:

uα(k) =
∑
λ

[ε̂λ(k)]αuλ(k), (3.17)
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Thus we may write the full Hamiltonian in momentum space as:

H =
∑
k,λ

[
1

2m
πλ(k)πλ(−k) +

mωλ(k)2

2
uλ(k)uλ(−k)

]
(3.18)

Where we have identified 2 eigenvalues for the different phonon polarizations.

ωLA =

√
C11

2m
k, (3.19)

ωTA1 = ωTA2 =

√
C11 − C12

4m
k. (3.20)

The specific values of C11 and C12 are determined by microscopic interatomic forces. Note that

positive definiteness of the energy eigenvalues produces an additional constraint C11 > C12. This

model demonstrates that even in the isotropic case, the longitudinal speed of sound does not

generically equal the transverse speed of sound. Furthermore in other crystalline systems, vTA1

need not equal vTA2.

Once more, we can express the Hamiltonian in a second quantized notation using ladder

operators:

âk,λ =

√
mωk,λ

2~

(
uk,λ +

i

mωk,λ
π−k,λ

)
, (3.21)

â†k,λ =

√
mωk,λ

2~

(
u−k,λ −

i

mωk,λ
πk,λ

)
, (3.22)

subject to the commutation relation [âk,λ, ak′,λ′ ] = i~δλλ′δ(k− k′). Dropping the zero-point energy

we have:

H =
∑
k,λ

~ωk,λâ
†
k,λâk,λ, (3.23)

In the harmonic approximation, this is indeed the most generic form of the Hamiltonian for a

realistic 3D material. For materials with p atoms per primitive cell, we can extend the index λ to

have L = 3p values, thereby including all additional 3p−3 optical branches. In an arbitrary material

however, the exact spectrum of ωλ(k) can only be modeled with a significant ab-intio understanding

of the ionic orbitals and inter-atomic forces. Usually an ab-initio treatment uses DFT in a Born-

approximation where electronic wavefunctions are assumed to remain in instantaneous eigenstates
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of the full set of lattice positions ri to electrostatic force constants for various normal modes of the

crystal [43].

Despite the difficulty of analyzing a material’s phonon spectrum exactly without significant

simulation and inelastic neutron scattering data to support it, this phonon description is useful

for explaining general equilibrium and steady-state thermal characteristics of insulators, especially

those governed by those long wavelength excitations near zone center which are unambiguously

linearly-dispered. As we shall see in chapter 7, a phonon model of the type of 3.23 can even be

leveraged to explain features of spin-phonon coupling in a real material.

3.2 Heat capacity and equilibrium thermal properties

The partion function for the elastic harmonic Hamiltionian is computed rather straightfor-

wardly. Because each phonon mode is decoupled, the full partition function becomes product of

L × N single mode partition functions Z =
∏

k,λ Zk,λ, where Zk,λ = Tr[e−β~ωk,λâ
†
k,λâk,λ ], each of

which accounts for the fact that phonon modes, being bosonic, can be occupied n = 0, 1, 2, . . .

times over:

Z = Tr
[
e−βH

]
=
∏
k,λ

( ∞∑
n=0

e−nβ~ωλ(k)

)
, (3.24)

=
∏
k,λ

(
1

1− eβ~ωλ(k)

)
, (3.25)

It is then a straightforward task to compute any other thermodynamic quantities like the heat

capacity:

Cv = kBβ
2∂

2 ln(Z)

∂β2
= kB

∑
k,λ

β2

Zk,λ

[
∂2Zk,λ

∂β2
− 1

Zk,λ

(
∂Zk,λ

∂β

)2
]
, (3.26)

= kB
∑
k,λ

(β~ωk,λ)2
[
〈(â†k,λâk,λ)2〉 − 〈â†k,λâk,λ〉

2
]
. (3.27)

It is common practice to refer to each summand as the spectral heat capacity ck,λ associated with

the mode k, λ. For 3.25, the spectral heat capacity is explicitly:

ck,λ =
kB
4

(β~ωk,λ)2csch2

(
β~ωk,λ

2

)
. (3.28)
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The sum over k can be converted to an integral
∑

k →
∫ kc

0 g(k)dk where the density of states is

normalized such that
∫ kc

0 g(k)dk = N [15, 16]. The cutoff frequency corresponds to the minimum

allowed wavelength for a normal mode in real space, for the cubic crystal this is twice the lattice

spacing, thus, kc = π/a, which corresponds to the edge of the first Brillouin zone. For an isotropic

dispersion, this implies g(k) = 3Nk2/k3
c . We can alternatively express this heat capacity as an

integral over ω, using g(ω) = g(k)(dω/dk)−1 = 3Nω2/(vgv
2
p)

Cv = 3NkB

(
kBT

~

)2∑
λ

∫ ωc

0

dω

vg,λ(ω)vp,λ(ω)2

(
~ω
kBT

)4 e~ω/kBT

(e~ω/kBT − 1)2
, (3.29)

The Debye approximation for the heat capacity of the acoustic phonon modes consists of approxi-

mating the actual dispersion relation of the transverse and longitudinal modes by a single effective,

and isotropic, speed of sound vs such that ωλ(k) = vsk; under this simplifying assumption the sum

over lambda in the monatomic case reduces to simple a factor of 3 and we have:

Cv = 9NkB

(
T

TD

)3 ∫ TD/T

0

x4ex

(ex − 1)2
dx, (3.30)

Where the customary substitution of variables x = β~ω has been made, and the result has been ex-

pressed in terms of the so-called Debye temperature, defined as TD = ~ωc/kB = π~vsk−1
B (6N/πV )1/3.

At temperatures T � TD the integral becomes independent of temperature and a T 3 heat capacity

is obtained. At temperatures T � TD this result asymptotes to a constant Cv = 3NkB. For

monatomic crystals this is the expected Dulong-Petit limit, given that there are no optical modes.

For a crystal with p > 1 atoms per units cell, the heat capacity of the other 3p− 3 optical modes,

which only become thermodynamically relevant at intermediate and high temperatures, can be

accounted for using an additional Einstein-like heat capacity, describing modes with non-vanishing

frequency at zone center.

3.3 Thermal Conductivity

The process of heat conduction in generic insulating crystals is usually, predominately phonon-

mediated. Only occasionally, and at very low temperatures, can any other type of itinerant
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quasi-particle, like the spin-wave excitations of a long-range-ordered magnetic state, overtake the

phonon-contribution to heat conduction. Thus, any realistic model in magnetic insulators at finite

temperature is going to have to account for their contribution to the bulk thermal conductivity

tensor.

3.3.1 Debye-Callaway/relaxation time approximation

One of the most rudimentary models for the thermal conductivity of 3D crystal is the Debye-

Callaway model [44]. This model assumes that the acoustic phonon spectrum is Debye-like, i.e.

the acoustic phonon energy levels can be approximated by ω(k) = vsk, and thus the spectral heat

capacity of these modes is identical to that of i.e. 3.30, i.e.

c(x)g(x) = 9kB

(
T

TD

)3 x4ex

(ex − 1)2
, (3.31)

This also implies a constant group and phase velocity vg = dω/dk = vp = vs. The model also

assumes that phonons have a mean lifetime τ(x). The total thermal conductivity, or rate of heat

transfer [W] per unit temperature [K] and per unit length is given as a product of the group velocity

squared, mean lifetime, and spectral heat capacity, summed over all phonon modes:

κxx =

∫ ωc

0
τ(ω) v2

g c(ω), (3.32)

=
kB

2π2vs

(
kBT

~

)3 ∫ T/TD

0

x4ex

(ex − 1)2
τ(x) dx. (3.33)

In all real materials, a finite phonon lifetime is a consequence of Normal & Umklapp 3-phonon

scattering processes, impurity/defect scattering, scattering off the boundaries of the crystal etc.

The relaxation time approximation one typically uses to account for all these different types of

scattering assumes that the total relaxation rate is a sum of several different independent relaxation

rates:

τ−1 = τ−1
b + τ−1

pd + τ−1
N + τ−1

U . (3.34)
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τ−1
b is a boundary scattering term characterized by a length scale `0, which is the effective low-

temperature mean free path of phonons.

τ−1
b = vs/`0 (3.35)

`0 can represent an effective disorder length scale, mean distance between crystal grain boundaries,

or in the case of a relatively pristine crystal, it can be approximately the size of the minimum

sample dimension, which limits ballistic transport at very low temperatures. The so-called point

defect term τ−1
pd accounts for isotopic differences in ionic mass as well as possible lattice impurities

and randomly-distributed defects.

τ−1
pd =

V Γ

12πN2
g(ω)ω2 =

V Γ

4πNv2
pvg

ω4 = Aω4. (3.36)

As shown, this is typically formulated in terms of a fitting parameter A, which is in principle

proportional to the mean squared deviation Γ of atomic masses, and depends inversely on the speed

of sound. This scattering term is analagous to Rayleigh scattering of photons, hence the quartic

dependence on photon frequency. τ−1
N and τ−1

U represent Normal and Umklapp 3-phonon scattering

processes respectively. N processes conserve total phonon momentum, whereas U processes do not.

Although there is not universal agreement on the exact forms of these relaxation rates, which

depend on several simplifying assumptions, the most commonly encountered forms are:

τU = B1Tω
2e−TD/3T , (3.37)

τN = B2Tω
2. (3.38)

B1, B2 are fitting parameters that depend quadratically on the mean Gruneisen parameter, and

inversely on the speed of sound:

B1, B2 ∼
~γ2

v2
pTD

. (3.39)

A brief survey of the literature reveals many potential variations of these expressions [45, 46, 47, 68].

In some cases a better fit is achieved by modifying the exponential of the U term with an additional
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fitting parameter: cTD/T , or the exponential is omitted entirely, whereby a distinction between N

and U processes can no longer be drawn.

In principle, the microscopic parameters determining A,B1, B2 are often difficult to inde-

pendently verify by independent measurements or estimate without extremely detailed ab-initio

modelling, so in practice, generating a convincing description of κxx(T ) according to 3.33 relies

heavily on multi-parameter fitting, subject to all the usual pitfalls of trying to identify a unique

solution in a potentially highly-degenerate parameter space. In particular, it is typically possible

to partially compensate a reduction in one scattering amplitude coefficient, by an adjustment of

some combination of the others, thus guaranteeing uniqueness in a Debye-Callaway fit is a near

impossibility. Because of a lack of firm consensus on how to model and derive such scattering

terms, especially for N,U processes, and the extreme difficulty of guaranteeing uniqueness, these

expressions should be viewed as mostly empirical tools and one should be wary of drawing specific

conclusions about microscopic details from the face value of any single isolated fit. Nonetheless, such

a formulation is incredibly valuable for conceptualizing the complicated interplay and macroscopic

effects of such a diverse array of potential scattering mechanisms.

3.3.2 Kubo-Green relation

The Kubo-Green formula, is a fluctuation-dissipation relation [48, 49], that relates the ther-

mal conductivity tensor to equilibrium fluctuations in the microscopic heat current density at

temperature T :

καβ =
V

kBT 2

∫ ∞
0

dt 〈qα(0)qβ(t)〉. (3.40)

This form provides us with some additional crucial insight into how the relaxation time approxi-

mation that produces the Debye-Callaway result 3.33 is justified and furthermore how such a result

can be generalized. Working in k-space, we can write quantum mechanical thermal heat current

operator for each mode with polarization λ and wavevector k on the harmonic phonon lattice
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associated with a Hamiltonian
∑

k,λ ~ωk,λâ
†
k,λâk,λ:

qk,λ(0) =
~ωk,λvk,λ

V

(
â†k,λâk,λ − 〈â

†
k,λâk,λ〉

)
(3.41)

Where vk,λ = dωk,λ/dk is the group velocity of each mode. Intuitively speaking, the heat current

is the net energy flow per unit time, per unit area, and this form clearly illustrates that the heat

current per mode (k, λ) is the product of the group velocity (or propogation speed) of that given

mode times the deviation of that mode’s energy from its equilibrium expectation value per unit

volume. Here, 〈Ô〉 denotes a thermal average: Z−1Tr[Ôe−βH]. To account for decoherence in the

time-dependence, due to scattering and anharmonicty, we introduce the mean phonon lifetime τk,λ

for the decoherence/damping of each mode (k, λ). Naturally, we expect that any density matrix

initialized in some pure state ρ̂(0) = |nk,λ〉〈nk,λ| in a real material will decohere over a timescale.

τk,λ, i.e. the probability associated with finding the system in this mode should decay over t

as e−t/τ . This fact can be formally accounted for by the addition of a complex non-hermitian

part to the harmonic Hamiltonian [50], Hk,λ → Hk,λ − i(τk,λ)−1/2, so that the time evolution

operator acting on a state at k, λ becomes Û(t)|nk,λ〉 = e−iωk,λte−t/2τk,λ |nk,λ〉. In this way, we

may write the time-dependent RTA heat current operator according to the non-unitary evolution:

Û †(t)qk,λ(0)Û(t) so that it becomes:

qk,λ(t) =
~ωk,λvk,λ

V

(
â†k,λâk,λ − 〈â

†
k,λâk,λ〉

)
e−t/2τk,λ (3.42)

From this, we may apply the Kubo-Green formula to compute the longitudinal thermal conductivity:

κ =
∑
k,λ

kB
V
β2

∫ ∞
0

dt (~ωk,λ)2e−t/τk,λ
〈
v2
k,λ

(
â†k,λâk,λ − 〈â

†
k,λâk,λ〉

)2
〉
, (3.43)

=
kB
V

∑
k,λ

τk,λ v
2
k,λ (β~ωk,λ)2

[
〈(â†k,λâk,λ)2〉 − 〈â†k,λâk,λ〉

2
]
. (3.44)

We have exactly recovered the relaxation time approximation which expresses the total thermal

conductivity as the product of group velocity squared, the mean phonon lifetime, and spectral heat

capacity ck,λ, as identified in eqn 3.27, summed over all phonon modes:

κ =
1

V

∑
k,λ

τk,λ v
2
k,λ ck,λ (3.45)
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In describing a typical insulator, τk,λ will usually have a functional dependence on T and k as out-

lined in equations 3.34 - 3.39. More generically, for a Hamiltonian that separates into a Kronecker

sum over indept. modes H =
⊕

kHk we could alternatively write the Kubo-Green formula for the

RTA thermal conductivity in the following form:

κ =
β2kB
V

∑
k

∫ ∞
0

dt
[
〈(vkHke

−t/2τk)2〉 − 〈vkHke
−t/2τk〉2

]
, (3.46)

In chapter 8 this formula is applied in the computation of a spin-phonon hybridized spectrum to

model the field-dependence in the thermal conductivity tensor of CsYbSe2.



Chapter 4

Experimental Techniques

4.1 Thermal Transport

As discussed in the introductory chapters, the thermal conductivity is a richly complicated

parameter that accounts for many potential itinerant quasi-particles and sources of scattering and

anharmonicity affecting the propagation of said quasi-particles. While the theoretical underpinnings

of heat transport in insulators, particularly those that feature prominent interaction between spin

and lattice degrees of freedom, is complicated and often entirely intractable without significant

simplifying assumptions, toy-models, or empirically-motivated descriptions, thermal conductivity

measurements themselves are rather straight-forward. This section aims to cover all the essentials of

measuring thermal conductivity in single crystal samples and identify the important experimental

considerations that go into designing and conducting such measurements.

4.1.1 κxx, Longitudinal thermal conductivity

Fourier’s law of heat conduction provides a straight-forward linear relationship between the

heat current density q [W/m2] flowing at a point x and the gradient of the local steady-state

temperature arising in this region in terms of the thermal conductivity tensor κ,

q(x) = −κ ·∇T (x). (4.1)

The most ideal geometry for measuring the longitudinal thermal conductivity is a rectangular bar

geometry, pictured below in Fig. 4.1, with a uniformly-flowing heat current. Typically an as-grown
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single-crystal sample is cut and polished so that it has a uniform cross sectional area along its

length, so that a condition of parallel isotherms along the length of the sample can be assumed,

and the problem of heat transport can be effectively one-dimensionalized. A more complicated

geometry may necessitate a finite element treatment or some degree of simulation. The bar has a

𝑇𝑇1 𝑇𝑇2

𝑄𝑄

𝐿𝐿

𝑤𝑤

𝑡𝑡

Bath
anchor

Sample

Heater

Figure 4.1: A rectangular sample thermally-anchored at one end, with a uniform heat current
Q driven by the heater fixed to its other end. This arrangement results in parallel isotherms
which are perpendicular to the direction of heat flow. 2 such isotherms at temperatures T1, T2 are
experimentally measured.

uniform area A = w× t. The pictured geometry can be used to measured thermal conductivity in a

one-heater, two-thermometer configuration. Using a resistive heater, we drive a heat current Q [W]

through the sample, which is anchored to the probe at one of its ends so that it thermalizes with

the bath (cold finger), and we measure temperatures T1, T2 which can be easily done with either

thermocouples or resistive thermometers. For this arrangement, the differential form of Fourier’s

law can be solved:

q =
Q

A
= −κxx

dT

dx
, (4.2)

Q

wt

∫ L

0
dx =

∫ T2

T1

κxxdT. (4.3)

If we assume κxx is a constant (or varies little as a function of temperature) this arrangement

results in a steady state thermal gradient:

Q

wt
= κxx

T2 − T1

L
, (4.4)
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where we have denoted the lengthwise dimension of the sample by x̂. We purposefully anchor the

sample at only one end, in a “diving-board” configuration, so that the majority of the heat generated

by the heater flows to the thermal bath through this anchor point. Parasitic heat loss, i.e. the

transfer of heat through pathways other than the sample and bath anchor point, is purposefully

minimized by placing the sample assembly in a vaccuum, and by using extremely thin current

leads, so that the total heat current through the sample is approximately equal to the entirety of

the Ohmic joule heating Q ≈ I2RH induced in the sample heater. The topic of parasitic heat loss

is covered in a succeeding section. Thus in a real experiment we can invert the above equation to

determine κxx by measuring the linear response of ∆T = T2 − T1 to a given applied heater current

I:

κxx =
L

A
· I

2RH
∆T

, (4.5)

In these experiments, the heat current is provided by a ∼ 1 kΩ sample heater, with typical dimen-

sions ∼ 1 mm × .2 mm× .1 mm, which is directly affixed to the sample using epoxy and connected

to a DC current source. The precise resistance of this heater RH(T ) must additionally be calibrated

as a function of temperature.

In general however, κxx(T ) itself is a function of temperature, so a more careful treatment of

4.3 is worth considering. To analyze this, we consider a change of variables T → T ′, where T ′ is a

deviation from the mean temperature Tm = (T1 + T2)/2.

T ′ = T − Tm, T ′1 = −∆T

2
, T ′2 =

∆T

2
. (4.6)

Expressing the thermal conductivity using a Taylor expansion about its mean Tm value:

κxx(T ) = κ(Tm + T ′) = κxx(Tm) + T ′
∂κxx
∂T

∣∣∣∣
Tm

+ . . . , (4.7)

allows us to write the differential form of Fourier’s law 4.3 as a systematic expansion:

Q
L

A
=

∫ ∆T/2

−∆T/2

[
κxx(Tm) + T ′

∂κxx
∂T

∣∣∣∣
Tm

+
(T ′)2

2

∂2κxx
∂T 2

∣∣∣∣
Tm

+ . . .

]
dT ′, (4.8)

= ∆T κxx(Tm) +
(∆T )3

24

∂2κxx
∂T 2

∣∣∣∣
Tm

+O(∆T 5). (4.9)
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This result 4.9 shows that the form of eqns. 4.4,4.5 is completely valid in terms of the thermal

conductivty κxx(Tm) at the value of the sample mean temperature, provided that we can exper-

imentally ensure the total thermal gradient ∆T across the sample is small. For this reason a

measurement of κxx requires actively selecting appropriate heater currents I such that the result-

ing gradients do not exceed a few percent of the mean sample temperature, this is even more crucial

when measuring thermal conductivity in the vicinity of a region where the slope of κxx versus T is

changing most rapidly. To verify the linearity of the thermal gradients, the DC current source of

the heater is typically programmed to ramp the heater current up in several discrete steps whereby

a linear fit of ∆T versus I2RH may be obtained to deduce κxx as illustrated in the data below, Fig.

4.2.
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Figure 4.2: (a) The ramp profile of the applied heater current I(t). Each step is chosen so that I2R
is incremented uniformly. (b) The resulting, measured profile of ∆T (t) takes a finite amount of
time to reach a steady state equilibrium, thus the time duration of each step must be appropriately
long to capture the equilibration process. The dotted line represents an averaged ∆T in a steady
state condition. (c) We plot ∆T versus Q, the slope of this linear relation is the thermal resistance,
Lκ−1

xx /A. For the chosen heater currents, some small degree of nonlinearity is clearly observed.
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4.1.2 κxy, Thermal Hall effect

While phonons and magnons alike are net-zero-charge excitations, and therefore not subject

to a Lorenz force in a magnetic field, there exist several analogs of the anomalous electron Hall effect

for phonons and magnetic quasiparticles. There are in fact several physical mechanisms by which

the thermal conductivity tensor can acquire non-zero off-diagonal terms (κxy) in the presence of a

finite magnetic field, including, but not limited to: spatially asymmetric spin-phonon scattering,

non-trivial Berry curvature of itinerant magnon bands, and non-collinear antiferromagnetic spin

textures [51, 52, 53]. The topic of microscopic mechanisms of the so called thermal Hall effect

(THE) is not a central topic of this thesis, but for completeness we will summarize the essential

aspects of measuring and characterizing a THE.

We again consider a rectangular (L×w× t) slab geometry with a single heater that drives a

heat current Q in the transverse (x̂) direction, but in this case we attach an additional thermometer,

and position the others as to measure both a transverse (∆y = T3−T2) and longitudinal temperature

gradient (∆x = T2 − T1) as below: In this case, Fourier’s law can be written as a 2-dimensional

𝑇𝑇1 𝑇𝑇2

𝑄𝑄

𝐿𝐿

𝑤𝑤

𝑡𝑡

Bath
anchor

Sample

Heater

𝑇𝑇3

Figure 4.3: In this case, the off-diagonal component of the thermal conductivity tensor results
in a transverse temperature gradient. As a consequence, the isotherms are not longer purely
perpendicular to the direction of heat flow and the temperature must be measured at 3 points in
the xy plane of the sample to determine both longitudinal (∆Tx) and transverse (∆Ty) temperature
gradients.
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matrix equation: (
Q/wt

0

)
=

(
κxx κxy
−κxy κxx

)(
∆Tx/L
∆Ty/w

)
, (4.10)

This results in 2 equations, from which one can obtain expressions for the longitudinal and thermal

Hall conductivities

κxx =
Q

Lwt
· ∆Tx

(∆Ty/w)2 + (∆Tx/L)2
,

κxy =
Q

w2t
· ∆Ty

(∆Ty/w)2 + (∆Tx/L)2
,

Or alternatively for the experimentally dependent variables ∆Tx,∆Ty:

∆Ty =
Q

t
· κxy
κ2
xx + κ2

xy

, (4.11)

∆Tx = Q
L

wt

κxx
κ2
xx + κ2

xy

. (4.12)

In most materials that do exhibit a measurable THE, there will be at least a 4-order-of-magnitude

discrepancy, κxy/κxx < 10−4, in these coefficients, meaning that it is usual justifiable to use the

approximate expressions:

∆Ty ≈
κxy
κ2
xx

· Q
t
, (4.13)

∆Tx ≈ κ−1
xx

QL

wt
. (4.14)

The later expression of course is the usual longitudinal thermal conductivity in the absence of

any THE. The equation for ∆Ty illustrates some of the challenges inherent in reliably measuring

a THE. Given the small typically size of κxy compared to κxx, it can be very hard to obtain a

measurable ∆Ty while also simultaneously measuring a linearly-responding ∆Tx. The thickness of

the sample also works against the signal size, meaning that any samples measured must be made

very thin, in some cases entirely precluding the possibility of a one-end-fixed setup if the sample is

too delicate. It is also an absolute necessity to anti-symmetrize the ∆Ty signal, which is generically

an odd function of H and therefore changes sign with applied field:

∆Ty,actual(H) = (∆Ty(H)−∆Ty(−H))/2. (4.15)
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This anti-systematization helps to avoid deceiving oneself with a measured gradient that arises

purely from geometrical misalignment of the thermometers or inhomogeneity of heat flow.

4.1.3 High-Field investigations, in-situ rotation

All high-field investigations of the thermal conductivity were performed at using the 18/20

Tesla General Purpose Superconducting Magnet SCM2 at the National High-Magnetic Field Lab

in Tallahassee Florida. This cryostat has two insert options, a He3 charcoal-sorption pump insert

for operating down to temperatures as low as 300 mK, and a variable temperature insert (VTI)

which is best suited for operation at intermediate temperatures in the range of 2-150 K. Each probe

is equipped with a cylindrical socket rotator that can provide a ±180◦ rotation of a sample/device.

Due to potential parasitic heat loss through any residual exchange gas, the concerns of which

are elaborated on in the succeeding section, it is crucial that thermal conductivity measurements

are performed in a high-quality vacuum. For this reason, we employ the custom-machined Copper-

Beryllium vacuum cells pictured in Fig. 4.4, which are adapted from the original designs of Eun

Sang Choi at the NHMFL.

These handmade cells included a modular sample stage with an electrical feedthrough for up

to 32 wires. At room temperature, they are evacuated down to ∼ 10−6 torr and indium sealed. As

the cell and sample cools to cryogenic temperatures, this vacuum improves further. The cells are

specifially designed for compatibility with the SCM2 rotator probes as shown in fig 4.4, allowing a

full in-situ exploration of applied -field anisotropy in the thermal conductivity of measured samples,

a striking example of which is explored in chapter 7.

4.1.4 Parasitic heat loss

If there are other pathways for heat to travel from the sample heater to the bath other than

the intended anchor point, then the measured thermal conductivity, estimated as κxx = LQ/A∆T

can be distorted from its true value. While the thermal conductivity we measure for single crystals is

an intrinsic quantity, this problem is most conveniently analyzed in terms of the extrinsic quantities

https://nationalmaglab.org/user-facilities/dc-field/instruments-dcfield/dc-field-superconducting-magnets/scm2
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1 cm
2 mm Heater

Cernox®
Therm. 
Sample

(a) (b) (c)

(d)

Figure 4.4: Panel (a) shows the capped cylindrical copper-beryllium vacuum cell. Twisted-pair
electrical connections feedthrough the bottom of the cell. These feedthroughs are sealed with a
stycast epoxy. (b) shows the vaccum cell with the cap off. The sample stage consists of a piece of
copper on which a sample assembly is anchored. The stage is surrounded by wires and all electrical
contacts are affixed with gold wire and silver paint. A remnant of the indium seal between the base
and cap is visible as a ring around the circumference of the base. (c) Top down view of the diving
board sample assembly with thermometry, heater, and all contacts visible. The single crystal CrCl3
sample is the bright purple rectangle. (d) The bottom of the SCM2 rotator probe with the vacuum
cell secured in the cylindrical rotator.

for the thermal conductance K, and its inverse, the thermal resistance, denoted here by R = K−1.

The thermal conductance is the absolute total rate of energy flow per unit temperature difference

[W/K], between two points at a temperature ∆T . Thus for the ideal rectangular sample considered

in the previous sections, the thermal conductance is K = Aκxx/L = Q/∆T .

Fourier’s law of heat conduction, Eqn. 4.1, is mathematically equivalent to Ohm’s law with

the heat current density and thermal conductivity tensor naturally assuming the roles of electri-

cal current density and conductivity tensor respectively, and temperature replacing the electrical

voltage. This means that we can write down a completely analogous thermal Ohm’s law relation
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T = QR (V = IR) and analyze heat flow in terms of circuit diagrams subject to thermal analogs of

Kirchoff’s rules and all the same intutions of electrical circuit theory. We consider the diving board

sample geometry of the previous sections, with an additional parasitic heat pathway to the bath,

pictured in Fig. 4.5, as a pathway through the heater electrical contacts, but the parastic ther-

mal resistance Rp can be generically account for heat loss through other avenues, such as residual

exchange gas inside the vacuum cell.

Heater

CX2

Sample

𝑇𝑇1 𝑇𝑇2 𝑇𝑇3

𝑇𝑇0 𝑇𝑇0

CX1
𝑄𝑄

Bath

𝑅𝑅𝑝𝑝

𝑅𝑅𝑐𝑐2

𝑅𝑅𝑐𝑐1

𝑅𝑅𝑠𝑠

Figure 4.5: A sample with thermal resistance R2 in a realistic diving board configuration, with
2 Cernox thermometers (CX1,CX2) measuring the temperatures T1 and T2. There is a parasitic
heat pathway with thermal resistance Rp to the bath through the heater wires on the right hand
side. The thermal circuit diagram appropriate for analyzing this situation is overlaid. Rc1 & Rc2
characterize the thermal linkages between the sample and bath or heater respectively. Functionally,
the heater at temperature T3 is a source of current Q and the bath at temperature T0 is a sink for
this current.

We denote the heat current through the sample and left hand side as Qs, and the parasitic

heat current through the right hand side as Qp. By conservation of energy flux, we must have that

Q = Qs +Qp. The thermal Ohm’s law equations determining the thermal gradients are:

T2 − T1 = RsQs, (4.16)

T3 − T0 = (Rc1 +Rc2 +Rs)Qs = RpQp. (4.17)

The latter equation can be rewritten in terms of Qp = Q−Qs, rearranged for Qs and divided by the
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experimental gradient T2− T1 to find an expression for the naively measured thermal conductivity

Kmeas. = Q/∆T in terms of the actual thermal conductance Ks = Aκxx/L:

Kmeas. = Ks
Rc1 +Rc2 +Rs +Rp

Rp
, (4.18)

= Ks +Kp +Ks
K−1
c1 +K−1

c2

K−1
p

. (4.19)

This form highlights the importance of eliminating parasitic heat pathways and thus minimizing

Kp. In the limit that Kp � Ks, Eqn. 4.19 reduces to:

lim
Kp→0 (Rp→∞)

Kmeas. = Ks, (4.20)

Thus, the naively measured result equals the actual sample thermal conductance if we can satisfy

the condition that the entire heat current Q produced by the heating element flows through the

sample alone. It is reassuring that the result in this case does not depend on Rc1 and Rc2, given the

difficulty of estimating these thermal resistances, which account for heat transfer through amalgams

of various materials, interfaces, and highly variable epoxy contacts.

4.1.5 Thermometry Calibration

In the experiments described in this thesis we employ calibrated negative-temperature-coefficient

(NTC) cernox thermometers, whose resistances R(T ) are measured in a 4-probe (I+, I−, V +, V −)

configuration using an AC resistance bridge. These thermometers are chosen because of their enor-

mous sensitivity to minute temperature changes, |dR/dT |, at low temperatures, necessary to resolve

small temperature gradients that do not perturb a sample beyond its linear thermal conductivity

response regime. As a general rule of thumb, for longitudinal measurements, we need to resolve

thermal gradients that are on the order of 0.1-1% of the average sample temperature at any given

point, and in the case of thermal Hall measurements it may be necessary to resolve gradients that

are 104 − 105 times smaller. In general, a well-calibrated cernox pair at temperatures on the order

of 1 K has no problem resolving a gradient ∆T that is 100s or even 10s of µK with only a few

100s of points to average. Greater temperature resolution requires a cryostat with extreme bath
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stability and very consistent sample cooling power, and long averaging times to combat random

temperature fluctuations. A representative Cernox resistance curve R(T ) is plotted below.
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Figure 4.6: The left hand side shows a typical Cernox resistivity R(T ) from 1.6 K to 300 K. And
the right hand side shows the sensitivity −dR/dT over the same temperature range.

While offering an exceptional sensitivity to small temperature changes, Cernoxes have their

fair share of drawbacks. The Cernox itself is a metal-film resistor deposited on a sapphire substrate.

The fabrication process is somewhat variable and acutely sensitive to imperfections of the substrate

and deposition process. This means that no two Cernoxes are exactly alike in their R(T ) profile,

and each must be calibrated carefully. Given the typically small size of the single-crystal samples

we measure, the only from-factor-appropriate Cernox is the bare-chip variety, the surface of which

is largely unprotected and liable to change its R(T ) profile subtlety during mounting, thermal

cycling, or reuse. This means that the thermometers need to be re-calibrated often and this is

usually most reliably done in-situ on the sample setup against another more robust bath reference

thermometer. Usually this bath thermometer is another Cernox, albeit one that is highly protected

in a sealed metal housing, and one that has been thermally cycled many times, demonstrating a

robust temperature reference.

Like many generic resistors, Cernoxes also exhibit siginificant magnetoresistance at tempera-
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tures T < 10K. Near T =2 K the fractional magneotresistance ∆R/R0 = [R(H)−R(0)]/R(0) can

be as large as ∼ 20% at µ0H = 20 T. This means that low-temperature field-dependent studies

also require accurate field calibration R(H,T ) for each Cernox. This is usually performed in-situ

against a robust, field-calibrated thermometer, or by using a capacitive thermometer which exhibits

no instrinsic magnetoresistance.

4.2 High-field Resonant Torsion Magnetometry

In real materials, there is usually some degree of magnetic anisotropy, typically emerging as a

consequence of either differences between the magnitudes of interactions that couple distinct spatial

components of the spin moments of magnetic ions, i.e. exchange anisotropy, or differences in how

the magnetic field itself couples to individual moments along distinct crystallographic directions, i.e.

g-tensor anisotropy. When an anisotropic magnetic sample is placed in an external magnetic field

H, its corresponding Helmholtz free energy gains a magnetic component F (T,H) that depends on

the angle of the applied field relative to the crystallographic axes of the material. This directional-

dependence can profoundly affect any of the sample’s thermodynamic properties in a finite field.

By experimentally probing the magnetic anisotropy of materials, there is generally a great

deal that we can learn about their fundamental mechanisms of magnetism, microscopic interactions,

competing energy scales, and magnetic structures. This section explains one such experimental

method, resonant torsion magnetometry, which exploits anisotropy in the vibrational dynamics

of a cantilever-mounted sample under finite field to directly probe the curvature of the magnetic

Helmholtz free energy and shed light on the microscopic details governing its magnetic properties.

4.2.1 τ , k, General principles

As a result of anisotropic interactions, a crystal may magnetize more easily along one direc-

tion than another, i.e. a given magnetic field H applied to a material will produce a different total

magnetization M depending on its direction relative to the material’s crystallographic axes. This

is typically characterized in terms of differences in principle spatial components of the material’s
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susceptibility tensor χ. Directions that correspond to maxima or minima of χ are often called

easy or hard axes respectively [17]. Because of precisely these differences in components of the

susceptibility tensor, the magnetization M produced by some external field H applied in an arbi-

trary direction between either an easy or hard axis is not guaranteed to be collinear to the applied

field. Thus, such a sample will generically experience a magnetic torque τ = M ×H [54]. As an

initial explicit toy example, consider a sample with unequal orthogonal principle components of its

magnetic susceptibility tensor χ1, χ3 in a particular plane. For a field applied within this plane of

the sample, parametrized as: H = H sin θx̂ +H cos θẑ, (where H is small enough that linearity of

the induced magnetization can be assumed) the free energy is equal to the magnetostatic energy

of the resulting magnetization M = χ1H sin θx̂ + χ3H cos θẑ:

F (T,H, θ) = −1

2
M ·H = −H

2

2
(χ1 sin2 θ + χ3 cos2 θ), (4.21)

=
H2

4
(χ1 + χ3) +

H2

4
(χ3 − χ1) cos(2θ), (4.22)

As we rotate the field in the xz-plane, we can compute the torque experienced by the sample along

the ŷ axis in the usual manner:

τ(θ) = [M×H]2 =
H2

2
(χ3 − χ1) sin(2θ), (4.23)

There is another general way to express the torque. The magnetic torque is actually a first-order

thermodynamic variable [25], and much in the same way that one might express the magnetization

M = −∂F/∂B or entropy S = −∂F/∂T at fixed temperature and volume respectively, one can

define the component of the magnetic torque along a direction n̂, as a first derivative of the magnetic

Helmholtz free energy w.r.t. the angle ϑ(n̂) by a counterclockwise rotation of the field H in a plane

perpendicular to the axis n̂, while H,T, V are fixed:

τn̂(ϑ) = −
(

∂F

∂ϑ(n̂)

) ∣∣∣∣
H,T,V

(4.24)

For the simple example of 4.23, where ϑ(ŷ) = θ, this derivative relation is quite obvious to verify.

In terms of the variables T, V,B, θ we can write the full thermodynamic relation:

dF = −SdT − PdV −MdB + τdθ, (4.25)
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In general experiments where one probes the magnetic torque of a cantilever-mounted sample,

either by directly measuring the cantilever deflection via a differential capacitance measurement or

by the piezeoresitive response of the cantilever, the torque exhibits the characteristic H2 and sin(2θ)

dependence of 4.23 when applied fields are small enough that the assumed linearity of Mi = χiHi

holds.

Similarly, we may define a 2nd order thermodynamic variable k, the magnetotropic coefficient,

as the curvature of the free energy with respect to angular displacements of the applied field angle:

k(H,ϑ) =

(
∂2F (T,H, ϑ)

∂ϑ2

) ∣∣∣∣
H,T,V

= −
(
∂τn̂(H,ϑ)

∂ϑ

) ∣∣∣∣
H,T,V

. (4.26)

Intuitively, the magnetotropic coefficient represents the magnetic rigidity of the material with

respect to small angular displacements, due to the associated energy cost of rotating a sample with

an anisotropic free energy in a finite field. Although helpful in certain contexts, such a magnetic

free energy does not need to be conceptualized in terms of macroscopic magnetizations and could

instead be modeled via the explicit field dependence of a microscopic spin Hamiltonian Ĥ(H,ϑ)

F (β,H, ϑ) = − 1

β
log Tr

[
e−βĤ(H,ϑ)

]
, (4.27)

In the low field limit (Mi = χiHi) k is quadratic in H and exhibits a cos(2θ) dependence with

minima that are out of phase with those of the torque signal. If a material undergoes a magnetic

phase transition at some critical field Hc or angle θc, the thermodynamic free energy F (H, θ) can

be non-analytic. In particular, if the phase transiton is second order, according to an Ehrenfest

classication, as in the case of a PM → FM transition, then k can be discontinuous, exhibiting a

lambda-like anomally as a function of either H or θ.

Consider now, the case of uniaxial sample with c-axis perpendicular to its ab plane, which will

be relevant to the discussion of CsYbSe2 in chap. 6. we can define the total vector magnetization

at a finite field, with H⊥ = H sin θ, Hz = H cos θ, in terms of component magnetizations Mab,Mc:

M(H) = Mab(H⊥, Hz)x̂ +Mc(H⊥, Hz)ẑ (4.28)
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The torque as function of angle explicitly becomes:

τ(θ) = M×H = MabH cos θ −McH sin θ (4.29)

Using this notation for M, in addition to the usual susceptibilities,

χab = lim
h→0

Mab(H⊥ = h,Hz = 0)

h
,

χc = lim
h→0

Mc(0, h)

h
,

we can additionally define the transverse susceptibilities at finite field, for the magnetization induced

by a small field h applied perpendicular to an arbitrarily large finite field H:

χTab(H) = lim
h→0

Mab(H⊥ = h,Hz = H)−Mab(0, H)

h
, (4.30)

χTc (H) = lim
h→0

Mc(H,h)−Mc(H, 0)

h
. (4.31)

Using these definitions, we can write the magnetotropic coefficient k(θ) = −∂τ/∂θ at high-symmetry

angles θ = 0 and π/2, denoted kab(H) = k(θ = π/2, H) and kc(H) = k(θ = 0, H), as:

kab(H) = HMab(H⊥ = H,Hz = 0)−H2χTc (H), (4.32)

kc(H) = HMc(0, H)−H2χTab(H), (4.33)

In the low field limit, the transverse susceptibilities are in fact identical to their ZF values so

that kab = −kc = (χab − χc)H2. Given these expressions at high and low field, we can interpret

the magnetotropic coefficient at a given applied field-angle θ as the energy difference of the real

magnetostatic potential energy at that given angle minus the naively expected energy cost of

magnetizing the sample in a completely perpendicular direction based linearly on the present value

of its transverse susceptibility.

4.2.2 The vibrating cantilever

In order to measure the magneotropic coefficient k of a real magnetic sample, we employ

a piezooresistive silicon cantilever mounted on the end of a quartz tuning fork. Such a device
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must be able to use an oscillatory driving voltage to excite cantilever vibrations, and it must

also be self-sensing in the sense that driven vibrations produce a measurable output signal. The

commercially-available Akiyama probe is a self-actuating oscillatory atomic force microscopy sensor

that satisfies these criteria, is relatively inexpensive, and it requires only minimal preparation to be

mounted on a cryostat probe. To do so, the cantilever must be carefully detached from the piece of

ceramic plate it is fabricated on, electrical leads must be attached, and a sample must be mounted

using the smallest possible application of a suitably chosen vacuum grease.

3 mm

Quartz tuning fork Si Cantilever

Figure 4.7: The Akiyama probe cantilver and tuning fork assembly.

The entire assembly has a very small form factor that can fit inside virtually any external

magnet bore, and the measurement is best suited to samples that are only 10s of nanograms.

The quartz tuning fork itself is approximately 2.5 mm in length and 100 µm thick, while the

silicon cantilever is exactly 310 µm long and 3.7 µm thick. The coupled system of the tuning

fork plus cantilever has a lowest vibrational mode at a frequency of 45-50 kHz which corresponds

to motion of the cantilever tip out of the plane of the cantilever [25]. The precise location of

this resonance frequency is extremely sensitive to any changes to the cantilever, in particular, the

anisotropic energy cost associated with displacing a tip-mounted sample in a finite magnetic field.

This sensitivity provides the basis for its use in measuring the magneotropic coefficient and probing

the curvature of the free energy.

In order to understand the energetics of the vibrating cantilever plus sample system, we adopt

https://www.akiyamaprobe.com/
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a harmonic approximation for its Lagrangian. At zero field we may write such a Lagrangian in

terms of an effective bending stiffness K and moment of inertia I:

L(∆θ, ∆̇θ) =
I

2
(∆̇θ)2 − K

2
(∆θ)2, (4.34)

Where the positional variable ∆θ is the angular displacement of the cantilever tip from its equi-

librium position. A more careful treatment, which approximates the cantilever as a one-end-fixed

Bernoulli-beam with appropriate boundary conditions and derives the effective stiffness in terms of

the elastic moduli of silicon appears in the supplemental information of ref. [26], but those details

are not essential to our analysis, and indeed we can typically ensure a harmonic limit of operation

∆θ � 1 via our control of the driving voltage amplitude, and by appropriately limiting the size of

sample itself, thereby constraining the magnetic torque-driven displacement of the cantilever tip.

When an external field is applied, there will be an additional energetic contribution corre-

sponding to the magnetic free energy cost of displacing the sample from θ → θ+ ∆θ, which can be

appropriately Taylor-expanded in terms of the thermodynamic variables of the preceding section:

F (θ + ∆θ)− F (θ) = ∆θ
∂F

∂θ

∣∣∣∣∣
θ

+
(∆θ)2

2

∂2F

∂θ2

∣∣∣∣∣
θ

+ . . . , (4.35)

= −τ∆θ +
k

2
(∆θ)2 + . . . . (4.36)

Thus, in the harmonic approximation up to quadratic order in ∆θ, the zero-field Lagrangrian 4.34

is modified:

L(∆θ, ∆̇θ) =
I

2
(∆̇θ)2 + τ∆θ − K + k

2
(∆θ)2. (4.37)

The Euler Lagrange equation: ∂t(∂L/∂∆̇θ) = ∂∆θL, may be used to derive an equation of

motion for the vibrating cantilever:

I∆̈θ = τ − (K + k)∆θ, (4.38)

Due to the finite torque on the cantilever, its tip is shifted from the zero-field equilibrium position

by a fixed amount as illustrated below:
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Cantilever

Sample

Figure 4.8: ẑ′ is the axis of the cryostat solenoid in fixed, lab-centric coordinates, defining the
direction of any experimentally applied fields. x̂, ẑ are axes for sample-centric coordinates that
rotate with the sample. (a) shows the experimental cantilever arrangement in zero applied field.
R̂ is a vector defining the axis of rotation for the entire cantilever apparatus, which provides the
experimental adjustment of θ as measured between ẑ and ẑ′. In (b), a uniform field H is applied,
generating a finite sample magnetization M, and therefore a magnetic torque τ , which shifts the
sample orientation θ → θ + ∆θτ as determined by 4.40. The cantilever oscillates approximately
harmonically about this new equilibrium position.

To solve the equation of motion, we make the assumption that the angular shift can be

decomposed into the sum of a constant time-indept. part (d∆θτ/dt = 0), due to the torque, and a

time varying, sinusoidally-oscillating part:

∆θ = ∆θτ + ∆̃θeiωt, (4.39)

whereby we can solve the equation of motion 4.38 to obtain equations for the time-indept. torque

shift and the frequency of oscillation:

∆θτ = − τ

K + k
, (4.40)

ω2 = (ω0 + ∆ω)2 =
K + k

I
, (4.41)

in terms of ω0 = K/I. From the above expression, we can deduce that up to linear order in

k/K, the ZF frequency, f0 = ω0/2π, of the cantilever is shifted by an amount ∆f that is directly
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proportional to the magnetotropic coefficient k:

∆f

f0
=

k

2K
, (4.42)

while the effect of the magnetic torque on such a measurement is merely a static and propor-

tional deflection of the cantilever. Thus, by adiabatically tracking the resonance frequency of the

sample-mounted cantilever as a function of applied field magnitude and angle, we can obtain a di-

rectly proportional measure of the magnetotropic coefficient and thus the curvature of the sample’s

magnetic free energy.

4.2.3 Pulsed field versus DC field operation

The measurement technique is amenable to either DC or pulsed magnetic fields, although

the precise means of obtaining ∆f(T,H, θ) differs in either case. While the former is well suited

to measurements where any of H,T, θ are continuously varied, the nature of pulsed-field data

acquisition, while extremely fast, precludes anything other than H sweeps at fixed θ, T , meaning

that evolution of k as function of these other parameters must be inferred by interpolating a

sufficiently dense set of k(H).

4.2.3.1 DC fields

DC-field magnetotropic measurements were performed using the 18/20 Tesla General Purpose

Superconducting Magnet SCM2 at the National High-Magnetic Field Lab in Tallahassee Florida.

For a more detailed description, refer to Section 4.1.3. Because we cannot rotate the field itself in

this arrangement, we rely on the rotator probe to provide continuous angular dependence.

Tracking the resonance frequency relies on a custom software-implemented phase-locked-loop

developed by K. A. Modic et. al [25], provided to us by collaborators Arakdy Shekter and R.

D. McDonald. This software functions by performing a frequency scan through the normal mode

resonance. We can model the piezo-voltage response V (t) of the cantilever at a driving frequency

ω, using the classical equation of motion for the damped harmonic oscillator at resonant frequency

https://nationalmaglab.org/user-facilities/dc-field/instruments-dcfield/dc-field-superconducting-magnets/scm2
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ω0 with a sinusoidal driving force ω2V0 sin(ωt):

d2V

dt2
+ Γ

dV

dt
+ ω2

0V = ω2V0 cos(ωt), (4.43)

where Γ is a damping parameter, representing the characteristic ring-down time of the oscillator,

defined in terms of the Q factor as Q = ω0/Γ. This equation has a steady state solution:

V (t) =
V0ω

2

[(ω − ω0)2 + (Γω)2]1/2
cos(ωt+ ϕ), (4.44)

where the phase of oscillation is ϕ = tan−1[Γω/(ω2−ω2
0)]. Denoting the amplitude of this oscillation

by |Ṽ |, such that V0(t) = |Ṽ | cos(ωt + ϕ) we can also write this equation in terms of the in- and

out-of-phase components of the oscillation, i.e. V = Vx cos(ωt) + Vy sin(ωt) where:

Vx = |Ṽ | cosϕ, (4.45)

Vy = −|Ṽ | sinϕ. (4.46)

The measurement software ramps the drive frequency continuously and uses a high-frequency lock-in

amplifier to measure both the in-phase (Vx) and out-of-phase (Vy) amplitudes of the piezo response

to fit the response of the cantilever to the Lorentzian line-shape of 4.44 and thereby extract the

resonant frequency ω0 (f0), as a function of the experimental parameters (T,H, θ). For additional

details, refer to [25] .

4.2.3.2 Pulsed fields

Pulsed-Field measurements were performed using the 65 Tesla magnet at the National High-

Magnetic Field, Pulsed-Field-Facility (PFF) at Los Alamos National Laboratory. The PFF cryostats

are equipped with a closed-cycle He3 charcoal sorption pump system to access temperatures as low

as 300 mK. We rely on a rotator probe to obtain angle dependence at a discrete set of angles.

A pulsed field resonant torsion measurement relies on 2 principles, namely (1) that even when

active driving of the cantilever motion ceases, the cantilever has a sufficiently high Q-factor that it

will continue to ring-down without losing a majority of its oscillation amplitude over the duration

https://nationalmaglab.org/user-facilities/pulsed-field-facility/instruments-pff/65-tesla-multi-shot-magnet
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of a magnetic field pulse H(t), and (2) the period of oscillation is sufficiently small compared to the

duration of the pulse, such that changes in the cantilever resonance frequency can be considered

adiabatic, and it may be assumed that the cantilever continues to resonate at the instantaneous

resonance frequency f(H) as the field is swept. The 65 T magnet at the PFF produces pulses

with a total duration of approximately 80 ms, reaching peak field in < 10 ms, see Fig. 4.9. At

cryogenic temperatures, a pristine cantilever will oscillate at approximately 45-50 kHz, with a Q

factor of 1.0-1.5×104, thus it will generally oscillate for at least 200 ms, an entire order of magnitude

larger than the time it takes for peak field to be reached. Additionally, the period of cantilever

oscillation, ∼ 20 µs is a full three orders of magnitude less than the rise time of the pulse, justifying

the assumption (2) of adiabaticity.
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Figure 4.9: The upper panel shows a typical 60 T field pulse over 80 ms beginning at time t1,
indicated via a dotted line. The lower panel illustrates a synchronous cantilever ring-down, where
the driving stops at time t1. Note that the period of oscillation has been exaggerated for conceptual
clarity of the figure, and the actual frequency of oscillation is ∼10 times higher than pictured.



50

As illustrated in 4.9, an actual pulsed field measurement proceeds as follows: (1) for times

t < t1 a sinusoidal AC voltage source is used to resonantly drive the cantilever at its zero-field

resonance frequency f0 = f(H = 0); (2) at time t1, the field pulse starts, and driving of the

cantilever simultaneously stops; (3) for times t > t1 the cantilever rings-down, continuing to resonate

at its instantaneous resonance frequency f(H), tracking the field evolution of f ; (4) A time-resolved,

moving-window FFT is used to determine ∆f(H) = f(H)− f0; (5) by repeating the measurement

at a full set of angles, and at other temperatures, we can interpolate to find ∆f(θ) at a particular

fixed H, or determine the evolution as a function of T .

4.2.4 Complications, details, minutia

There are a few sizeable systematic effects which can distort the measured ∆f(θ) from its

expected behavior. Gravity and field inhomogeneity, perhaps the most obvious culprits for non-

ideal behavior, certainly have an effect on the cantilever, as discussed in detail in the supplemental

information of [26], but their effect on the cantilever deflection and frequency shift is typically

dwarfed by the magnetotropic response of the sample itself even at moderate fields. The systematics

we do consider are experimental misalignment of the cantilever, which is heavily effected by human

error, and cantilever anharmonicity, which can become relevant if the applied field strength, and

therefore field-induced deflections, become large enough. First and foremost, we discuss the various

types of misalignment of the experimental apparatus, and what does and does not contribute to

spurious effects.

4.2.4.1 Cantilever misalignment

Experimentally, we control θ by rotating the cantilever stage. In the lab frame coordinates

the generator corresponding to these rotations is ∂θ or ∂ϑ(R̂), where R̂ is the unit vector defining

the rotational axis of the cantilever stage, and the angular derivative with respect to an arbitrary
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vector direction n̂′ is given by:

∂ϑ(n̂′) = n̂′ · (r̂×∇), (4.47)

= [n′2 cosφ− n′1 sinφ]∂θ + [n′3 − (n′1 cosφ+ n′2 sinφ) cot θ]∂φ. (4.48)

In writing down the harmonic cantilever Lagrangian, the magnetotropic term k is precisely the

curvature of the free energy as the sample is displaced in the plane of vibration of the cantilever,

as defined by the unit normal vector n̂. Hence, the partial derivative relevant to the magnetotropic

response is ∂2
ϑ(n̂)F (H), given that the generator corresponding to displacements of the sample in

the cantilever vibrational plane is ∂ϑ(n̂).
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Figure 4.10: We illustrate the side (a) and top (b) views of the cantilever stage with ideal alignment.
n̂ is a unit normal vector defining the plane of vibration of the cantilever and R̂ is a unit normal
vector defining the stage rotational axis. For generality, we place the sample on the cantilever such
that crystallographic sample-centric coordinates x̂, ŷ are rotated by an angle of φ with respect to
the vibrational/rotational planes.

In the situation of perfect alignment, illustrated in 4.8 and 4.10, n̂ and R̂ are exactly identical.

In sample-centric coordinates we may write:

R̂ = n̂ = (− sinφ, cosφ, 0), (4.49)

H = (sin θ cosφ, H sin θ sinφ, H cos θ) . (4.50)
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Crucially, the equivalence of n̂, R̂ implies that ∂ϑ(n̂) = ∂ϑ(R̂) = ∂θ, which means that our measure-

ment is sensitive to the curvature of F in precisely the same angular direction θ̂ we are varying by

rotating the stage.

As a first case for potential misalignment, consider the situation in which the ZF equilibrium

orientation of the is not parallel to the base of the rotation stage, but instead shifted by some amount

θ0, as illustrated in Fig. 4.11 (a). Keeping the rotator coordinate labeled as θ, and considering

sample-centric coordinates, this misalignment leaves R̂ unchanged, but modifies the field direction,

so that we have:

R̂ = n̂ = (− sinφ, cosφ, 0), (4.51)

H = (sin(θ + θ0) cosφ, H sin(θ + θ0) sinφ, H cos(θ + θ0)) . (4.52)

The vectors n̂ and R̂ remain completely identical, thus we are still measuring curvature in the same

angular direction: ∂2
θF (H, θ + θ0, φ), the only difference being that our experimental quantities

reflect a trivial redefinition of θ by the addition of θ0.
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Figure 4.11: Panels (a), (b), & (c) illustrate the cases of θ, φ, and η misalignment, respectively, as
discussed in this section.

Suppose instead, the cantilever is misaligned in the φ direction by some angle φ0, i.e. we had

mounted the cantilever such that its length is no longer running parallel to the base of the rotation
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stage as pictured in Fig. 4.11 (b). For this case of misalignment, both R̂ and the field are modified

in sample-centric coordinates:

R̂ = (− sin(φ+ φ0), cos(φ+ φ0), 0), (4.53)

H = (sin θ cos(φ+ φ0), H sin θ sin(φ+ φ0), H cos θ) . (4.54)

Although R̂ and n̂ are no longer parallel, angular variations along these axes still correspond to

rotations by the same polar angle θ, and ∂ϑ(n̂) = ∂ϑ(R̂) = ∂θ. Even with this φ misalignment, we

are still measuring curvature in the same angular direction: k = ∂2
θF (H, θ, φ+ φ0), this time with

a trivial redefinition of φ.

The last case of potential mislaignment to consider is that in which the cantilever assembly

is not sitting flush with the stage, but tilted at an angle η as pictured in Fig. 4.11 (c). In sample-

centric coordinates we have:

R̂ = (− cos η sinφ, cos η cosφ, sin η), (4.55)

H = (sin θ cosφ+ cos θ sinφ sin η, H sin θ sinφ− cos θ cosφ sin η, H cos θ cos η) . (4.56)

Thus in computing the magneotropic response, there are two caveats to worry about: (1) the free

energy is modified:

F (H, θ, φ) = F (Hx(θ, φ, η), Hy(θ, φ, η), Hz(θ, φ, η)), (4.57)

and (2) the angular derivative corresponding to vibrational displacements of the cantilever is non-

trivially modified: ∂ϑ(n̂) = cos η∂θ + sin η∂φ, resulting in a measured magnetotropic response:

k(θ, φ) =
∂2F (θ, φ)

∂ϑ(n̂)2
= cos η

∂

∂θ

(
cos η

∂F

∂θ
+ sin η

∂F

∂φ

)
+ sin η

∂

∂φ

(
cos η

∂F

∂θ
+ sin η

∂F

∂φ

)
, (4.58)

Such a magneto-tropic coefficient is no longer sampled along a particular slice of the free energy

corresponding to a fixed plane, but rather a conical section intersecting F .
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4.2.4.2 Extensions to cantilever Lagrangian

We now consider eqn. 4.37 with the addition of a leading order anharmonicity term (∆θ)3W/6

and include the third-order contribution of the Taylor-expanded free energy:

L(∆θ, ∆̇θ) =
I

2

(
∆̇θ
)2

+ τ∆θ − K + k

2
(∆θ)2 −

W +
∂3F

∂θ3

6
(∆θ)3, (4.59)

To derive a corrected equation of motion for the vibrating cantilever:

I∆̈θ = τ(θ)− (K + k(θ))∆θ − (∆θ)2

2

(
W +

∂k

∂θ

)
, (4.60)

As before, we make the assumption: ∆θ ≈ ∆θτ + ∆̃θeiωt, ignoring higher harmonics of ω in the

oscillatory motion, obtaining:

I∆̈θ = −τ − (K − k)∆θ − 1

2

∂k

∂θ
(∆θ)2, (4.61)

−Iω2∆̃θeiωt = −τ − (K − k)
[
∆θτ + ∆̃θeiωt

]
− 1

2

(
W +

∂k

∂θ

)[
(∆θτ )2 + 2∆θτ ∆̃θeiωt + (∆̃θ)2e2iωt

]
,

(4.62)

We drop the most quickly oscillating terms which are associated with higher harmonic components

of the motion, and drop those terms which are higher than second order in ∆θ, obtaining the 2

more correct equations:

τ = −(K + k)∆θτ −
1

2

(
W +

∂k

∂θ

)
(∆θτ )2, (4.63)

I(ω0 + ∆ω)2 = (K + k) +

(
W +

∂k

∂θ

)
∆θτ (4.64)

Examining the first equation, we obtain the valid solution:

∆θτ = − K + k

(W + ∂k/∂θ)

(
1−

√
1− 2τ

W + ∂k/∂θ

(K + k)2

)
, (4.65)

We treat the derivative correction as a perturbation via the small parameter: x = (W+∂k/∂θ)/(K+

k), to derive corrections to the naive result −∆θτ = a0 = τ/(K + k):

∆θτ = −1−
√

1− 2a0x

x
= −

(
a0 +

a2
0

2
x+

a3
0

2
x2 +

5a4
0

8
x3 + . . .

)
(4.66)
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The second corrected equation of motion gives the frequency shift to linear order:

Iω2
0

(
1 + 2

∆ω

ω0

)
= K + k +

(
W +

∂k

∂θ

)
∆θτ ,

∆ω

ω0
=

1

2K

[
k +

(
W +

∂k

∂θ

)
∆θτ

]
,

=
k

2K
− K + k

2K
x

(
a0 +

a2
0

2
x+

a3
0

2
x2 + . . .

)
, (4.67)

Plugging in for the leading order torque shift and small parameter we obtain:

∆ω

ω0
=

k

2K
− τ

K(K + k)

(
W +

∂k

∂θ

)
. (4.68)

Thus if τ/K becomes large enough, i.e. the cantilever deflection is large enough that the magnetic

torque and elastic energy of the cantilever become comparable in magnitude, cantilever anharmonic-

ity and higher angular derivatives of k can distort the measured frequency shift, and eventually

the harmonic approximation breaks down entirely. As a consequence, the condition τ(H)/K � 1

places an upper limit on the size of samples such a measurement can accommodate at very high

fields.

4.2.5 Finite mean curvature

The magnetization is antisymmetric with respect to the applied field, i.e. M(−H) = −M(H)

thus the magnetic torque τ = n̂ · [M ×H], magnetotropic coefficient k = −∂τ/∂θ, and indeed all

higher order θ-derivatives of F must be even functions of the field. This implies a π-periodicity of

τ and k, i.e. invariance of such measurements for every 180 degrees of rotation. Furthermore if we

integrate k(θ) over one π-period, we should obtain:

k0 =
1

π

∫ θ0+π

θ0

k(θ) dθ =
1

π
τ(θ)

∣∣∣θ0+π

θ=θ0
= 0. (4.69)

The mean curvature k0 equals 0 as a direct consequence of the π-periodicity of τ(θ). This seemingly

generic fact does not appear to be true in all scenarios however, and as pictured in Fig. 8.1, certain

magnetotropic measurements have exhibited a nonzero negative mean curvature k0 that grows

monotonically with the applied field.
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At least for cantilever motion that is still approximately sinusoidal, the leading order effect

of anharmonicity, as described by Eqn. 4.68 cannot accounted for a nonzero k0, given that its

constituents are still even functions of H. Alternatively, one could integrate the expressions, 4.32,

4.33, finding that a nonzero k0 implies a magnetization that is not field odd, i.e. M(H)+M(−H) 6=

0. Field inhomogeneity can perhaps explain some of this deviation, given that the rotator does not

perfectly rotate the sample about a single point in space, thus a variation in the field δH between

the configuration for some angles θ0 and θ0 + π could account for a portion of the magnetotropic

response that is order ∼ (δH/H)2k(H).

η misalignment of the cantilever, as described in Eqns. 4.55−4.57, can additionally account

for some amount of mean curvature, i.e., the distorted magneotropic coefficient of 4.58, can in fact

produce a finite positive or negative integral over one π-period. However, while the mean curvature

due to misalignment does grow monotonically with applied field, it produces a mean curvature that

is order ∼ η2k, thus the misalignment angle η would have to be particularly egregious to produce

a sizeable k0.

The observed size of k0(H) in magnetotropic measurements using Na2IrO3 and CsErSe2 far

exceeds what can be accounted for by either field inhomegenity, or η misalignment, even while

the fractional frequency shift ∆ω/ω0 and associated fractional torque τ/K remain valid small

parameters. The discrepancy poses an intriguing puzzle. Thus far however, we have only considered

a free energy which is analytical over the whole domain of θ.

The free energy is necessarily a continuous function of F (H), but in the case of a magnetic

phase transition, it need not be analytic as a function of (H, θ). Although there is still much

theoretical, experimental, and simulation work before this outstanding problem can resolved in any

satisfyingly rigorous manner, we can explain why a negative mean curvature may be present in the

vicinity of a phase transition. Consider the generic example of a material with 2 magnetic phases,

denoted I & II, with boundaries at two critical angles 0 < θc1 < θc2 < π, with phase II existing for

angles that fall between θc1, θc2. There are clearly at least 2 critical angles, because we must return

to the same phase in a single π-rotation. We can write the integral of k(θ) again:
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k0 =
1

π

∫ π

0
k(θ) dθ =

1

π

[∫ θc1

θc2−π
kI(θ) dθ +

∫ θc2

θc1

kII(θ) dθ

]
, (4.70)

=
1

π
[τI(θc1) + τII(θc2)− τI(θc2)− τII(θc1)] , (4.71)

If τ(θ) is discontinuous at either critical angle, i.e. lim∆θ→0 τI(θc1−∆θ) 6= lim∆θ→0 τII(θc1 +

∆θ), then this integral will be nonzero, resulting in a finite mean curvature. Thus a free energy

whose slope dFd/θ is discontinuous at a phase transition can produce a finite mean curvature. In

this scenario, it is likely that the delta-function-like anomaly produced in k(θ) would be too sharp

for a magneotropic measurement to resolve clearly.



Chapter 5

Giant Thermal Magneto-conductivity in CrCl3, quantifying spin-phonon

scattering

5.1 Introduction

Transport measurements are a pillar of experimental condensed matter physics. In insulating

crystalline systems the thermal conductivity, κ(T ), ranks as one of the most valuable probes for

investigating the low-energy excitations [55]. Unlike thermal equilibrium quantities such as the spe-

cific heat, c(T ), κ(T ) is a steady-state transport property and thus contains fundamental informa-

tion about the itinerant characteristics of a system, most notably the relaxation times and scattering

strengths of the low-energy excitations. In the field of insulating quantum magnets, low-dimensional

spin systems may host a wide range of exotic ground states and κ(T ) has long been one of the most

important probes of their unconventional spin excitations [10, 11, 12, 13, 24, 56, 57, 58, 14]. Because

the lattice phonons invariably constitute a strong and relatively well-characterized contribution to

thermal transport, κ(T ) measurements offer particular insight into the dominant spin-phonon scat-

tering mechanisms. Even in materials whose thermal conductivity is phonon-dominated, meaning

that there is no significant heat transport due to coherent magnetic modes, a strong field-dependence

of κ(T ) may still be present due to destructive effects of the spin sector on the phonon transport.

CrCl3 is an insulating, layered, honeycomb-lattice compound and has attracted considerable

recent attention from two independent lines of research. One concerns the “candidate Kitaev”

material α-RuCl3 [59, 60, 61, 62, 63], whose proximity to Kitaev physics may be gauged from

the nature of its magnetic excitations [31, 64, 65, 66, 67]. While κ(T ) measurements have not
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been able to provide conclusive evidence of fractionalized fermionic spin modes in α-RuCl3, one of

the primary reasons why the issue remains open concerns the role and indeed the nature of spin-

phonon scattering, which is manifestly strong over a wide range of temperatures [14, 68]. CrCl3 is

the 3d transition-metal structural analog of α-RuCl3, and as such represents the latter material in

the absence of significant spin-orbit coupling. Although one may fear that this removal of Kitaev

character removes any connection between the two systems, we will show here that CrCl3 presents a

test case for spin-phonon scattering effects that are at least as strong as any comparable phenomena

in α-RuCl3.

The second avenue leading to CrCl3 as a key material to understand is its position in the

structural series CrX3, where X = Cl, Br, I is a halide. Structurally, the chromium trihalides

are van der Waals materials, allowing them to be cleaved easily and prepared in mono- or few-

layer forms that show strong differences in their physical properties. Magnetically, the honeycomb

layers have ferromagnetic (FM) in-plane interactions and indeed both CrI3 and CrBr3 are bulk

ferromagnets. This magnetic character has therefore promoted a keen interest in spin and lattice

control in the context of topological magnonics [7], spintronics, and magnetoelectronics [69, 70].

CrCl3 is a historical “mixed FM/AF” system, with antiferromagnetic (AF) interlayer interactions

ensuring an AF ground state of anti-aligned FM layers [71, 72, 73, 74, 75], and because of the rather

low field scale (µ0Hs ' 2 T, independent of direction) for complete spin polarization is an excellent

candidate for studying magnetic-field effects on spin and lattice transport.

In Fig. 5.1 we show our key experimental result, that the in-plane thermal conductivity of

CrCl3 is greatly enhanced by a magnetic field. We comment for clarity that by “in-plane” we

refer to measurements of κ(T ) performed with the temperature gradient, ∇T , oriented in the ab-

plane and with the field also applied in the plane (H ‖ ∇T ). Qualitatively, this field-dependence

of κxx(T ) resembles the behavior typical of magnetoresistance in magnetic conductors, where the

electrical conductivity often increases as the field is increased [76]; this effect is caused by the field-

induced reduction of the spin-dependent scattering and is often most prominent in the vicinity

of the magnetic ordering transition. In CrCl3, the origin of this giant thermal magnetoresistance
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Figure 5.1: κxx shown as a function of T for different values of the magnetic field applied parallel to
the temperature gradient in the ab plane. Inset: κxx(T ) shown on a logarithmic scale for comparison
of the low-T data with the power-law forms κ(T ) ∝ T 2 and T 3.

lies in the very strong field-induced suppression of the spin-phonon scattering, and one may also

observe in Fig. 5.1 that it is particularly prominent at the ordering transition (TN ). Quantitatively,

the phenomenon is anomalously large and is particularly unusual in that it extends over essentially

the entire range of temperatures shown in Fig. 5.1. Here we will show that it can be modelled

accurately with a minimal number of assumptions and empirical parameters.

In many cases, the phonon thermal conductivity is well captured by the highly refined Debye-

Callaway (DC) model [44, 77], in which all of the most important mechanisms for phonon scattering

are considered over a wide range of temperatures. One obtains the form

κph =
k4
B

2π2vs~3
T 3

∫ ΘD/T

0

x4 ex

(ex − 1)2
τ(ω, T ) dx, (5.1)

where ω is the phonon frequency, ΘD is the Debye temperature, vs is a characteristic average phonon

velocity, and the integration variable is x = ~ω/kBT . In the relaxation-time approximation, it is

assumed that all possible scattering mechanisms contribute independently to the phonon scattering
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time, τ(ω, T ), and hence

τ−1 = τ−1
b + τ−1

pd + τ−1
U + τ−1

res , (5.2)

where the four relaxation times account respectively for boundary scattering, point-defect scatter-

ing, Umklapp scattering, and resonant scattering due to impurities, magnetic excitations, or other

collective modes. A similar formalism can be adopted for the direct contributions to κ(T ) of well-

defined magnon modes. This type of model has been used to obtain a quantitative account of the

thermal conductivity in a number of low-dimensional spin systems where both the spin excitations

and their phonon-scattering effects, appearing in the τ−1
res term, can be characterized accurately

[11, 78, 24, 13].

Despite the experimentally verified success of the DC model for certain cases, in practical ap-

plications the model of Eq. (5.2) requires at minimum seven to ten fitting parameters to reproduce

even rather smoothly varying κ(H,T ) curves. The microscopic implications of each term are often

very difficult to verify independently, unless the respective fitting parameters can be compared

among closely related materials (for example by doping or elemental substitution). Most impor-

tantly for the CrCl3 problem, there are no well-defined spin excitations over most of the (H,T )

phase diagram, and hence no possibility of describing the giant spin-phonon scattering within a τ−1
res

term. Clearly the form of this term in Eq. (5.2) is too restrictive to capture the rich spectrum of

possible interactions between the phonons and magnetic excitations of a quantum magnet, partic-

ularly if the latter are fractionalized. Thus we will introduce a more general approach to modelling

the thermal conductivity of a magnetic insulator, a task in which we will be phenomenological but

quantitative.

The focus of our contribution is to describe the heat conduction of magnetic insulators in

the common situation where this is governed mostly by phonons, but subject to a spin-phonon

scattering to which multiple mechanisms may contribute. In such a case, it would be highly

desirable to have a method of understanding the magnetic scattering of phonons without invoking

either the microscopic details of the scattering mechanism or system-specific characteristics such
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as the phonon and magnon (or spinon) dispersion relations. Here we present a phenomenological

model to quantify the T - and H-dependence of κxx, for the worked example of CrCl3, by considering

the phonon heat conduction in the presence of scattering by magnetic degrees of freedom. The

parameters determined empirically in our model enable us to quantify the dominant scattering

mechanisms regardless of the energy scales of the phonons and of the magnetic excitations.

The structure of this article is as follows. In Sec. 6.2 we summarize briefly our samples and

experimental methods. In Sec. 5.3 we show the results of our κ(H,T ) observations at all measured

fields and compare these with measurements of the magnetization and specific heat. In Sec. 5.4 we

present the details of our empirical modelling procedures for the physically different regimes and

extract the quantities required to describe spin-phonon scattering in CrCl3. Section 5.5 provides a

discussion and conclusion.

5.2 Material and Methods

Thin, purple, plate-like single crystals of CrCl3 were grown by chemical vapor tranport [79,

18]. CrCl3 is known [80] to have a rhombohedral low-temperature crystal structure composed

of hexagonal lattices of Cr3+ ions in the ab plane, whose ABC ĉ-axis stacking is ensured by only

rather weak (van der Waals) structural interactions. Magnetically, as noted in Sec. 5.1, the S = 3/2

(high-spin) Cr3+ ions in the honeycomb layers have FM interactions, of strength J = −5.25 K [74],

which is a consequence of the near-90◦ Cr-Cl-Cr geometry (edge-sharing CrCl6 octahedra), while

the inter-layer interactions (J ′) are AF.

The magnetization, m(T ), and heat capacity, c(T ), were measured over a range of tempera-

tures from 2 to 100 K and of applied magnetic fields up to 18 T using, respectively, Quantum Design

MPMS and PPMS systems. The in-plane longitudinal thermal conductivity, κxx ≡ κ, was mea-

sured on an as-grown sample of dimensions 2×4×0.5 mm using a single-heater, two-thermometer

configuration in steady-state operation with the field applied in the ab plane and in the direction

of the thermal gradient (∇T ‖ H ∈ ab); limited κ measurements were also performed with the

field normal to the plane. The difference in absolute temperatures across the sample was set never
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to exceed 5% of the bath temperature throughout the entire T range of the measurements. All

thermometry was performed using Cernox resistors, which were pre-calibrated individually and in

situ under the maximum applied fields of each instrument.

5.3 Experimental Measurements

5.3.1 Thermal conductivity, κ(T )

Figure 5.1 shows the complete picture of κ as a function of temperature for all values of the

applied in-plane field, H, that we measured. At zero field (ZF), κ(T ) exhibits a somewhat flat

maximum at 20–25 K with a gentle decline to higher temperatures; at lower T it has a marked

plateau-type region at and below the magnetic ordering temperature, TN = 14.2 K. As H is

increased, it is clear that fields on the order of µ0H = 1 T have only a minor effect on κ(T ).

However, beyond 1 T the applied field causes a dramatic increase of κ(T ) at all temperatures and

the development of a strong and sharp peak at Tp ' 20 K; at 18 T the maximum exceeds its ZF

value by a factor of 2.2. As we will show below, in fact κ(T ) is almost completely independent of

the direction of the applied field, indictating a minimal magnetic anisotropy.

At high fields, the peak at Tp and the line shape on both sides of it, which retains only a

minor remnant of the plateau at TN , are characteristic of phonon-dominated thermal conductivity.

The value of Tp varies little as H is increased. Its physical origin lies in a crossover between the

dominant phonon scattering mechanisms. At T > Tp, Umklapp processes dominate and τ−1
U is the

largest term in Eq. (5.2); for T < Tp, defect- (τpd) and boundary-scattering processes (τb) take

over. It is reasonable to assume that κ(T ) at µ0H = 18 T is closest to reproducing the purely

phononic response, κph(T ), of CrCl3, and we return to this topic in detail in Sec. 5.4C. As the inset

of Fig. 5.1 makes clear, at this field the low-T κxx(T ) exhibits a T 3 dependence, suggesting that

the thermal conduction is due to ballistic transport of acoustic (linearly dispersive) phonons.

At all lower fields, including zero, κ(T ) reflects a systematic suppression due to additional

spin-dependent phonon-scattering processes over essentially the entire T range. Only at very low
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temperatures (T < 5 K) does the ZF κ exceed that at all other fields, because this is where the

contributions of coherent magnon excitations in the magnetically ordered phase become important.

From the inset of Fig. 5.1, the thermal conductivity in this regime has no simply characterized form,

and may be a consequence of comparable magnon and phonon contributions, at least one of which

does not show ballistic transport [19]. By contrast, at all temperatures above 5 K the dominant

effect of the spins is not an additive contribution, from three-dimensionally coherent excitations,

but a destructive effect that we assume is due to scattering of the phonons by incoherent spin

fluctuations. It is the field-induced suppression of these fluctuations that brings about the striking

enhancement we observe in κ.

Figure 5.2: Data for κxx(T ) at 0 and 1 T reproduced for comparison with the field-normalized
magnetization, χ(T ) = m/H. The very strong peak in the low-field χ(T ), indicative of strong
fluctuations towards magnetic order around T = TN , matches the plateau in κ(T ) where its growth
is arrested.

5.3.2 Magnetization

To understand this interplay of lattice and magnetic excitations, we first consider the magnetic

properties of CrCl3. The magnetization, m(H), is shown in the inset of Fig. 5.6 for several different
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temperatures. As noted in Sec. 5.1, a moderate field µ0H ≈ 2 T, applied in the plane, is sufficient

at T < 5 K to rotate the FM planes against the AF interplane interaction and drive the system

to saturation. We comment that the field scale for this process suggests, in contradiction to the

conclusion of Ref. [74], that the interplane J ′ is of order 1 K. We deduce a saturation moment,

ms = m(T → 0), of 2.88µB per Cr3+ ion. The same value of ms is obtained by applying the

same field in the out-of-plane direction, demonstrating that in CrCl3, unlike RuCl3, the magnetic

anisotropy is extremely weak [18]. This ms value is fully consistent with the spin contribution

expected for a single Cr3+ ion of S = 3/2 when the g-factor appropriate for a magnetically isotropic

system, g = 2, is assumed.

For perspective on the relation between κ(T ) and m(T ), in Fig. 5.2 we show κ(T ) on the

same temperature axis as the field-normalized magnetization, m(T )/H ≡ χ(T ), for fields of 0 and

1 T in κ and 0.01 and 1 T in χ. This low-field regime is where the plateau in κ(T ) around TN

is most pronounced, and the field is not sufficient to suppress the spin-induced scattering of the

phonons conducting the heat. For very small fields, it is clear that χ(T ) becomes very large in the

region of the ordering transition, indicating strong magnetic fluctuations and hence the origin of

the κ plateau. This behavior is suppressed considerably at 1 T, where the plateau begins to lose

its form. Above 25 K, the residual m scales precisely with H.

5.3.3 Magnetic specific heat

To obtain further insight into both the phonons and their spin-mediated scattering, next we

consider the specific heat as a function of T and H. Figure 5.3(a) shows our measurements of the

total specific heat, c(T ), which are fully consistent for all H with previously reported results [18].

To estimate the phonon contribution, Cph(T ), we employ a three-dimensional (3D) Debye-model

fit of heat-capacity data for the non-magnetic analog ScCl3 [81]. The resulting Cph(T ), shown by

the green line in Fig. 5.3(a), agrees well with our data for CrCl3 in the high-temperature regime,

which as the inset illustrates is T & 100 K.

We attribute the remaining, strongly field-dependent portion of the specific heat to the mag-
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Figure 5.3: (a) Specific heat, c(T ), for a selection of different applied magnetic fields. The green
line shows our estimate of the phonon contribution, Cph(T ), obtained from a Debye-model fit to
c(T ) data for the non-magnetic analog ScCl3 [81]. (b) Estimated magnetic specific heat, Cmag(T ),
obtained by subtracting Cph(T ) from c(T ) at each field. The inset shows the magnetic entropy,
smag(T ), which in the high-temperature limit approaches the value kB ln 4.

netic degrees of freedom, meaning we define Cmag(T ) = c(T )−Cph(T ). Figure 5.3(b) shows Cmag(T )

on a logarithmic temperature axis. At ZF there are clearly two peaks, a sharp, λ-type anomaly at

the Néel transition, TN = 14.2 K, and a rounder maximum at 17-18 K. When the applied magnetic

field is increased to 1 T, the λ anomaly is completely lost, and in fact a detailed study of the low-
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field evolution of this feature [18] found that a field of 0.2 T is sufficient to suppress this indicator

of the ordering transition. As the applied field is increased, the location, Tmax(H), of the broad

maximum shows an abrupt initial shift towards higher temperatures, before increasing more slowly

with µ0H to a value of 36 K at 14 T.

Quite generally, the broad maximum in Cmag(T ) fingerprints the energy scale of the dom-

inant local spin-flipping processes in the system. In CrCl3, this is the energy cost for reversing

a single spin in the FM honeycomb layers (in the rhombohedral structure one would anticipate

an energy of 3|J | + J ′). The initial increase in Tmax(H) can be understood as a straightforward

reinforcement of this magnetic stiffness while the applied field competes with J ′ to reorient the FM

layers. The slower increase at µ0H > 2 T corresponds to a competition of the field with 3|J |, which

in Ref. [18] was formulated as a progressive development of ferromagnetic correlations in the plane.

Because of the low spin-coercivity in an applied field, FM alignment of very large domains becomes

thermodynamically favorable at higher T . It is important to note that TN , the temperature for

3D magnetic order, almost coincides with the broad maximum at ZF. Thus despite the quasi-2D

nature of the structure of CrCl3, the AF state at ZF is magnetically 3D, with TN of the same order

as the Curie-Weiss temperature (θCW ' 30 K both from our data below the structural transition

at 240 K and from that of Ref. [18]).

While one may fear that our estimated Cmag(T ), as a small difference between two larger

numbers, is subject to significant errors, a complete validation of its accuracy may be obtained by

integration. The magnetic entropy, smag(T ) =
∫ T

0 dT ′ c(T ′)/T ′, is shown in the inset of Fig. 5.3(b).

Clearly at temperatures beyond 50 K, smag(T ) for all fields displays a smooth and accurate approach

to the limit kB ln 4 expected for the four-level system corresponding to free S = 3/2 spins. This

result, which contrasts strongly with the entropies shown in Ref. [18], indicates that our approach

of deducing the lattice contribution from the material ScCl3 provides a quantitatively accurate

estimate of Cph(T ).
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Figure 5.4: Fractional change in κxx(H). For each selected temperature value we define ∆κxx/κ0 =
[κxx(H) − κxx(0)]/κxx(0). H is applied in the ab plane in every panel, and also along the c-axis
at T = 13.5 and 21 K, which highlights the very low magnetic anisotropy. For all temperatures
T > 4 K, the applied field causes a monotonic enhancement of κ. Only at T < 4 K is a different
behavior observed as a consequence of the coherent magnonic contribution: κxx is enhanced by a
small applied field (which causes magnon stiffening) but suppressed by all higher fields (where the
energy cost of magnon excitation becomes prohibitive).

5.3.4 Thermal conductivity, κ(H)

The clearest way to gauge the effects of the magnetic state on the thermal conductivity is to

consider the isothermal H-dependence of κxx. In Fig. 5.4 we show for a range of temperatures the

fractional change ∆κxx/κ0 = [κxx(H) − κxx(0)]/κxx(0) caused by an applied magnetic field. It is

apparent immediately that the generic field response is a monotonic increase in ∆κxx/κ0, except

at the lowest temperatures.

Although our T = 1.6 K data are something of an outlier for our present purpose, which is

to discuss the generic behavior beyond the ordered regime, we focus first on the low-T case. Here

κxx(H) increases initially, peaking around 2 T before decreasing to negative values of ∆κxx/κ0

and becoming H-independent at fields µ0H > 8 T. This behavior, which is observed for T < 4 K,

indicates a coherent magnonic contribution to heat conduction that is comparable to the phononic

one. The coherent spin-sector contribution to thermal conductivity has been the focus of numerous

studies [10, 11, 24, 56, 57, 14] and can in general be described as an independent additive term
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beyond the phonon contribution, i.e. κtot = κph + κmag. At low fields, the initial rise of κxx(H)

can be explained by the magnon stiffening that occurs when µ0H overcomes J ′ to orient all of the

layers ferromagnetically, which results in an increase of the magnon propagation speed and hence

of κmag [30]. However, this contribution decreases as soon as the field-induced magnon gap exceeds

the measurement temperature, at which point the magnon population is suppressed exponentially,

leaving a smaller and largely H-independent thermal conductivity, κtot → κph. The coherent

magnon contribution also diminishes quickly as T increases, and in fact ∆κxx/κ0 changes character

well below TN (e.g. T = 8.5 K in Fig. 5.4).

At all temperatures T > 4 K, it is clear that the leading role of magnetic fluctuations is as

scattering centers, rather than as participants in any kind of coherent heat conduction. While this

type of behavior has been observed in certain quantum magnetic materials at specific temperatures,

where it can be described by a τ−1
res term in Eq. (5.2) [13, 24, 58], systems in which it appears across

the full range of temperatures are not widely known. Nonetheless, κ increases monotonically with

field in all the relevant panels of Fig. 5.4; we remark again that this behavior is largely independent

of the field direction. While it remains the case that increasing H suppresses the spin fluctuations,

its effect is a uniform suppression of the spin-phonon scattering by an effective reduction in the

density of scattering centers, thus bringing the system closer to purely phononic heat conduction.

5.4 Empirical Model for κ(H,T )

To model the thermal conductivity in the presence of such a large and obviously destructive

spin-phonon interference effect, we base our analysis on the thermal conductivity, κph(T ), due to

phonons. We first reexpress Eq. (5.2) in the form

τ−1 = τ−1
0 + τ−1

mag, (5.3)

i.e. we assume that the effective phonon scattering rate can be separated into a part τ−1
0 ≡ τ−1

0 (T )

containing all the field-independent terms in Eq. (5.2) and a part τ−1
mag ≡ τ−1

mag(H,T ) containing all

phonon scattering processes involving magnetic degrees of freedom.
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To capture the behavior of κxx(H,T ) phenomenologically, we assume that the relative scatter-

ing rate, τ−1
mag/τ

−1
0 , will depend on the population of magnetic fluctuations, which we denote nmag,

and on a dimensionless coupling constant describing the strength, or effectiveness, of the phonon

scattering processes, λ(H,T ). Thus the key equation underpinning our empirical treatment is that

the thermal resistivity will be given by

κ−1
xx(H,T ) = κ−1

ph (T )[1 + λ(H,T )nmag(H,T )], (5.4)

where κph, the phonon thermal conductivity in the absence of spin-phonon interactions, is H-

independent and would be recovered at high applied fields. By some straightforward algebra, one

may verify that λnmag = τ−1
mag/τ

−1
0 = τ0/τmag. We normalize nmag to the total number of Cr3+

spins so that it represents a fractional density, and thus the field-dependence of κxx is encoded in

two unitless parameters, 0 < nmag < 1 and 0 < λ.

Focusing now on the spin fluctuations responsible for phonon scattering, because these change

character across the (H,T ) phase diagram, we begin by subdividing this into the two regimes

shown schematically in Fig. 5.5. Qualitatively, at high fields and low temperatures one expects

the fluctuations to be well-defined but 2D spin-wave excitations within the FM layers, whereas for

temperatures high relative to the field one expects random fluctuations of weakly coupled spins.

Specifically, for CrCl3 we define region (I) as covering low temperatures (T < TN ) for fields H ≥ 2

T and T < 30 K at our highest measurement field; here we will find that nmag corresponds closely

to the density of magnon excitations originating within the honeycomb layers, which are highly

spin-polarized and strongly ferromagnetically correlated, and hence remain coherent 2D entities

outside the AF phase. Region (II) covers temperatures T > TN for low fields, and at our higher

fields temperatures T > 40 K; here nmag corresponds to the average density of free spins that are

not aligned with the field direction, and as such is well described by a Weiss-field picture, within

which the net magnetization is determined by conventional paramagnetic behavior. As Fig. 5.5

makes clear, the AF ordered state occupies a very small region of the (H,T ) phase diagram, and

because the contributions of coherent 3D magnon excitations to κ are also small (Fig. 5.1), the
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Figure 5.5: Schematic representation of the (H,T ) phase diagram of CrCl3. Graded red colors
denote the extent to which the system is in the regime of high H/T [region (I)] and blue colors the
regime of low H/T [region (II)]. The black color denotes the regime of long-ranged 3D AF order
and the gray colors the extent to which the approximations we apply in regions (I) and (II) are
invalidated by the residual presence of short-ranged magnetic correlations. Solid black lines denote
the fields and temperatures over which we have measured the κ(T ) data shown in Fig. 5.1 and
the κ(H) data shown in Fig. 5.4, dashed orange lines the specific-heat data shown in Fig. 5.3, and
dashed green lines the m(H) and m(T ) data shown respectively in Figs. 5.6 and 5.8.

ordered regime is not the focus of our study. However, we comment that short-ranged magnetic

correlations in the vicinity of the ordered state (gray colors) will act to limit the applicability of

the approximations we apply below.

By considering the magnetic scattering in the high-H/T (I) and low-H/T regions (II) of

Fig. 5.5, we will minimize the ambiguity at intermediate H/T ratios. In both regions, the fractional

density of magnetic fluctuations, either of 2D spin-wave excitations or of freely fluctuating spins,

can be fixed accurately to known limits. In region (I) this limit is the fractional deviation, 1 −

m(H,T )/ms, of the net magnetization from its high-H/T saturation value, which is ms ≡ m(H →

∞). In region (II) it is the fractional polarization, m(H,T )/ms, which vanishes in the low-H/T

limit.

It is apparent from Eq. (5.4) that the type of phenomenological approach we adopt requires a
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reliable estimate of the pure (field-independent) phonon thermal conductivity, κph(T ), to be useful

or even viable. If the dependence of κ on the applied field is sufficiently weak at strong fields,

many authors [56, 82] use the κxx(T ) data at their highest available magnetic field as a measure

of κph. In Sec. 5.4C we will use our modelling procedure to obtain a field-independent κph(T ) by

extrapolating from our κ(H,T ) measurements (shown in Fig. 5.1), and hence will determine how

close our κ(µ0H = 18 T) data are to saturation.

Figure 5.6: Estimate of the population of magnetic scattering centers, nmag(H) = 1 −m(H)/ms,
taken from the fractional deviation of the magnetization, m(H), measured in the MPMS at several
fixed low temperatures from its high-H saturation value. The black dotted lines show the same
quantity computed for 2D magnetic excitations on a FM honeycomb lattice, using Eq. (5.5) with
d = 2; this approach can be extended far beyond the range of the available data. Inset: isothermal
magnetization, m(H), for fields up to 7 T, shown for the same temperatures.

5.4.1 Region (I): dominant magnon scattering

Our magnetization data (inset Fig. 5.6) show that, for temperatures T < 30 K, fields µ0H ≥ 5

T are strong enough to polarize more than 50% of the Cr3+ spins. This temperature and field range

lie well within the “spin-flop” regime [74, 18], where the spins are forced into a quasi-FM-ordered

state of the honeycomb layers. To model this regime, we assume 2D FM spin-wave excitations with
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the field-gapped dispersion relation ~ω(k, H) = 1
2 J̃(ka)2 + gµBH, valid at small k, where a is the

lattice constant and J̃ is an effective magnetic interaction strength. The population of magnetic

excitations per unit volume in d dimensions may then be estimated using the expression [17]

nmag(H,T ) =

∫
ddk

(2π)d
1

e~ω(k,H)/kBT − 1
, (5.5)

= α

(
kBT

J̃

)d/2
Lid/2

(
e−gµH/kBT

)
.

From the structure of this expression, only wave vectors k near the zone center contribute signifi-

cantly to nmag, and thus we take the upper limit of the integral to infinity; it is also not necessary

to specify the departure of ω(k, H) from a simple quadratic at higher k values. α is a unitless con-

stant set by the dimension, d, and the normalization. Lis(x) is the polylogarthmic function of order

s, which has an infinite series expression that is easy to evaluate numerically. As Fig. 5.6 makes

clear, this approach provides an excellent account of the H- and T -dependence of m, effective even

at temperatures (21 and 32 K) outside region (I) as it is represented in Fig. 5.5. In Fig. 5.6 the

only fitted parameter is the effective interaction, J̃ = 13.1 K; clearly J̃ ≈ 3J is again close to the

characteristic energy scale of the 2D FM layers at ZF. Here we have treated J̃ as a constant, an-

ticipating that fields up to 7 T cause only weak changes in the effective in-plane stiffness, certainly

when compared with their gapping effects (this is to be contrasted with the “magnon stiffening”

discussion in Secs. 5.3C and 5.3D, where the field dominates J ′).

At high H/T , when the total magnetization remains a significant fraction of ms, we equate

the measured deviation directly with nmag, the population of 2D magnons obtained using Eq. (5.5)

with d = 2. The agreement remains good for all temperatures T < 2TN when µ0H ≥ 2 T.

Given the discrepancy between the in-plane FM interactions and the out-of-plane AF ones, whose

3D coupling effects are suppressed beyond 2 T (inset Fig. 5.6), it is not surprising that quasi-

2D excitations dominate the spectrum. We comment here that the CrX3 materials have been

considered as candidates for hosting topological magnons with Dirac cones in their (graphene-type)

dispersion relations [7], but at finite applied fields a full gap is opened and the magnon dispersion

has the quadratic form assumed in our model.
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Figure 5.7: Isothermal thermal resistivity, κ−1(H), obtained from Fig. 5.4. The dotted black lines
are fits of the data at µ0H > 2 T to the form of Eq. (5.4), from which we deduce values for the high-
field limit [the phonon thermal resistivity, κ−1

ph (T )], and the dimensionless and field-independent
coupling strength, λ(T ). The inset shows the values of λ(T ) deduced at each temperature.

We stress again that, as shown in Fig. 5.1, these magnonic fluctuations are a significant

source not of heat conduction but of phonon scattering. This situation is not generic, and indeed

many of the systems reviewed in Sec. 5.1 provide examples of significant contributions to thermal

conductivity from essentially 1D or 2D excitations in a 3D material [10, 11, 12, 13, 24, 56, 57, 58]. In

general one expects that, when such low-dimensional excitations are not mutually coherent between

planes or chains with characteristic transverse coupling constant J⊥, they will act to destroy each

others’ coherence on a timescale governed by J⊥/J‖, where J‖ is a characteristic energy scale

(a gap or a stiffness) within the planes or chains. Thus for a large system and non-negligible

transverse coupling, the low-dimensional excitations would not contribute to thermal transport,

as we observe for the 2D-coherent magnons of CrCl3, where J⊥/J‖ ≡ J ′/3J ' 1/15, in region

(I). However, cases in which J ′ is extremely small, the gap is very large, or other characteristics

conspire to allow significant transport, have attracted attention precisely because they contradict

this tendency towards incoherence.
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The destructive effects of the 2D magnons on thermal conductivity are parameterized by the

phonon scattering strength, λ(H,T ), in Eq. (5.4). To analyze λ(H,T ), in Fig. 5.7 we fit the thermal

resistivity data, κ−1
xx (H), for four of the five temperatures shown in Fig. (5.4). We find that an

excellent description is obtained with a function λ(H,T ) ≡ λ(T ) completely independent of the field.

Thus in region (I) the field-dependence of κ(H,T ) is contained entirely within our straightforward

assumptions about nmag(H,T ). Further, we observe that λ(T ) peaks in temperature close to TN ,

and thus we deduce that scattering by coherent but “only” 2D magnetic excitations has its strongest

effect on the phonon thermal conductivity in the regime around TN itself; from the form of the

magnetic specific heat [Fig. 5.3(b)], it is no surprise that phonon scattering should be most efficient

around this characteristic temperature. This leads to a suppression effect that includes the peak

region (around Tp ≈ 20 K) and becomes unusually large as the applied field is reduced below 2 T,

where nmag rises strongly (Fig. 5.6). We note that, even in a van der Waals material, the phonons

are in general much more 3D in nature than are the magnons once their interlayer correlations

have been destroyed by the applied field, as a result of which good 2D magnons with no interlayer

coherence are only damaging to phonons, and hence to thermal conduction.

5.4.2 Region (II): dominant paramagnetic fluctuations

At higher temperatures, the magnetic fluctuations may no longer be regarded as well-defined

2D spin-wave excitations. As the energy scale of thermal fluctuations becomes large compared

to that of the field, planar FM order is destroyed and the behavior of the spin system becomes

paramagnetic. Despite this loss of coherent 2D magnons, magnetic scattering continues to play

a significant role in controlling the thermal conductivity in region (II), as Fig. 5.1 shows clearly.

This effect must be a consequence of phonon scattering off randomly fluctuating free paramagnetic

spins, whose relative density is also given by the fractional deviation of the magnetization from ms.

Although the dominant physics in region (II) is thermal fluctuations that flip individual

spins against the magnetic field, the underlying spin interactions may by no means be neglected.

We model the magnetization profile, m(T ), of CrCl3 by a Weiss-field approach [17] in which the
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Figure 5.8: (a) Magnetization, m(T ), measured at fixed field values of 0.01, 0.1, 1, and 5 T. Thin
solid lines are fits made by applying the Weiss-field model [Eq. (5.6)] at T > 40 K. This model can
be extrapolated to T = 0, although of course it does not include the AF magnetic order, and this
accounts for the deviations at T < 40 K for low fields. In addition we show calculations made with
the same model parameters for m(T ) at 9 and 18 T, beyond the range of the data, where deviations
due to AF order would be very small. (b) nmag(T ) deduced from m(T ); here we show the quantity
nmag(H,T ) = 1 −m(H,T )/ms(H,T = 0) at each constant value of H. Solid lines marked 2DSW
are estimates of nmag(T ) obtained from the 2D spin-wave model of Sec. 5.4A. Dashed lines marked
WFM are estimates of nmag(T ) obtained from the Weiss-field model of Sec. 5.4B. Solid lines for 5,
9, and 18 T mark spline fits connecting the two regimes; at 1 T the 2DSW approach is not effective
because it does not contain the magnetic order, and here the solid line is a fit to the data.

molecular-field term takes into account the FM correlations within the honeycomb planes. In this

framework

m(H,T ) = msBS

[
gµBS

kBT

(
µ0H+Bmol

m(T )

ms

)]
, (5.6)

where BS(y) is a Brillouin function of order S, S = 3/2, and g = 2. The solution for m(T ) is found

by fixed-point iteration and, as shown in Fig. 5.8(a), an exceptionally good fit to the measured
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magnetization is obtained over the entire paramagnetic temperature range, T ≥ 40 K, for all fields

below 7 T. The fitted constantBmol = 22.4 T' 15 K is given once again by the FM in-plane coupling

scale. In addition to providing smooth and easily computed curves at all measured field strengths,

this model allows us to predict m(T ) with high confidence over the same temperature range at

fields of µ0H = 9 and 18 T that are prohibitively high for SQUID magnetometer measurements

(Fig. 5.8). The clear deviations between model and measurement at low fields and temperatures

are consequences of the AF order, and are suppressed by fields in excess of 1 T (inset Fig. 5.6), to

the point where deviations at the fields we can only model (µ0H = 9 and 18 T) are expected to be

negligible.

To estimate the scattering strength, λ(H,T ) in Eq. (5.4), in region (II), we observe first that

when T →∞ the magnetic degrees of freedom become entirely disordered, meaning that nmag → 1.

Thus to preserve the empirical observation that the field-dependence of κxx(T ) disappears at high

T (Fig. 5.1), it is necessary that λ(H,T ) → 0 as T → ∞. On physical grounds, this must be the

case because different phonon scattering mechanisms will overwhelm the magnetic contribution in

Eq. (5.3), rendering τ−1
mag � τ−1

0 . However, from the Weiss-field estimate of m(H,T ) shown in

Fig. 5.8, it is clear that this regime is reached only at our lowest measurement fields, and that

nmag(H,T ) remains significantly less than unity over the available temperature range for all fields

above 1 T.

From experiment we have been able to obtain four highly accurate estimates of λ(T ) at

temperatures up to T = 32 K, as shown in the inset of Fig. 5.7. Because the function λ(T ) is

already well past its peak value, we use the logic of the previous paragraph to adopt test functions

for the form of the vanishing of λ(T ) in region (II), taking for specificity Gaussian, exponential,

and power-law (Lorentzian) forms. Stated briefly, all forms of this functional tail give equally valid

fits to the data throughout region (II), and we pursue the quantitative aspects of this assertion in

conjunction with the extraction of the phonon thermal conductivity, κph(T ), in the next subsection.

The key qualitative point to be made here is that any H-dependence of the functional tail is so weak

that, once again, a completely adequate fit to all data is obtained by taking λ(H,T ) ≡ λ(T ), exactly
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as in region (I). Thus we have obtained the profound result that, to a very good approximation, the

effect of a magnetic field on the thermal conductivity may be encoded entirely within the number

of magnetic fluctuations, nmag(H,T ), acting to scatter the phonons transporting the heat, while

their scattering efficiency is effectively H-independent.

5.4.3 Phonon Thermal Conductivity

In the preceding subsections we have shown that is it possible to obtain excellent descriptions

of m(T ), and hence nmag(T ), in both regions (I) and (II), as shown respectively in Figs. 5.6

and 5.8, by using minimal physical assumptions. Even without a quantitative matching of our

two treatments, it is possible on this basis to obtain accurate fits of κ−1(H,T ) at all fields and

temperatures (Fig. 5.7) by using Eq. (5.4) with a field-independent scattering strength, λ(T ). The

exercise of matching the models of Secs. 5.4A and 5.4B across the intermediate temperature regime

would involve the extrapolation of either into a parameter range where it is explicitly no longer valid.

However, the 2D spin-wave model applied in region (I) does account correctly for the temperature

regime around the peak in κ(T ) for all fields in our measurement range, and thus this matching

takes place only on the high side of the peak.

It is clear from Eq. (5.4) that κ(T ) is governed largely by the “continuous parameter” κph(T ),

and as such that the most systematic matching of the two regimes would be ensured by obtaining

an optimal estimate of this quantity. κph(T ), as the thermal conductivity due only to phonon

contributions, is in principle obtained in region (I) as the H →∞ limit, where the spin excitations

have an infinite gap and nmag → 0, whence κ(T ) → κph(T ). In Sec. 5.1 we summarized the

difficulties in obtaining κ(T ) from a DC formalism [44, 77], and in fact these are manifest even in

obtaining κph(T ). Despite the many parameters, the form of the available relaxation-time terms

remains highly constraining; in the present case, in the absence of a non-resonant spin-phonon

suppression term, it is not possible to satisfy the low- and high-T limits simultaneously with an

accurate estimate of the peak position, Tp. An approach simpler than the full DC treatment is to
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proceed from the expression [55]

κph(T ) = 1
3cph(T )vs`eff(T ) = 1

3cph(T )v2
sτeff(T ), (5.7)

where cph(T ), the specific heat in the lattice sector, is known, vs is again an average phonon velocity,

and a simple model can be constructed for the effective mean free path, `eff , whose corresponding

effective scattering time, τeff(T ), may be connected to Eq. (5.3). However, once again it is not

possible within such a simplified framework to obtain an accurate value of Tp, and hence κ(H,T )

cannot be reproduced with any quantitative accuracy.

Figure 5.9: Estimates of the field-independent lattice contribution, κest
ph (T ) (dashed lines), obtained

by using Eq. (5.4) with our measured thermal conductivity data (Fig. 5.1) at constant fields of 1, 5,
9, and 18 T. Green diamonds show values of κph obtained from fits of the isothermal κ(H), shown
in Fig. 5.7, at temperatures of 8.5, 13, 21, and 32 K. The thick solid line shows the optimal κph(T )
deduced from the κest

ph (T ) curves (see text).

To ensure full generality of our treatment and to avoid the pitfalls inherent in adopting any

approximate forms, we proceed instead directly from our data to compute the estimates κest
ph =

κ(H,T )[1 + λ(T )nmag(H,T )] for each available field value. Our fits of κ−1
xx (H) in region (I), shown

in Fig. 5.7, provide reliable estimates of κph at four discrete temperatures, which are shown as the

green diamonds in Fig. 5.9. Inverting our κ(H,T ) data requires quantitative estimates of λ(T ) and
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a single function nmag(H,T ). For the latter we proceed, as shown in Fig. 5.8(b), by comparing our

2D spin-wave estimates at all low temperatures (solid lines) and our Weiss-field estimates at all high

temperatures (dashed lines) with our m(T ) data at 1 T and 5 T. As in Fig. 5.8(a), we also use our

Weiss-field estimates at 9 and 18 T. By inspection, the upper temperature, Tu(H), beyond which

the Weiss-field approach is quantitatively accurate, may be taken as Tu(H) = 40 K for all fields; in

fact a constant Tu(H) would not be anticipated simply from the extent of region (II) in Fig. 5.5,

and this result is actually a consequence of the additional effects of magnetic correlations above TN

at low fields. The lower temperature, Tl(H), below which the 2D spin-wave result is quantitatively

accurate, appears to be approximately 25, 30, and 35 K at 5, 9, and 18 T, values which track the

edge of region (I) as represented in Fig. 5.5. At 1 T, the spin-wave approach is clearly no longer

appropriate, because the tendency to AF order created by J ′ is not fully suppressed (Fig. 5.5; while

we may use the m(T ) data here for quantitative purposes, we observe that the spin-wave result for a

monolayer appears to be reliable to approximately 20 K. We note that these values of Tl(H) are not

dissimilar to the values Tmax(H) obtained from the peak in the magnetic specific heat (Sec. 5.3C),

and comment that this latter scale might indeed be anticipated as the upper limit to an ordered

magnetic configuration on which to base a 2D spin-wave treatment. To bridge the shrinking gap

between Tl(H) and Tu(H), we adopt the spline fits shown in Fig. 5.8(b).

For λ(T ), as noted in Sec. 5.4B, we have tested three functions that reproduce the four data

points spanning the peak in this quantity shown in the inset of Fig. 5.7; one has a Gaussian form,

λ1(T ) = a1 exp[−(T − T1)2/2σ2], one an exponential form, λ2(T ) = a2T
b exp(−T/T2), and one a

Lorentzian form, λ3(T ) = a3γ/π[(T − T3)2 + γ2]. The three functions differ only in the rate at

which λ vanishes in the high-T regime and all three may be used to obtain consistent descriptions

of the data with only minor differences in the value of the estimated κph(T ) at T > 40 K and in

the temperature at which all datasets converge. Because of a mild but unexpected bulge around 40

K in our measured κ(T ) data (Fig. 5.1), which is most pronounced at 18 T and which we believe is

not intrinsic to the phonon thermal conductivity, a rapid vanishing of λ(T ) cannot accommodate

this feature. To avoid an ill-defined subtraction of this poorly understood contribution, it is most
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convenient to use the Lorentzian continuation of λ(T ), but we make no claim to have proven a

physical underpinning for this form.

Inverting our κ(H,T ) data using these estimates of nmag(H,T ) and λ(T ) provides four dif-

ferent curves for κest
ph (T ) based on our measurements at 1, 5, 9, and 18 T. From Fig. 5.9 it is clear

that all four estimates of κph(T ) are very similar across the full range of temperatures and that

they converge completely in both the low- and high-T limits. In detail, the estimate based on our 1

T data, which are affected by the AF ordering tendencies, are something of an outlier. Otherwise,

the three estimates based on 5, 9, and 18 T converge to high accuracy at all temperatures, with a

maximum deviation of order 10% at Tp. Because the minor bulge in our κ(T ) data around 40 K

(Fig. 5.1) is strongest at 18 T, we judge the near-identical κph(T ) curves deduced from µ0H = 5 and

9 T to be the most representative and adopt these as our definitive result for the phonon thermal

conductivity.

Fixing κph(T ) allows us unprecedented physical insight into the effects of phonon scattering

by the spin fluctuations, and into the way in which these effects are suppressed by the magnetic

field. In Fig. 5.10(a) we show the quantity λnmag, which is equivalent to the relative scattering rate

τ0/τmag. At 5, 9, and 18 T (dotted lines), λnmag displays a clear peak around 20 K that is suppressed

from a value of nearly 1 by a factor of approximately 2 at each field step. For comparison, we show

as solid lines the equivalent quantities for 0 and 1 T, which we have taken directly from our data

because our methods for estimating nmag are not suitable at these low fields. We observe the same

general form, but with the peak twice as strong again.

In Fig. 5.10(b) we show the suppression factor, f = (1+λnmag)−1, corresponding to Fig. 5.10(a),

which is an inverted function reaching a minimum of 1/3 at Tp for a field of 0 T, where λnmag ' 2.

Thus the quantitative conclusion concerning spin-fluctuation scattering of the phonon modes in

CrCl3 is that this mechanism is so effective around the Néel temperature of the AF ordered phase

that 2/3 of the phonon contributions to the thermal conductivity are removed. The spin-scattering

effect is not at all resonant, retaining a significant value over the entire range of temperatures

from 0 to 100 K. Finally, in Fig. 5.10(c) we use our deduced values of κph(T ), nmag(H,T ), and
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Figure 5.10: (a) The quantity λnmag shown as a function of temperature for fields of 0, 1, 5, 9, and
18 T. Dotted lines for 5, 9, and 18 T are obtained from our estimated nmag(H,T ) (Secs. 5.4A and
5.4B) multiplied by the Lorentzian continuation of λ(T ) (see text); solid lines for 0 and 1 T, shown
for comparison, were obtained directly from the data. (b) Suppression factor, f = 1/(1 + λnmag),
corresponding to λnmag in panel (a). (c) Reconstruction of our measured κ(H,T ) data, shown as
discrete points, based on the empirical model of Eq. (5.4). Calculated κ(H,T ) values (solid lines)
are based on a single curve for κph(T ) (solid black line) and use the Lorentzian continuation of
λ(T ). Inset: magnification of the high-T regime (T > 40 K) to illustrate convergence of the data
and calculations to κph(T ).

λ(T ) to reconstruct our measured κ(H,T ) data for all fields and temperatures. Quantitatively

excellent agreement is achieved in all cases, with deviations from 1% at 5 and 9 T to 15% around

the peak at 1 T, where in any case our approximations are of limited validity. We stress that this

is not a circular exercise, because all of the field-dependence of κ(H,T ) is reproduced using only
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nmag(H,T ). We comment also that κph(T ) does lie significantly above our 18 T data; while this

separation may be slightly exaggerated in the high-T regime [inset Fig. 5.10(c)] by our use of the

Lorentzian continuation, the 20% difference around the peak position is a robust result that serves

as a warning against assuming that high-field data must lie beyond the range of spin fluctuations.

It is clear that our models provide a quantitatively accurate fit to the thermal conductivity at

all fields and temperatures with only one exception. This is the low-field plateau in the measured

κ(T ) that arises due to the ordering transition, a feature that lies explicitly beyond our modelling.

Thus we have shown that CrCl3 provides an ideal system for modelling the magnetic fluctuations at

finite fields and temperatures, and that the dramatic suppression of its thermal conductivity caused

by these fluctuations can further be modelled by multiplying their density by a field-independent

phonon scattering strength.

5.5 Discussion and Conclusion

We first reiterate what we have achieved in describing the thermal conductivity of a correlated

magnetic insulator with significant spin-lattice coupling. We have shown that, beyond a very narrow

regime of field and temperature hosting 3D magnetic order, the thermal conductivity is due entirely

to phonons, but that the contributions of these phonons is subject to a suppression factor. This

suppression is due entirely to scattering from spin fluctuations that are not coherent in 3D, and

can be extremely strong (up to 65%), but can itself be suppressed to zero by a sufficiently strong

magnetic field. This phenomenon can be captured quantitatively by expressing the suppression in

terms of only two parameters, an independently determined number of active magnetic fluctuations

and a dimensionless parameter for their scattering efficiency. This latter turns out to be entirely

independent of the field, meaning that the scattering strength is dictated only by the temperature,

while the full suppressive effects of the applied field are contained within the number of fluctuations.

Applying this very general framework, for CrCl3 we model the fluctuation number, nmag(H,T ),

by considering the two regimes of high and low H/T . In the former, magnetic fluctuations take the

form of field-gapped 2D spin waves in the FM honeycomb planes and nmag is given by a conventional
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spin-wave theory, but the complete lack of interlayer coherence means that these modes are not

only incapable of transporting heat themselves but are destructive to the more 3D phonons that do

so. In the latter, the system is paramagnetic and dominated by thermal fluctuations, but it is still

field-polarized and thus the intrinsic intralayer FM interaction continues to play a role. The energy

scale of this interaction, of order 15 K, is in fact fundamental to the thermodynamic and transport

response of the system at all fields and temperatures, and its fingerprints are found in quantities

ranging from the magnetic specific heat to the empirically determined phonon scattering-strength

parameter, λ(T ), which peaks in temperature around this value before falling to zero. With these

ingredients, our formalism can reproduce, and indeed predict the form of, κ(T ) at different applied

fields over the entire temperature range. Discrepancies between the data and the model appear

only at low fields in the vicinity of TN , where nmag cannot describe adequately the population of

fluctuating spins in the critical regime.

A key strength of our modelling procedure is its basis in the simple phonon-scattering form

expressed in Eq. (5.4). Despite its phenomenological nature, our approach is both completely

general and fully quantitative. It is not dependent on specific properties of the magnetic state of

the system and, crucially, it is independent of the nature of the magnetic excitations, which in the

quantum limit may not necessarily be conventional magnons, but topological ones or even only

fractions of a single spin-flip [11, 78]. Our treatment is also insensitive to specific phonon scattering

mechanisms, which as Sec. 5.1 makes clear can take many possible forms; in this context we note

again that the spin-fluctuation scattering we consider is non-resonant and that these fluctuations

are paramagnons (quasi-FM spin fluctuations in the paramagnetic regime) over the entire range

of T and H. While we have kept our treatment independent of assumptions about the phonon

thermal transport in order to make it fully quantitative (Sec. 5.4C), one may also ask whether the

analysis could be improved, or otherwise brought into contact with conventional treatments based

on the specific heat or the DC framework. While this is certainly possible in parts of the parameter

space, we have not been able to find a global description for CrCl3 within either approach, and on

this basis would not expect this type of traditional formalism to be suitable for general magnetic
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materials. We stress again that, if the κph(T ) curve we extract from our data is regarded as a given,

the number of “free” parameters in our modelling procedure can be argued to be zero, should one

allow that J̃ in region (I) and Bmol in region (II) are given by the in-plane FM energy scale,

3J ≈ TN , and that the form of the high-T vanishing of λ(T ) is immaterial.

An essential aspect of our study is the issue of system dimensionality. While all magnetic

insulators are 3D, in low-dimensional quantum magnets the regime of 3D behavior may be a very

small part of the (H,T ) parameter space. In CrCl3, the stronger coupling in the honeycomb layers

mandates a 2D treatment in the regime of large H/T , where the field destroys 3D correlations

but does not damage the 2D FM correlations; by contrast, thermal fluctuations act to damage

all correlations. The FM nature of the layers also has another unexpected consequence in that,

although the CrX3 systems are regarded structurally as van der Waals materials, featuring a very

low cohesive energy for exfoliation [18], CrCl3 does not show the conventional features of a 2D

magnet. In the specific heat, the 3D ordering peak effectively coincides with the broad maximum

characterizing the majority of the spin-fluctuation processes, while the minimal anisotropy is also

consistent with 3D magnetism. In more detail, the interlayer superexchange interaction, J ′ ≈ 1

K, while not an insignificant fraction of the intralayer J = −5.25 K, is indeed rather smaller, and

it is the FM nature of the in-plane order that allows J ′ to “leverage” a TN scale of order 3|J |.

We comment that layered magnetic materials are ubiquitous both in condensed matter and in the

heterostructures being fabricated for spintronic functionalities, and hence our considerations can

be expected to have far-reaching applicability.

While it is intuitively clear that the origin of the giant magnetoconductivity we observe lies in

“strong spin-lattice coupling” [18], we stress that this is not merely another spin-phonon story. The

qualitative difference in the present study is that we are measuring a transport property, meaning

a property exclusively of the excitations in the spin and lattice sectors of the system. In this sense

our focus is a specific and sensitive probe of a much less commonly studied aspect of magnetoelastic

coupling, namely the nature and scattering of these two sets of excitations over the complete (H,T )

parameter space.
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One may nonetheless ask why, quantitatively, the scattering effect is so strong in CrCl3. Here

we point to the possibility that the spin-phonon coupling can be relatively normal but J is in fact

anomalously small. As noted in Sec. 6.2, the FM J is a consequence of the near-90◦ Cr-Cl-Cr

bond angle enforced by edge-sharing CrCl6 octahedra, and this type of interaction is far smaller in

magnitude than comparable AF bonds at higher angles. In general, the interaction strength is very

sensitive to the bond angle in this regime, implying that small phononic displacements may have

strong relative effects; when normalized by the small J values, these magnetoelastic effects then

appear in the conventional range. While first-principles calculations have been performed recently

to accompany the experimental observation that the interlayer magnetic interaction strength, J ′,

changes over a wide range in few-layer CrCl3 samples [83], we are not aware of calculations investi-

gating the lattice-sensitivity of the in-plane interaction, J , which could in principle be modulated

by pressure in bulk samples or by substrate choice in few-layer heterostructured samples.

Returning to α-RuCl3, small Heisenberg interactions, J , are also a sought-after feature of

candidate Kitaev materials. When these dominant magnetic effects are suppressed, the remaining

terms in the anisotropic spin Hamiltonian are thought to give rise to fractional spin excitations (of

Majorana [8, 31, 66] or generalized Majorana character [84]) and to spin-liquid ground states in

the presence of an applied magnetic field [14, 64, 85]. It is clear [14] that the thermal conductivity

measured in α-RuCl3 shows strong spin-phonon scattering effects over the entire range of temper-

atures, but a detailed interpretation lies beyond the scope of a DC approach [68] and a theoretical

analysis of phonon scattering by fractionalized spins is still awaited. We comment in passing that

phonon coupling to chiral Majorana edge states has recently been invoked [86, 87] as an ingredient

essential for the interpretation of controversial thermal Hall conductivity data reported [88] for

α-RuCl3 at finite fields; however, we stress that the strong spin-phonon scattering observed in both

α-RuCl3 and CrCl3, and which we model here, involves the bulk spin excitations. We suggest that

the more general, data-oriented approach we adopt for CrCl3 may help to clarify the situation even

in the absence of a microscopic discussion of phonon scattering by fractional spin excitations.

Returning to the higher chromium trihalides, CrBr3 has been proposed [7] as a candidate for
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hosting topological magnons. CrI3 is known [70] to present a situation where the bulk material

has FM interlayer interactions, but the few-layer form takes on a different interlayer structure and

these interactions become AF. In a similar vein, it has been found very recently in CrCl3 that the

interlayer interaction remains AF [89] as the system thickness is reduced to two layers, while showing

the dramatic increase noted above [83]. Efforts to include CrBr3 in a systematic comparison are

ongoing [90]. These results have drawn a great deal of attention with a view to fabricating highly

controllable spintronic materials, possibly functioning with topologically protected information.

While thermal conductivity measurements on few- or many-layer samples are not yet available, our

results offer both a general framework for analyzing the different possible contributions to spin and

thermal transport and a general warning concerning the need to take full account of spin-phonon

scattering effects.

In summary, we have investigated the thermal conductivity of the layered ferromagnet CrCl3 over

a wide range of temperature and magnetic field. We find a giant field-induced enhancement of the

phononic contribution at all temperatures below 70 K, pointing towards a strong spin-fluctuation

scattering effect. We construct an empirical model for the thermal conductivity by introducing

a general framework based on two quantities that can be determined separately, the number of

active spin-flip processes and their efficiency in scattering phonons. This formalism provides a

quantitative description of our measured data at all fields and temperatures, has predictive power

in unmeasured regions, and allows an accurate extraction of the purely phononic response. We

anticipate that this approach will find wide application in interpreting the spin and thermal trans-

port properties of many insulating magnetic materials, where spin-phonon scattering is a strong

and unavoidable feature of the physics.
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Chapter 6

Anisotropy and Exchange in the 4f triangular magnet CsYbSe2

6.1 Introduction

The quantum spin liquid (QSL) is a nonmagnetic many-body ground state in which the spin

correlations have long-ranged quantum entanglement [9]. Despite many theoretical studies of these

enigmatic phases, which have served to drive detailed investigations of a wide range of magnetic

compounds, neither a universally agreed QSL phase in a real material nor an unambiguous set

of experimental QSL criteria has yet emerged. The strong quantum fluctuations responsible for

producing exotic spin states are a consequence of generalized magnetic frustration, which leads

to a highly degenerate manifold of competing states. Early examples of material realizations of

candidate models for hosting QSL states were based on geometrical frustration in structures with

triangular motifs, including kagome [91], pyrochlore [92, 29], and triangular lattices [93, 94, 95, 96],

mostly of real S = 1/2 spins.

Magnetic insulators with strong spin-orbit coupling are now widely recognized as a platform

for extending very significantly the nature of frustration and the variety of quantum many-body

phases (including QSLs) and phenomena that can be realized. When compared to spin-1/2 magnetic

insulators based on 3d ions, these systems tend to exhibit complex microscopic physics even at the

single-ion level. Magnetic materials containing 5d and 4d transition-metal ions possess interactions

that are anisotropic in both spin space and real space, leading to complex phenomenology in

pyrochlore systems [92, 97, 5] and in proximate Kitaev materials [98, 99, 100, 101, 102]. Compounds

based on 4f rare-earth ions that combine the geometric frustration of pyrochlore and triangular
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lattices with strong spin-orbit coupling have also provided fertile ground for quantum magnetism

research [38, 103, 104, 105]. However, in these materials a detailed understanding of the microscopic

physics is a prerequisite for developing effective spin models that serve as a basis for theories of

many-body phenomena.

Figure 6.1: Crystal structure and CEF spectrum. (a) CsYbSe2 adopts the P63/mmc space
group. (b) Yb3+ (red) triangular layers formed by edge-sharing YbSe6 octahedra are separated by
layers of Cs+ ions. (c) Schematic origin of the CEF energy spectrum of Yb3+. The CEF interactions
allowed by the D3d site symmetry split the Yb3+ ground-state manifold into four Kramers doublets.
The application of a magnetic field lifts the doublet degeneracy in a spatially anisotropic manner
whose leading nonlinear contributions are captured by the van Vleck coefficients defined in Eq. (6.7).

In insulating 4f materials, the key to a microscopic description of the magnetic interactions is

a reliable determination of the single-ion crystal electric-field (CEF) Hamiltonian (HCEF) [92, 29].
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In many rare-earth compounds, CEF effects split the degeneracy of the ground multiplet of the

total angular momentum, J . For half-odd-integer J , the result is a set of Kramers doublets.

At sufficiently low temperatures, a restriction of the dynamics to the lowest such doublet may be

invoked to justify using an effective pseudospin-1/2 model [106, 38, 107, 108]. From an experimental

standpoint this allows a significant diversification of both materials and magnetic phenomena, while

on the theoretical side a minimal model may be relatively simple, or even a realization of one of

the paradigm models in frustrated magnetism.

The leading system-specific parameters in are commonly determined by inelastic neutron

scattering (INS), which provides direct information about the spectrum of CEF multiplets. How-

ever, there are in general more symmetry-allowed parameters in than there are gaps between CEF

multiplets, resulting in an underdetermined fit of the CEF parameters and hence to uncertainties

in the appropriate pseudospin-1/2 model that can be qualitative rather than merely quantitative

corrections. Methods allowing the unambiguous determination of with higher reliability are thus

very desirable. In this article, we present a high-fidelity determination of the CEF parameters

of a selected 4f system, obtained by using a combination of low-field magnetic susceptibility and

high-field (up to 60 T) resonant torsion magnetometry (RTM) measurements.

Yb-based triangular-lattice compounds offer an excellent combination of geometric frustra-

tion, quasi-two-dimensional nature, half-odd-integer J , and a strongly split CEF spectrum that

suggests the validity of pseudospin-1/2 models of quantum magnetism. In particular, the fam-

ily of AYbX2 delafossites (with A = Na, Cs and X = O, S, Se) has attracted intensive interest

[109, 110, 111, 112, 107, 113, 47, 108]. Unlike the material YbMgGaO4 [114, 115, 116, 117], they

are free from potential site disorder [39, 118] and no members of the family have been found to

exhibit magnetic ordering at temperatures down to tens of mK, while several have been reported

to exhibit continua of low-energy magnetic excitations [107, 108, 119]. Their magnetic response

is highly anisotropic between the in- and out-of-plane directions, providing a valuable opportunity

to use the magnetic field to vary the free-energy landscape. Thus the trianguar-lattice delafossites

present an ideal test case for unambiguous fitting of the field-induced CEF spectra and subsequent
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establishment of the effective spin-1/2 states in rare-earth compounds.

As an example material we focus on CsYbSe2 [Figs. 6.1(a-b)]. The complete CEF spectrum

is specified by the coefficients of six Stevens operators, and thus the challenge is to measure enough

independent physical quantities beyond the low-energy limit. From the susceptibility we extract

not only the linear Zeeman coefficients for both of the primary, high-symmetry field directions but

also the van Vleck (VV) coefficients for the ground doublet, which are the second-order corrections

(i.e. quadratic in the applied field). While these VV coefficients are often used to describe the

magnetic response of rare-earth compounds in terms of an additive contribution to the susceptibility

[120, 111], in fact they are embedded in a nontrivial way in the full expression for this quantity. We

will show how the multiple roles of the ground-state VV coefficients and their significance as stand-

alone physical quantities, with direct implications for the high-field magnetic anisotropy, have yet to

be appreciated in connection with CEF fitting. They facilitate the bridge to the field range covered

by our RTM measurements, from which we extract the full field- and temperature-dependence of

the magnetotropic coefficients for the same two high-symmetry field directions. These round out

a complete set of eight observables, allowing us to determine a unique set of microscopic CEF

parameters and thus the full CEF spectrum. As Fig. 6.1(c) makes clear, our results reveal an

intricate energy landscape and level-repulsion behavior in the CEF spectrum of CsYbSe2 up to

high magnetic field values and for both field directions.

The physical content of our analysis is to interpret the essential role of the VV coefficients

in determining magnetic properties, even at low fields and temperatures, where they are often

neglected in pseudospin-1/2 models. Quantifying the VV corrections allows us to demarcate the

field-temperature range over which a pseudospin-1/2 approximation is appropriate in CsYbSe2, and

to describe the high-field limit accurately. The resulting full characterization of the CEF spectra

is essential for investigating their experimental consequences, for example when the application

of intense magnetic fields causes multiple real or avoided level-crossings in narrowly spaced CEF

spectra. It is also a prerequisite to study further mechanisms leading to different forms of magnetic

frustration, in which additional degrees of freedom, such as phonons, hybridize with the electronic
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spectrum to cause profound effects to appear in low-temperature thermodynamics and transport

properties [121, 122]. Finally, while we have focused on one example material, our analysis can be

applied widely to localized 4f -electron systems.

The structure of this paper is as follows. In Sec. 6.2 we introduce CsYbSe2, our experimental

methods, the complete Stevens operator formalism for CEF levels and some approximate treat-

ments. In Sec. 6.3 we show all the results of our susceptibility measurements and their analysis for

the two primary field directions. Section 6.4 presents our RTM measurements and extraction of the

magnetotropic coefficients, allowing us to determine the full set of Stevens operators. In Sec. 6.5 we

discuss the physical interpretation of the results and their consequences for experimental analysis,

effective pseudospin-1/2 models in frustrated quantum magnetism, and materials selection for can-

didate QSL systems. Section 6.6 contains a brief summary of our contribution and four Appendices

provide additional information concerning details of the analysis.

6.2 Materials and Methods

While most of the AYbX2 family crystallizes in the R3̄bm space group, the layer stacking

sequence of CsYbSe2 gives a P63/mmc structure [123, 124], in which the triangular-lattice planes

are constructed from edge-sharing YbSe6 octahedra, as illustrated in Figs. 6.1(a-b). The ratio of

inter- and intra-layer distances separating the Yb3+ ions results in a quasi-2D magnetic system

[123]. Within each plane, the Se atoms mediate identical AFM superexchange interactions between

all nearest-neighbor Yb3+ ion pairs, resulting in highly frustrated triangular magnetism. In fact the

system does not order at zero field for temperatures down to 0.4 K, although an applied in-plane

field induces an up-up-down ordering, as demonstrated by the observation of a 1/3 plateau in the

magnetization, M(H), at this temperature [123].

Magnetization and susceptibility measurements were performed on single-crystalline samples

using a Quantum Design MPMS. All susceptibilities we report are obtained from χab,c =
dMab,c

dH ,

where the indices denote measurements performed with the field oriented in the triangular-lattice

plane (H ‖ ab) or perpendicular to it (H ‖ c).
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Beyond the 7 T upper limit of our magnetization measurements, we employ resonant torsion

magnetometry (RTM) to probe the nature of the magnetic anisotropy. The sample is mounted on

the tip of a vibrating cantilever and the measured shifts in the resonant frequency (f0 ≈ 40 kHz)

reflect changes in the magnetic rigidity caused by changes in the direction of the applied magnetic

field, which are quantified by a tensor of magnetotropic coefficients, k( ~H). We focus on k(H,T ) at

the high-symmetry angles θ = π/2 (to measure kab) and 0 (kc), where θ is the polar angle of the

applied field measured from the crystalline c-axis. The measurement configuration is summarized

in Sec. 6.4 and described in detail elsewhere [25, 26]. All RTM data were taken using the capacitive

magnet of the NHMFL pulsed-field facility at Los Alamos National Laboratory.

6.2.1 CEF Analysis and Model Hamiltonian

Yb3+ ions subject to the CEF interactions of their surrounding anion charge distribution have

a total J = 7/2 ground-state multiplet of allowed electronic states. Unlike the triangular-lattice

material YbMgGaO4, the Yb3+ ions in CsYbSe2 are largely free from any site disorder associated

with the non-magnetic ions. To describe CsYbSe2, we parametrize the single-ion CEF interaction as

a linear combination of the six symmetry-allowed Stevens operators, Ômn , for the D3d site symmetry

of the YbSe6 octahedral environment [109, 110, 111, 112, 107, 113, 47, 108] to obtain

ĤCEF = B0
2Ô

0
2 +B0

4Ô
0
4 +B3

4Ô
3
4 +B0

6Ô
0
6 +B3

6Ô
3
6 +B6

6Ô
6
6 (6.1)

This Hamiltonian splits the J = 7/2 multiplet into four Kramers doublets, |n±〉 with n = 0, 1, 2, 3,

whose energies we use to define the separations from the ground-state doublet (n = 0) as ∆10, ∆20,

and ∆30 [Fig. 6.1(c)]. The corresponding wave functions are obtained by diagonalizing Eq. (6.1).

A CEF spectrum for the zero-field limit can be identified using spectroscopic probes, particularly

INS and Raman spectroscopy, but to date little information is available with which to investigate

the high-field reorganization of the energy spectrum.

The symmetries of the triangular lattice of Yb3+ ions permit a nearest-neighbor superex-

change interaction with XXZ spin symmetry [125]. Additional symmetry-allowed and bond-dependent
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anisotropic pseudo-dipolar exchange terms [126] are found to give vanishing contributions in a

standard Weiss mean-field approximation. Thus we restrict our analysis to the minimal XXZ spin

model, ĤXXZ, describing nearest-neighbor interactions between adjacent in-plane J = 7/2 moments

in terms of two interactions, J⊥ and Jz, which are the respective couplings of spin components

transverse and parallel to ẑ, i.e.

ĤXXZ =
∑
〈ij〉

[
J⊥
(
Ĵi,xĴj,x + Ĵi,yĴj,y

)
+ JzĴi,zĴj,z

]
, (6.2)

in which the indices 〈i, j〉 refer to nearest-neighbor lattice sites and Ĵi,γ , with γ = x, y, z, labels the

components of spin J = 7/2 moments on site i.

To account for Zeeman coupling to the external field we add the term

ĤZ = −µ0µBgJH ·
∑
i

Ĵi, (6.3)

where the Landé g-factor, gJ = 8/7, is used for Yb3+ moments. We note that the quantization axis

defining the ẑ direction of the chosen basis of spin operators in ĤCEF and ĤXXZ is identically the

crystallographic c-axis, whence the component Hz refers to a field (H ‖ c) applied along the c-axis

in experiment. Similarly, H⊥ = H ‖ ab refers to a field component perpendicular to the c axis,

which lies precisely in the hexagonally symmetric ab-plane. In none of our experiments did we find

a discernible difference in the response for different in-plane field directions, and hence we do not

distinguish between these. The two separate contributions to the spin response under an external

magnetic field, arising from the single-ion anisotropy and the superexchange anisotropy (both of

which have their origin in the CEF spectrum), are then captured by the Hamiltonian

Ĥtot = ĤCEF + ĤXXZ + ĤZ. (6.4)

6.2.2 Weiss Mean-Field Approximation

We treat the physics of the system at finite temperature within a self-consistent Weiss mean-

field approximation for the Yb3+ spins, which we will find captures the bulk magnetic behavior of
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CsYbSe2 exceptionally well at all measurement temperatures (T ≥ 2 K). In the Weiss mean-field

treatment, Eq. (6.4) reduces to a system of N decoupled Yb3+ ions each subject to the Hamiltonian

Ĥsg
MF = ĤCEF − 1

2q
[
J⊥〈Ĵx〉2 + Jz〈Ĵz〉2

]
(6.5)

−
[
µ0µBgJH− q

(
J⊥〈Ĵx〉x̂ + Jz〈Ĵz〉ẑ

)]
·Ĵ,

where q = 6 is the nearest-neighbor coordination number on the triangular lattice and the mean-field

expectation values of the spin operators are determined self-consistently as 〈Ĵα〉 = Tr[Ĵαe
−βĤsg

MF ]/Z,

with Z = Tr[e−βĤ
sg
MF ], with β = 1/kBT . Because we find that the bulk magnetic susceptibility

of CsYbSe2 is almost entirely uniaxial, we make the additional simplifying assumption that the

external magnetic field lies in the xz-plane, such that H = H⊥x̂ +Hzẑ.

The precise determination of the mean-field Hamiltonian given in Eq. (6.5) poses a major

challenge because it contains eight unknown parameters, six coefficients {Bn
m} of the Stevens opera-

tors in Eq. (6.1) and two energy scales, J⊥ and Jz, specifying the interactions of the J = 7/2 spins.

INS spectra are used widely to extract the coefficients Bn
m [104, 105], but as noted above measuring

the three CEF level-splittings, ∆10, ∆20, and ∆30 [Fig. 6.1(c)], is not sufficient to determine six

unknowns. Thus the parameter space for fitting the measured CEF spectra usually remains highly

degenerate, even with accurate spectral measurements in an applied field and well-constrained

g-tensors, and hence the uniqueness of a fitted set of Stevens-operator coefficients cannot be guar-

anteed [39, 113, 47]. The method we apply to solve this problem has two key components. First we

apply a detailed consideration of the second-order corrections in the field-dependence of the CEF

spectrum, encoded as the VV coefficients we extract from the low-field susceptibility. Then we

leverage extensive RTM data providing systematic temperature- and field-dependent information

about the magnetotropic coefficients for the two high-symmetry field directions to fix a unique set

{Bn
m}.
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Figure 6.2: Temperature-dependence of the magnetic susceptibilities, χab and χc, measured for
CsYbSe2 in a field of µ0H = 1 T applied respectively in the ab and c directions. The inset shows
the inverse susceptibilities, χ−1

ab and χ−1
c , compared with fits obtained by applying Eq. (6.8) in the

regime T ≤ 45 K (� ∆10/kB) in order to determine the interaction parameters, J⊥ and Jz, and
the VV coefficients, α0

⊥ and α0
z, for the ground-state doublet.

6.3 Anisotropic magnetic susceptibilities

6.3.1 Experiment: deviations from Curie-Weiss

In Fig. 6.2 we show the temperature-dependences of the two magnetic susceptibilities, χab(T )

and χc(T ), measured for CsYbSe2 in the presence of an external magnetic field µ0H = 1 T applied

respectively within the ab plane and along the c axis. There is no indication of long-range ordering

down to T = 2 K. The crossing of the two curves around T = 35 K reflects a crossover from

easy-plane behavior (∆χ = χab − χc > 0) at low temperatures to easy-axis anisotropy (∆χ < 0) at

high T .

Both susceptibilities increase rapidly as the temperature is lowered below 50 K, and the cor-

responding inverse quantities shown in the inset of Fig. 6.2 make clear the susceptibility anisotropy,
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with χ−1
c (T ) exhibiting a significantly sharper downward trend as T decreases. While a qualitative

inspection suggests that a Curie-Weiss form might capture χ−1
ab (T ) for T < 50K, this is clearly

impossible for χ−1
c (T ). This type of low-T downturn in χ−1(T ) is observed quite commonly in

similar rare-earth magnetic materials [120, 109, 111, 106, 127, 38], but to date lacks a detailed

analysis. Next we show that this behavior can be explained entirely by analyzing the field-induced

evolution of the CEF energy levels, where the leading deviations from a linear (effective Zeeman)

form are contained in two strongly anisotropic ground-state VV coefficients.

Table 6.1: Comparison of the lowest zero-field CEF level-splitting, ∆10, g-tensor components,
and the VV coefficients for n = 0 in a number of Yb-based triangular-lattice compounds. For
CsYbSe2 we show two sets of g-factors and VV coefficients, one obtained by a full calculation
[Eq. (6.7)] using the Bn

m coefficients and wave functions, i.e. assisted by fitting to the RTM data as
shown in Sec. 6.4, and the other from fitting χab,c(T ) using Eq. (6.8). For the other compounds, ∆10

and the g-factors are quoted from the respective references and we calculated the VV coefficients
using the reported Bn

m coefficients. The compound nominally most similar to CsYbSe2, NaYbSe2,
displays slightly less anisotropy in its VV coefficients and this is consistent with the differing forms
of χab(T ) and χc(T ) reported in Ref. [111]. For NaYbO2 we note that the two sets of Stevens
coefficients (Fit 1 and Fit 2) deduced in Ref. [113] yield dramatically different values of α0

⊥ and α0
z,

which underlines the crucial role of the VV coefficients in a complete and consistent characterization
of . YbMgGaO4 is found to be least anisotropic among these materials, and its small VV coefficients
are consistent with the reported Curie-Weiss form of the susceptibility.

∆10 [meV] g⊥ gz α0
⊥ [10−4 meV

T2 ] α0
z [10−4 meV

T2 ] Reference

CsYbSe2 13.6 3.52 1.33 −3.31 −18.8 calculated from Eq. (6.5)
CsYbSe2 − 3.77 1.76 −2.93 −17.9 χab,c(T ) fit to Eq. (6.8) [Fig. 6.2]

NaYbSe2 17.5/17.7 2.87/2.87 1.18/1.33 -5.51/-5.44 -12.5/-18.8 Fit 1/Fit 2 in Ref. [47]
NaYbSe2 13.8 3.13 1.01 − − electron-spin resonance [111]

NaYbO2 34.0/34.7 3.39/3.54 1.71/1.75 −1.10/− 2.85 −7.39/− 3.62 Fit 1/Fit 2 in Ref. [113]

NaYbS2 16.7 3.19 0.57 - - electron-spin resonance Ref. [109]

YbMgGaO4 39.3/39.4 3.22/3.21 3.70/3.73 −2.25/− 2.29 −2.60/− 2.58 Fit 1/Fit 2 in Ref. [39]

6.3.2 Van Vleck coefficients and low-field limit

The splitting of the CEF levels in a finite applied magnetic field can be understood system-

atically by perturbation theory. We express the H-linear and -quadratic corrections to the energy
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eigenvalues of ĤCEF due to ĤZ in the form

En,±(H) = E0
n ± 1

2µ0µB

√
(gn⊥H⊥)2 + (gnzHz)2

+ αn⊥H
2
⊥ + αnzH

2
z +O(H3), (6.6)

where E0
n refers to the four CEF energy levels at zero field (and setting the ground-state energy,

E0
0 , to zero gives E0

n = ∆n0 for n = 1, 2, and 3). The second term describes the H-linear

Zeeman splitting with a generalized g-tensor for all levels (n = 0, 1, 2, 3) defined as gn⊥(z) =

2gJ〈n±|Ĵx(z)|n∓(±)〉, where the subscripts ⊥, z denote a field applied respectively within the ab-

plane or along the c-axis. The conventional effective spin-1/2 g-tensor components are g0
⊥ and g0

z ,

to which we refer henceforth, without the superscript 0, as the g-factors of the system.

We define all of the phenomena obtained at second order in the perturbative effect of ĤZ

on the zero-field eigenstates of ĤCEF as the VV contribution. To describe the full field- and

temperature-dependence of the susceptibility we define the VV coefficients, αn⊥ and αnz , for the nth

CEF level by

αn⊥(z) = (µ0µBgJ)2
∑
n′ 6=n

|〈n′±|Ĵx(z)|n+〉|2

∆nn′
, (6.7)

where ∆nn′ = E0
n − E0

n′ . Although it is often stated that one may define a “VV susceptibility,”

χVV, that is a small, additive, temperature-independent, and paramagnetic contribution to the

total susceptibility, this is rarely an accurate approximation. By inspecting the form of the VV

coefficients, one observes that the n = 0 terms should be negative, giving the expected type of 2nd-

order correction to the ground state. The physics content of the anisotropic VV coefficients can be

read from Fig. 6.1(c), where the field-dependence of the CEF levels is quite strongly nonlinear due

to level-repulsion effects between adjacent doublets. In CsYbSe2 this repulsion, which is equivalent

to a negative curvature of the lower (and positive of the upper) branch in each case, is strongest

between the n = 0 and 1 doublets for H ‖ c.

We obtain analytical formulas for the low-field magnetic susceptibilities of the system by

using the N -particle partition function calculated with Eq. (6.5). The full expression for χab(c)(T ),

which includes the contributions of all four CEF levels, is presented in Eq. (2.26) of sec. 2.4.
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Here we focus on the regime of temperatures sufficiently small that only the lowest-lying Kramers

doublet need be considered, i.e. kBT � ∆10, and write the inverse susceptibility as

χ−1
ab(c) =

1

C

 T

|〈0+|Ĵx(z)|0−(+)〉|2−
2kBα

0
⊥(z)

µ2
0µ

2
Bg

2
J
T

+ ΘCW
⊥(z)


=

µ0kB
N

[
T

1
4g

2
⊥(z)µ

2
0µ

2
B−2α0

⊥(z)kBT
+ ΘCW

⊥(z)

]
, (6.8)

where C = Nµ0µ
2
Bg

2
J/kB is a constant. We have defined the quantities ΘCW

⊥(z) = qJ⊥(z)/kB in order

to obtain an adapted Curie-Weiss (CW) form for the two applied-field directions and in the second

line we have used the definition of the g-factors (above) to make this form more transparent. We

note that the regime of validity of Eq. (6.8) is also that in which the system can be approximated

by an effective pseudospin-1/2 description.

It is clear from Eq. (6.8) that the contrast to a conventional CW form, χ−1 ∝ T + Θ̃, is the

additional T -linear term in the denominator, whose prefactor is the corresponding VV coefficient.

The key advantage of our formulation is to observe that the same (VV) coefficients describing theH2

correction that gives the leading nonlinear contribution to the CEF levels at low temperatures and

finite fields [Eq. (6.6)] are those describing the nonlinear, “beyond-CW” form of the susceptibility

at zero field and finite temperatures [Eq. (6.8)]. Thus one may conclude that the latter effect is

also related to level-repulsion between doublets, the fact that the susceptibility is a second field

derivative of the free energy meaning that second-order perturbative effects do not vanish in the

limit H → 0.

Returning to Fig. 6.2, the gray dashed lines in the inset show fits to Eq. (6.8), made in the

regime T < 45 K, for each field direction. From these fits we obtain two exchange energies, J⊥ and

Jz in Eqs. (6.2) and (6.5), and two VV coefficients for the ground-state doublet. A complete fit is

deferred to Sec. 6.5. Starting with the VV coefficients, we find the values α0
⊥ = −(2.9± 0.1)× 10−4

meV/T2 from χ−1
ab and α0

z = −(17.9±0.1)×10−4 meV/T2 from χ−1
c . We stress that α0

z is six times

larger than α0
⊥, which for all fields beyond 5 T becomes clearly manifest as a much larger downward

level-repulsion of the lowest Kramers doublet [Fig. 6.1(c) and the quantitative analysis of Sec. 6.5].
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Turning to the magnetic interactions, we find J⊥ = 0.54 ± 0.01 K from χab and Jz = 0.61 ± 0.01

K from χc, both encapsulated in ΘCW
⊥(z). If one reduces the system to an effective pseudospin-1/2

model, the corresponding interaction terms are J ′⊥ = 5.12 K (' 0.44 meV) and J ′z = 0.84 K

(' 0.07 meV), as detailed in Eqn 2.17 of Sec. 2.3.2. We discuss the physical implications of these

interaction parameters in Sec. 6.5B.

As noted above, downward curvature of the low-temperature χ−1 has been observed in other

rare-earth compounds and our fitting results demonstrate that this feature should be characterized

by using the VV coefficients as a part of a full description of the anisotropic magnetism. The validity

of Eq. (6.8) as a replacement for the CW form of the susceptibility is confirmed by capturing the

different T -dependences correctly for the two field directions with two VV coefficients that are

consistent with Eq. (6.6). Although the VV coefficients are not parameters appearing directly in

the system Hamiltonian, they impose constraints that are essential for a unique determination of

the full parameter set, a topic we discuss further in the next section.

In Table 1 we compare the VV coefficients and other physical characteristics for a variety of

Yb delafossites. For all compounds listed other than CsYbSe2, the ∆10 and g-tensor parameters

are taken from experimental data. All α0
⊥ and α0

z values were calculated from Eq. (6.7) using

the Stevens coefficients (Bn
m) provided by each reference, where they were obtained from fits to

the CEF spectrum obtained by INS. We stress again the fact that, in several of the studies cited,

different sets of Stevens coefficients can provide equally good descriptions (“Fit 1” and “Fit 2”) of

the same INS data due to the underconstrained nature of the problem. The anisotropy of CsYbSe2,

α0
z/α

0
⊥ ≈ 6, is strikingly higher than the values reported for other compounds in the same family.

Although all of the NaYbX2 materials seem to show considerable directional anisotropy, this may

not apply to NaYbO2, except that the two sets of proposed Bn
m parameters yield wildly different

VV coefficients, indicative of an underlying ambiguity of the type we demonstrate how to resolve.

In this regard the sole non-delafossite in Table 1, YbMgGaO4, is a nearly isotropic outlier.

Before proceeding, we reiterate two important attributes of the VV coefficients as a mean of

characterizing the magnetic anisotropy of a CEF system. First, nonzero VV coefficients are imme-
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diately evident in χ(T ), as strong deviations from a CW form, and thus failure to account for them

means that the interaction parameters, J⊥,z, cannot be determined correctly. Second, it is evident

from Eq. (6.8) that caution is required in applying an effective pseudospin-1/2 description, because

even at low T , where only the lowest Kramers doublet is thermally populated, the repulsion from

the higher CEF levels cannot be ignored. Hence the twin roles of the anisotropic VV coefficients

in dictating H- and T -dependent physical properties generic to many 4f electronic systems (Table

1) must be taken into account to obtain a meaningful description of the spin physics.

6.4 Resonant Torsion Magnetometry

6.4.1 Dependence on Field and Temperature

Having characterized the magnetic response at low fields using χ(T ), and thereby obtained

four independent physical quantities to include in the fitting procedure, we turn for more infor-

mation to the magnetropic coefficients. The RTM method allows these to be measured over wide

ranges of both field and temperature, which we will show provides enough input for an unambigu-

ous determination of all the remaining free parameters in Eq. (6.5). The magnetotropic coefficient

is defined as k(H,ϑ) = ∂2F (H,ϑ)/∂ϑ2, where F (H,ϑ) is the portion of the Helmholtz free energy

depending on the magnitude and orientation of the magnetic field (ϑ is the angular direction of Ĥ

measured in the plane of vibration of the sample [25, 26]). k quantifies the magnetic rigidity of

a material, whose origin lies in the energy cost of rotating a sample with an anisotropic magnetic

free energy in a finite field, and RTM measurements constitute a highly sensitive probe of this

magnetoanisotropy.

The variation of the magnetotropic coefficients at finite field produces a shift in the resonant

frequency of a system composed of a cantilever and an attached sample given by

∆f

f0
=

k

2K
, (6.9)

with K the intrinsic bending stiffness of the cantilever at zero field [25, 26]. In the low-field limit,

where χ is constant at constant temperature, both the torque and the magnetotropic coefficient
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are not only straightforward functions of the polar angle, θ, but are also quadratic in H. Thus the

magnetotropic coefficient can be expressed in terms of the difference, ∆χ = χab − χc, between the

principal components of the susceptibility tensor in the plane of vibration, as k = ∆χH2 cos 2θ.

More detailed derivations of field-dependent expressions for the high-symmetry angles (kab for θ = 0

and kc for θ = π/2) can be deduced by introducing the transverse susceptibility, as shown in Eqn.

4.31 of Sec. 4.2.1.

Figure 6.3: Dependence on the applied field magnitude of the resonant frequency shifts (a) ∆fab for
H ‖ ab (θ = π/2) and (b) ∆fc for H ‖ c (θ = 0). Thin solid lines show the low-field H2 dependences,
with coefficients of ∆χ and −∆χ, taken at T = 4 K from Fig. 6.2. The nonmonotonic H-dependence
leading to a local maximum in the H ‖ ab configuration is attributed to the saturation of the
magnetization and is explained in Sec. 6.5 by considering the effective susceptibility in the transverse
direction. The insets illustrate the applied-field configurations of the RTM measurements on the
layered triangular lattice of CsYbSe2 in each case.

Figures 6.3(a) and 6.3(b) show the frequency shifts, ∆fab and ∆fc, which are directly pro-
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portional to the magnetotropic coefficients, kab and kc [Eq. (6.9)], as functions of field in the H ‖ ab

and H ‖ c geometries. We note that the vibration plane of the cantilever and the rotation plane

of H are the same, meaning that in this experimental configuration the angle ϑ of Eq. (4.26) is

identically the polar angle, θ, relative to the crystallographic c-axis.

At low fields, where χab and χc are H-independent constants (i.e. the magnetizations mab

and mc are linear in H), both kab and kc are indeed proportional both to H2 and to ∆χ with

opposing signs. As the temperature is increased, ∆χ(T ) in Fig. 6.2 changes its sign above 50 K,

and this is reflected in the sign-changes of ∆fab and ∆fc between T = 30 and 50 K.

As the field is increased, ∆fab(H) deviates from an H2 dependence and becomes nonmono-

tonic, with a local maximum at low temperatures [T ≤ 30 K in Fig. 6.3(a)]. The origin of this

behavior lies primarily in mab(H) saturating in this field range, which we confirm from our calcu-

lations in Sec. 6.5. By contrast, the behavior of ∆fc(H) remains monotonic in the same T range,

where mc(H) continues to increase with H. We comment that ∆fc(H) does exhibit a weak max-

imum in H at T = 70 K, whereas no such behavior is found in ∆fab at this temperature. This

feature is also captured qualitatively by calculating the eigenstates of the full mean-field Hamilto-

nian [Eq. (6.5)], as we show next.

6.4.2 Fitting kab and kc

Taking the magnetic interaction parameters J⊥ and Jz determined from χab,c(T ) [Fig. 6.2],

we fit the measured data for kab(H) and kc(H) using the full mean-field Hamiltonian based on

Eq. (6.5), in which the six coefficients of the Stevens operators are free parameters to be determined.

However, obtaining the ground-state VV coefficients, α0
⊥ and α0

z, from the fit to Eq. (6.8) reduces

the number of fitting parameters to four. Given the wide ranges of T and H covered by the RTM

data, the remaining unknowns can be determined with an unprecedentedly high level of confidence

by using kab and kc.

Figure 6.4 displays the magnetotropic coefficients converted from the measured ∆f data in

both geometries. It is clear that the fits capture the full field-dependence of kab(H) and kc(H)
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Figure 6.4: Magnetotropic coefficients, kab and kc, shown per Yb3+ ion as a function of field in
the respective geometries H ‖ ab (a) and H ‖ c (b). Open symbols mark measured data and
dotted lines show the best fits achieved by self-consistent diagonalization of the full mean-field
Hamiltonian [Eq. (6.5)]. The values of J⊥ and Jz are taken from the susceptibility fits [Fig. 6.5],
leaving the six coefficients of the Stevens operators as free parameters constrained by the extracted
VV coefficients, α0

⊥, and α0
z. Curves are shown for clarity with a constant offset.

Table 6.2: Values of the Stevens-operator coefficients [Eq. (6.1)] obtained from the fits shown in Fig. 6.4.

unit B0
2 B0

4 B3
4 B0

6 B3
6 B6

6

10−2 meV -42.33 1.17 54.94 0.03 0.52 -0.04

in an excellent manner, despite the minimal spin model and the mean-field approximation. In

particular, the low-field H2 curvature is fully consistent with |∆χ| (Sec. 6.4A). At µ0H > 30 T,

beyond the range of some of the data, the agreement is no longer quantitative for all temperatures

simultaneously, but the model continues to capture the majority of the field-dependent behavior for
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both field directions. One possible source of these deviations would be high-field magnetostrictive

effects, which can distort the lattice structure and thus modify both the magnetic interactions and

possibly even the sizes of the CEF coefficients at sufficiently large applied fields [128]. We use

the optimal fits to obtain the six Stevens-operator coefficients [Eq. (6.1)] shown in Table 2 and we

discuss the physical implications of having this fully determined spin Hamiltonian [Eq. (6.5)] in the

next section.

Figure 6.5: Data for the measured inverse susceptibilities (symbols, inset Fig. 6.2) shown over
the full range of temperature together with fits (solid lines) computed using the Stevens-operator
coefficients of Table 2. Thin dot-dashed lines show fits obtained from a pseudospin-1/2 description
[Eq. (6.8)] applied at low temperatures, which align well with the full matrix calculation for T < 60
K.
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6.5 Discussion

6.5.1 CEF spectrum and VV coefficients

Having determined a full set of eight fitting parameters from the RTM data, we first verify

the self-consistency of this fit against the measured magnetic susceptibilities, which are shown as

χ−1
ab (T ) and χ−1

c (T ) over the full temperature range in Fig. 6.5. The solid lines show the same

quantities calculated from the mean-field Hamiltonian of Eq. (6.5). The agreement of the fit

with the data is quantitatively excellent over the entire measured T range, including temperatures

allowing significant population of the higher CEF levels. The dot-dashed lines were calculated using

the pseudospin-1/2 approximation, i.e. the contributions from the ground-state doublet [Eq. (6.8)],

which as expected captures the T -dependence below a specific energetic cut-off; by inspection we

find this cut-off at T ≈ 60 K in CsYbSe2 for both directions of Ĥ.

As discussed in Sec. 6.3, the difference in T -dependence for the two primary field direc-

tions is accounted for in the modelling procedure by the large discrepancy in the VV coefficients.

While this anisotropy is also reflected in the very different prefactors of the H-quadratic part of

the energy spectrum for the two different field geometries, we stress again the fact that it affects

the susceptibility strongly even at zero field. As a consequence, the susceptibility fits in Fig. 6.2

provide an independent determination of α0
⊥ and α0

z, as well as of the squared matrix elements

|〈|0±|Ĵx(z)|0∓(±)〉|2. These constitute additional constraints on the allowed Stevens-operator coef-

ficients that are crucial for reducing the enormous degeneracy of the six-variable parameter space

describing the CEF levels. It is well known that suitable sets of coefficients are often highly degen-

erate, in the sense of yielding many indistinguishable fits of INS data for the CEF spectrum and

g-tensor values [39, 113, 104]. In Table 1, we compare the ground-state g-tensor values and VV

coefficients obtained by fitting kab,c(H) (top line, Fig. 6.4) and χ−1 (second line, Fig. 6.5), where

we find agreement at the 10% level.

Next we use our fit coefficients to calculate the CEF energy levels, which are shown in Fig. 6.6

as a function of field at zero temperature. The black solid lines show the spectra calculated, for Ĥ
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Figure 6.6: CEF spectrum calculated using the fitting result from Fig. 6.4] (solid lines). Quadratic
and higher-order dependences on the applied field are clearly visible for all four Zeeman-split
Kramers doublets. We comment that the n = 2 level remains mostly degenerate in fields H ‖ ab
because of their dipolar-octupolar nature. Dot-dashed lines show the perturbative expression of
each energy level at second order, as in Eq. (6.6).

oriented in the ab-plane [panel (a)] and along the c-axis [panel (b)], by the direct diagonalization of

ĤCEF + ĤZ. Focusing first on zero field, we obtain the level-splittings ∆10 = 13.6 meV, ∆20 = 29.6

meV, and ∆30 = 52.6 meV. Thus ∆10 in CsYbSe2 is similar to that of NaYbSe2 (≈ 17.7 meV [47]),

but is significantly lower than the values reported for delafossites in which the Yb3+ ion has an

oxygen environment [113, 39]. The g-factor values we obtain for the ground state, gab = 3.52 and

gc = 1.33, are comparable to those measured in all of the Yb-based delafossites, as summarized in



108

Table 1.

Turning to finite fields, a comparison of the ground-state doublet (n = 0) in Figs. 6.6(a)

and 6.6(b) shows the expected strong anisotropy, which lies predominantly in the fact that the

H-quadratic component is much larger for H ‖ c (the aforementioned factor-6 difference between

α0
z and α0

⊥). Because the quadratic curvatures are a consequence of repulsion between adjacent

CEF levels, the n = 1 doublet exhibits a clear opposing curvature for H ‖ c (dominating the

behavior of both doublet components), whereas in the H ‖ ab configuration this effect is weaker

than the higher-order corrections. The dot-dashed lines in Fig. 6.6 illustrate the fidelity of a fit

made only at the level of second-order energy corrections for each n [Eq. (6.6)], i.e. by using all the

VV coefficients, which agrees well until µ0H > 50 T in both Ĥ directions.

Moving up in the CEF spectrum, our results also capture the unique properties of the n = 2

state. This dipolar-octupolar doublet, |J,mJ = ±3/2〉 [6, 106, 127, 4], does not transform as a

magnetic dipole because the threefold rotational symmetry excludes any mixing between states

with mJ = ±3/2 and those with other values of mJ [129]. Instead this doublet combines the

features of dipolar and octupolar moments [106, 127]. In particular, only one component of the

dipole moment (in this case oriented along the c-axis) appears in the vector of pseudospin-1/2

operators, which makes the Zeeman splitting of the n = 2 level appear very different between

H ‖ ab and H ‖ c. In the latter case, the mJ = 3/2 state remains an exact eigenstate up to

arbitrarily large field, so the Zeeman splitting is exactly H-linear with no higher-order perturbative

corrections [Fig. 6.6(b)], i.e. α2
z = 0. By contrast, for H ‖ ab the matrix elements 〈2±|Jx|2∓〉 are

zero and the H-linear Zeeman splitting vanishes (g2
⊥ = 0). Thus these doublet components remain

nearly degenerate [Fig. 6.6(a)] until the field is sufficiently strong that higher-order perturbative

corrections become visible.

A further key experimental quantity we consider is the magnetization. The solid lines in

Fig. 6.7 show the magnetization of the system at several different temperatures calculated for fields

in the two primary directions using the full Hamiltonian matrix [Eq. (6.5)]. In the low-field range,

mab and mc reproduce exactly our experimental data measured up to µ0H = 7 T. At higher
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Figure 6.7: Magnetizations, mab (a) and mc (b), calculated for selected values of the temperature
from Eq. (6.5) (solid lines), in a pseudospin-1/2 approximation with VV corrections (dotted lines),
and in a pseudospin-1/2 approximation without VV corrections (dashed lines). Solid symbols show
magnetization data measured up to 7 T.

fields, mab calculated from the full spectrum begins to saturate at µ0H ≈ 12 T (at T = 4 K),

beyond which it continues to increase more slowly with increasing field. This behavior is consistent

with the broad maximum in the RTM frequency shift, ∆fab(H), at low temperatures (Fig. 6.3).

Such a saturation is absent in mc, although the overall slope does decrease as H is raised beyond

approximately 25 T. This behavior is not immediately evident in the RTM measurements, but can

be found within the detailed H-dependence of the free energy, which we parameterize using the
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transverse susceptibilities, χTab(T ) and χTc (T ), in 4.31.

Finally, the magnetization presents an excellent test case for the validity of a pseudospin-1/2

description of CsYbSe2, meaning the extent to which any physical property is explained by the

contributions from the ground-state doublet (n = 0) alone. In Figs. 6.7(a) and 6.7(b) we show

in addition the magnetizations obtained using a pseudospin-1/2 approximation with (dotted lines)

and without (dashed lines) the VV correction. For reference, the efficacy of the VV corrections

in reproducing the full field-induced evolution of the ground doublet can be gauged in Fig. 6.6.

For mab(H), a pseudospin-1/2 model with no VV correction captures the field-dependence up to

µ0H ≈ 10 T before flattening to the generic tanh function of a Zeeman doublet. By contrast, a

model with VV correction follows the full solution very closely over the entire field range to 60

T. This contrasts with the situation for mc(H), where even the VV-corrected model shows a clear

departure from the full solution that sets in around 15 T, beyond which the approximate treatment

separates systematically, and it is clear that higher-order corrections to the doublet spectrum are

required. For the model with no VV correction, mc(H) does not even reproduce the low-field

regime. Recalling the very significant magnetic anisotropy (α0
z/α

0
⊥ ≈ 6), the effectiveness of the

VV corrections for the two directions is no surprise. As a function of temperature, we observe that

the VV-corrected magnetizations in both geometries show increasing discrepancies at the same field

as T is increased to 70 K (Fig. 6.7), even though the nominal thermal cutoff imposed by the next

CEF level is ∆10/kB ≈ 160 K.

Thus our experiments and analysis demonstrate two key results. The first is that all of the

nontrivial magnetic properties of a material are captured by a single concept, the VV coefficients.

The second is that the contrast between conventional and nontrivial magnetic properties can be

found in a single material due to anisotropic VV coefficients that differ strongly between the field

geometries H ‖ ab and H ‖ c. We have shown that the origin of the VV coefficients lies in

the large matrix elements governing the mixing and consequent repulsion of adjacent CEF levels.

Although the ground-state VV coefficients, α0
⊥ and α0

z, are zero-field quantities whose effects can

be found in non-CW behavior of the susceptibility, their strongest impact emerges as H increases
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(Fig. 6.6). Our analysis also demonstrates that the success or failure of the popular pseudospin-1/2

approximation to the magnetic properties of a Kramers-doublet system depends directly on the

magnitude of the VV coefficients.

Our conclusions rely completely on determining all of the CEF parameters with high accuracy,

which allows a detailed characterization of all the magnetic properties throughout the (H, θ, T )

parameter space within a single and self-consistent model. The simplest indication for a significant

contribution from the VV coefficients is a deviation of the susceptibility from a CW form, which is

visible most clearly as a downward curvature in χ−1(T ) as T → 0; this type of behavior is obvious in

χ−1
c (T ) in Fig. 6.5, but not in χ−1

ab (T ). As noted above, a more detailed characterization of the VV

coefficients requires experiments under significant applied fields. Quantitatively, the origin of the

VV coefficients in second-order perturbation theory [Eq. (6.7)] gives them a systematic dependence

on ∆−1
n0 , as well as on the expectation values of Ĵx(z). Although the latter terms are primarily

responsible for the strong directional anisotropy in the Yb-based delafossites whose reported ∆10

values and extracted VV coefficients are collected in Table 1, the related material YbMgGaO4

presents an example where the large value of ∆10 suppresses the VV coefficients, leading to a

predominantly CW-type behavior of χ−1(T ) [116].

We stress again that our full microscopic model is directly applicable to the computation of

all aspects of the magnetic response of a material. Here we have illustrated the situation for our

own magnetic susceptibility, magnetization, and RTM data, and we await its extension to describe

magnetic specific-heat, torque and magnetocalorimetric measurements. We have also distilled the

properties of the full model to the physically relevant VV coefficients, which can be understood as

governing the nonlinear field-dependence of the CEF energy levels (Fig. 6.6) and thus affect all of

the magnetic properties. This linking function allows the use of our analysis to resolve a number

of contradictions that have emerged in recent studies of delafossites by different techniques. One

example is the report from single-crystal INS measurements on CsYbSe2 of no CEF levels below 20

meV [123], in direct contradiction to the present conclusions (Fig. 6.6). By using the diagonalized

CEF matrix to calculate the scattering cross-section in the crystalline geometry of the measurement,
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we find that the INS cross-section for the 0→ 1 transition is four orders of magnitude weaker than

that expected for a polycrystalline sample. We note also that the two sets of Stevens-operator

coefficients proposed [107] for NaYbO2 based on INS measurements of the CEF spectrum have

widely divergent VV coefficients, whereas similar fits to the INS spectra of NaYbSe2 show much

more agreement when refined with complementary Raman scattering data [111].

6.5.2 Magnetic interaction parameters and triangular-lattice spin models

We turn our discussion from the Stevens operators determining the CEF levels to the mag-

netic interaction parameters that govern the low-energy physics, and hence the extent to which the

Kramers-doublet system can be used as an effective realization of any of the paradigm S = 1/2

models in quantum magnetism. As Sec. 6.5A made clear, an adequate understanding of the CEF

energies and their evolution in an applied field is a prerequisite in the search for phenomena includ-

ing field-induced phase transitions and candidate QSL phases [9]. In particular, narrowly spaced

CEF levels that undergo significant mutual repulsion at a specific field scale offer a complex and

correlated energy landscape that could accommodate unconventional spin states.

Focusing on the triangular geometry, the nearest-neighbor triangular-lattice Heisenberg model

is the original [130] and still one of the deepest problems in frustrated quantum magnetism [32, 131].

Although the ground state of this model has a modest amount of magnetic order, triangular lattices

have attracted extensive interest from a number of angles over the decades. Not only does this

geometry have multiple materials realizations, but each generation of materials has opened a new

dimension in research [32]. Triangular organic compounds drove a discussion of proximity to the

Mott transition [93, 95, 96, 94], Cs2CuCl4 and Cs2CuBr4 [3, 132, 133, 134, 135] drove studies of the

spatially anisotropic (J-J ′) triangular-lattice models [136, 131], and the cobaltates Ba3CoNb2O9

[137, 138], Ba3CoSb2O9 [139, 140, 141], and Ba8CoNb6O24 [142] spurred the consideration of spin-

anisotropic triangular lattices with XXZ symmetry. In recent years, Yb-based triangular-lattice

materials have sparked very strong interest in further spin anisotropies, in the form of J++ and

J+z terms [118, 143, 126], all of which widen considerably the scope for finding QSL states. On the
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theoretical side, it has been shown that second-neighbor Heisenberg interactions also drive a QSL

state, whose gapped or gapless nature remains undetermined at present [144, 145, 146, 147, 148].

In the nearest-neighbor model, the systematic treatment of parton-based formulations has led to

qualitative advances in calculating the dynamical excitation spectrum by both Schwinger-boson

[149] and pseudofermion methods [146, 150]. Long-standing questions about the thermodynamic

properties may soon be answered by DMRG methods [151], despite the constraints of working on

a rather narrow cylinder, and by tensor-network methods [152] despite the challenge posed by the

high connectivity of the triangular lattice.

In Sec. 6.2 we restricted our considerations to a triangular-lattice model of XXZ form [Eq. (6.2)],

meaning that we allowed only a minimal spin anisotropy of Ising or XY form. Working at the mean-

field level [Eq. (6.5)], in Sec. 6.3B we obtained the results J⊥ = 0.54± 0.01 K and Jz = 0.61± 0.01

K for the magnetic interactions in the system of J = 7/2 Yb3+ ions. As shown in Sec. 2.3.2, the in-

teraction terms of the corresponding effective pseudospin-1/2 model are J ′⊥ = 5.12 K (' 0.44 meV)

and J ′z = 0.84 K (' 0.07 meV), meaning that, in contrast to present assumptions, CsYbSe2 is very

strongly in the XY limit (J ′z/J ′⊥ ' 0.16). We expect further investigations of CsYbSe2 to confirm

this result. As the most straightforward indicator of XY or Ising physics, we suggest that the width

in field of the regime over which the 1/3 plateau (i.e. the state of up-up-down spin order) in the

magnetization is stabilized constitutes a quantity rather sensitive to the ratio J ′z/J ′⊥ [125, 28]. This

plateau is evident in the data of Ref. [123], although a lower temperature would assist a quantitative

analysis. However, the relevant regime of parameter space is yet to be investigated theoretically for

a field applied in the ab plane of the system. Finally, while we cannot exclude terms of J++ and

J+z type from the spin Hamiltonian, the accuracy of our fit indicates that the effect of any missing

terms is extremely small in CsYbSe2; either they are genuinely small or they are relevant only at

the lowest temperatures where a treatment beyond the present mean-field level would be required.

On the materials side, it is also fair to say that the continuing lack of experimental signatures

for QSL ground states can be blamed on two primary issues, namely the scarcity of candidate

materials and the paucity of measurable physical quantities offering unambiguous signatures or
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predictors for QSL properties (such as fractional quantum numbers and nonlocal entanglement).

To address the first of these, our analysis provides a definitive guide to the field-induced physics of

highly spin-anisotropic systems such as the Yb-delafossites, and hence to the regions of parameter

space where competing energy scales establish an environment conducive to the occurrence of

exotic spin states. Although we cannot solve the second issue, we can provide a comprehensive

understanding of the single-ion energy spectrum that identifies the extent to which a given material

replicates a target pseudospin-1/2 model, thereby streamlining the experimental search for QSL

fingerprints by available experimental methods.

6.6 Summary

We have investigated the anisotropic magnetic response of an insulating 4f electronic system

by measuring two key thermodynamic quantities, the magnetic susceptibility in the low-field limit

and the magnetotropic coefficients over very wide field and temperature ranges (up to µ0H = 60

T and T = 70 K). We have shown that the anisotropies in both quantities can be formulated

within a set of anisotropic van Vleck (VV) coefficients, which arise as the second-order perturbative

corrections of the Zeeman interaction to the zero-field crystal electric field (CEF) spectrum. This

leads to the essential finding that the VV coefficients constitute independent physical quantities

that describe the crucial magnetic properties of 4f spin systems across the full range of applied

fields and extant anisotropies. A proper account of the ground-state VV coefficients is indispensable

for an accurate and unambiguous determination of the microscopic parameters governing the CEF

Hamiltonian, a process for which otherwise few routes are known to date. The VV coefficients

fulfill the vital function of unifying the low-field, low-temperature magnetic susceptibility with the

high-field magnetotropic coefficients and CEF levels, and in this sense their role as stand-alone

physical quantities allowing a full interpretation of magnetic anisotropies has not been appreciated

before.

Our experimental results highlight the value of the resonant torsion magnetometry (RTM)

method, which is accurate and profoundly powerful in terms of the parameter ranges it accesses.
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The magnetotropic coefficients we extract over these broad field and temperature ranges play the

key role in obtaining a unique set of Stevens operators describing the microscopic CEF Hamiltonian

with unprecedent fidelity. We reiterate that a fitting analysis must provide complete consistency

from zero to high field and at all relevant temperatures, and our fits meet this challenge. With the

full CEF spectrum in hand, we can examine the validity of different and popular approximations

that have been applied to many materials. Specifically, we identify the limits of a CW fit to

the temperature-dependence of the magnetic susceptibility and the boundaries of the effective

pseudospin-1/2 description for systems with a ground-state Kramers doublet.

We have developed and applied our analysis for the material CsYbSe2, which is a member of a

family of Yb-delafossites displaying triangular-lattice geometry. Because the CEF levels of the Yb3+

ion are four Kramers doublets, these compounds are leading candidates in the search for quantum

spin-liquid (QSL) behavior, and indeed the full CEF spectrum we obtain up to high fields [Fig. 6.6]

reveals an intricate and anisotropic energy landscape amenable to unconventional magnetism. This

spectrum allows one to construct a maximally informed pseudospin-1/2 model for the low-energy

physics of the system, and within a minimal XXZ spin Hamiltonian we conclude that CsYbSe2 is a

strongly XY triangular antiferromagnet. While we await further experimental confirmation of this

result, we note again that our analysis is applicable to a wide range of 4f materials with complex

CEF spectra and especially with ground-state doublets allowing an effective spin-1/2 description,

which should expand significantly the scope of the search for QSL phases.
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Chapter 7

The hybridization of phonons and spin excitations via strain modulation of the

g-tensor, and its direct effect on thermal transport in CsYbSe2.

7.1 Introduction

The thermal conductivity of CsYbSe2, and in fact many other frustrated magnets [24, 68, 14],

often exhibits strong, non-monotonic field-dependence, even when the state of magnetic lattice is

disordered. In such an arrangement a strong itinerant contribution from dispersive magnetic quasi

particles is highly unlikely in typical scenarios, and heat transport is almost certainly phonon-

dominated. This generally leaves 2 possibilities either phonons are strongly scattered by magnetic

ions, and directly sensitive to short-range-order correlations and disorder, as explored in the case of

CrCl3 in chapter 5, or phonons may be hybridizing with spin excitations [154, 122, 50, 52], thereby

modifying their spectra. In this chapter we explore the later, and present a Jaynes Cummings type

Hamiltonian that captures a fairly generic mechanism of phonon interaction with an ionic 2-level

spin system via a strain-modulation of the magnetic g-tensor. The basic mechanism relies on the

fact that an external magnetic field splits the lowest Kramers doublet of Yb3+ ions, producing a

small spin-flip gap ωc(H). At fields H < 20 T the size of this gap is comparable to acoustic phonon

energies, allowing for potential hybridization. The hybridized spectra of this model under applied

fields is enormously successful in reproducing the rich qualitative features of anisotropic field-

dependent transport data in CsYbSe2, and is potentially widely applicable to other time-reversal-

symmetry-broken magnets. Building upon our knowledge of the anisotropic crystal-electric field

spectrum of CsYbSe2 we present a novel and highly generic way in which phonon heat conduction
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can acquire unique field-dependence through the hybridization of phonons and spin flip excitations

of ground-state crystal-electric field doublet, or indeed any suitable 2-level magnetic system.

7.2 Anisotropic field-dept. thermal conductivity
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Figure 7.1: Longitudinal thermal conductivity measured at ZF, and at 14 T in the H||c and H||ab
orientations. Squared are data and the solid lines are included as a guide to the eyes. The inset
shows the low-T nearly ballistic regime in a log-log scale.

We measure the in-plane longitudinal thermal conductivity κ in a 4He refrigerator with

applied external magnetic fields up to 18 T. In-plane κ was measured in an as-grown single-crystal

sample of approximate dimensions 1 mm × 3 mm × 10 , using a single-heater, dual-thermometer

configuration in steady state operation with fields applied both in-plane in the direction of the

thermal current H ‖ ab ‖ ∇T and out-of-plane H ‖ c. For all thermometry, we use Cernox

resistors, calibrated individually and in-situ under maximum applied fields.

We first measured the thermal conductivity at zero field and at a fixed applied field of µ0H =
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14 T in both orientations as pictured in Fig. 7.1 in the temperature range 2 < T < 150 K. The

data show that in both orientations, and at all temperatures ¿ 20 K the application of a large

field (14 T) has the effect of suppressing the thermal conductivity, an effect which is more pro-

nounced for fields H||c. At very low temperatures, by contrast, the effect of an external field is

very direction-dependent. A field H||c monotonically suppresses the total thermal conductivity,

while a field H||ab has the opposite effect, monotonically enhancing the field. Strikingly, this field

in-plane enhancement is unexpectedly large, increasing the total thermal conductivity at T = 1.5

K by an entire order of magnitude when an 18 T field is applied in-plane. A closer examination

of the H-dependence of the thermal conductivity, reveals that κ(H||c) is almost entirely mono-

tonically decreasing with applied field at all measured temperatures, while κ(H||ab) is incredibly

non-monotonic as pictured in figure fig 7.2 .
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Figure 7.2: The left hand side shows isothermal traces of ∆κ(H)/κ0 up to T = 70K with fields
applied in-plane (H||ab). The right hand side shows κ(H)/κ0 for the same dataset up to 17 K in
a log scale to emphasize the large enhancement at low-T .

At temperatures T > 5 K the shape of the fractional change in κ(H||ab), denoted ∆κ(H)/κ0 ≡

[κ(H) − κ(0)]/κ(0), is characterized by an initial suppression of the thermal conductivity and an

eventual enhancement at higher fields, resulting in a pronounced minimum at a field Hc which
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is unique at each temperature. Although a high-field increase is never observed for the traces at

T = 50, 70 K, our modeling suggests that an enhancement of κ(H) eventually wins out at all T > 5

K, and the expected minima are simply beyond the experimentally accessible field range

7.3 Theoretical model of spin-phonon hybridization

In this section we outline a potential model for spin-phonon interaction, describe the most

generic symmetry allowed spin-lattice interaction Hamiltonian relevant to a description of CsYbSe2,

and derive the wave vector dependence of interaction term. This model is equivalent to a particular

generalization of the Jaynes Cummings Hamiltonian on a lattice that places a N two-level system

at each lattice site and quantifies their interaction with 3N acoustic phonon modes.

7.3.1 Unperturbed Elastic & Magnetic Hamiltonian

To describe the unperturbed lattice, we assume an elastic Hamiltonian of the form:

HE =
∑
k,λ

~ωk,λâ
†
k,λâk,λ (7.1)

for N atoms at lattice sites ri, as outlined in section 3.1.3, subject to the same Fourier conventions

3.15,3.16, 3.17, with second-quantized operators defined according to 3.21, 3.22.

If we are sufficiently low temperatures that only the ground state Kramers doublet of CsYbSe2

is thermally occupied, we can describe the physics of each magnetic ion using a pseudospin 1/2

approximation in terms of the effective PS-1/2 operators 2.9,2.10,2.11. Thus in the presence of an

external field the magnetic part of the Hamiltonian takes the form:

HM = µ0µBgαα
∑
i

HαSα(ri), (7.2)

We can write the spin operator at lattice site r in terms of the pauli matrices, subject to the



121

following canonical commutation relations [σ̂−r , σ̂
+
r′ ] = δr,r′ :

Sx(r) =
~
2

(σ̂+
r + σ̂−r ), (7.3)

Sy(r) =
~
2i

(σ̂+
r − σ̂−r ), (7.4)

Sz(r) = ~
(
σ̂+
r σ̂
−
r −

1

2

)
. (7.5)

We can transform into Fourier space using the following convention:

σ̂−r =
1√
N

∑
q

eiq·rσ̂−q (7.6)

So that in Fourier space, the spin operators may be represented:

Sx(q) =
~
2

(σ̂+
−q + σ̂−q ), (7.7)

Sy(q) =
~
2i

(σ̂+
−q − σ̂−q ), (7.8)

Sz(q) =
~
2
σ̂zq ≡ ~

(
σ̂+
q σ̂
−
q −

1

2

)
. (7.9)

If we choose the quantization axis ẑ′ such that the field points along this axis, we can write the

magnetic portion of the Hamiltonian as

HM =
~ωc
2

∑
q

σ̂z
′

q (7.10)

Where we have defined ωc = µ0µBgzzH.

7.3.2 Magneto-Elastic interaction terms

The g-tensor in the magnetic Hamitonian HM can certainly change if the local Yb3+ environ-

ment is distorted, i.e. the g-tensor will depend on the strain of the lattice, resulting in a coupling

between phonons and the single-ion spin-flip excitations under applied magnetic field. As long as

time reversal is maintained, there is no way to split the ground state Kramers doublet, therefore

there is no interesting zero-field magnetoelastic coupling, as long as we’re only focusing on the

ground state doublet. We can write this magnetoelastic Hamiltonian as:

HME = µ0µBδgαβHαSβ, (7.11)
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where we take the distortion of the g-tensor δg to be linear in ∂αuβ, appropriate for small distortions

of the crystal. Note that δg cannot depend on uα (without a derivative), because then it would

change under a uniform translation of the entire crystal u → u + a. In fact δg can only depend

on the symmetric strain tensor εαβ = 1
2(∂αuβ + ∂βuα). To understand why, consider a rotated

configuration uα = εαβγΩβrγ . This corresponds to a uniform rotation of the crystal about the Ω̂

axis. Clearly the magnetoelastic coupling terms should not change if we rotate the whole crystal.

The term ∂αuβ = εαβγΩγ however is completely antisymmetric, so we see that the ME coupling

terms cannot depend on ∂αuβ − ∂βuα, but can only depend on the symmetric tensor strain tensor.

To find the allowed terms in HME , we decompose εαβ into irreps. of the Yb3+ site symmetry

group D3d. Similarly, we decompose HαSβ, with no symmetrization of indices required. To enu-

merate the terms in HME , we consider pairs of irreps., where one member of the pair is an irrep.

appearing in the decomposition of ∂αuβ , and the other member appears in the decomposition of

HαSβ. This results in the following symmetry-allowed total magnetoelastic Hamiltonian:

HME = [ζc1(∂xux + ∂yuy) + ζc2∂zuz]HzSz + [ζa1(∂xux + ∂yuy) + ζa2∂zuz] (HxSx +HySy)

+ ηc1Hz [(∂xux − ∂yuy)Sy + (∂xuy + ∂yuy)Sy + (∂xuy + ∂yux)Sx]

+ ηc2Hz [∂yuz + ∂zuy)Sy + (∂xuz + ∂zux)Sx]

+ ηa1 [(∂xux − ∂yuy)(HxSx −HySy) + (∂xuy + ∂yux)(HxSy +HySx)]

+ ηa2 [(∂xux − ∂yuy)Hy + (∂xuy + ∂yux)Hx]Sz,

+ ηa3 [(∂yuz + ∂zuy)(HxSx −HySy) + (∂xuz + ∂zux)(HxSy +HySx)]

+ ηa4 [(∂yuz + ∂zuy)Hy + (∂xuz + ∂zux)Hx]Sz.

Here we have separated terms depending on Hz (with a c subscript) from those depending on Hx

and Hy (with an a subscript). Note that not all of these terms will lead to an anti-crossing in the

spin-phonon hybridized spectrum, but only those terms that induce transitions between the ground

and excited states of HZ . First suppose the magnetic field is applied along the z-direction. Then

the ζc terms cannot induce transitions between ground and excited states, while the ηc terms can.
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The same holds when the magnetic field is applied within the ab-plane for the ζa and ηa terms

respectively. If the magnetic field is applied at some angle between the ab-plane and the c-axis,

then presumably any of the terms can induce spin-flip transitions.

7.3.3 A Janyes Cummings type model for spin-lattice interaction

An an explicit example, we first consider the case in which the field is applied along the ẑ

direction.

HME = Hz

∑
r

{
ηc1 [(∂xux − ∂yuy)Sy + (∂xuy + ∂yux)Sx]

+ ηc2 [(∂yuz + ∂zuy)Sy + (∂xuz + ∂zux)Sx]
}
, (7.12)

Here, we define a gyromagnetic ratio γc = ωc/Hz, allowing us to express HZ in terms of the

field-induced splitting ωc. In Fourier space, this Magnetoelastic Hamiltonian takes the form:

HME =
~ωc
2γc

√
~

2m

∑
k,λ

1√
ωλ(k)

[
â†λ(−k) + âλ(k)

]
×
{
ηc1 [(ikxε̂λx(k)− iky ε̂λy(k))Sy(−k) + (ikxε̂λy(k) + iky ε̂λx(k))Sx(−k)]

+ ηc2 [(iky ε̂λz(k) + ikz ε̂λy(k))Sy(−k) + (ikxε̂λz(k) + ikz ε̂λx(k))Sx(−k)]
}
, (7.13)

Keeping only those terms â†σ̂−, âσ̂+ which do not change the total number of excitations, the

magnetoelastic interaction Hamiltonian may be written:

HME = ~
∑
k,λ

[
fλ(k)âk,λσ̂

+
k + f∗λ(k)â†k,λσ̂

−
k

]
(7.14)

Where the function fλ(k), with units of frequency is defined:

fλ(k) =
ωc
2γc

√
~

2mωλ(k)

{
ηc1 [(kxε̂λx(k)− ky ε̂λy(k)) + i(ky ε̂λx(k) + kxε̂λy(k))]

+ ηc2 [(ky ε̂λz(k)− kz ε̂λy(k)) + i(kxε̂λz(k) + kz ε̂λx(k))]
}
, (7.15)
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Given an explicit wavevector, for example k = k(cosφk, sinφk, 0), we can work out these expressions

for each polarization: ε̂1 = ẑ, ε̂2 = (− sinφk, cosφk, 0), and ε̂3 = (cosφk sinφk, 0):

f1(k) =
ηc2ωc
γc

√
~

2mω1(k)
[ky + ikx] ,

= ie−iφk η̃c2
ωck√

2mω1(k)/~
, (7.16)

f2(k) =
ηc1ωc
γc

√
~

2mω1(k)
k
[
(− sinφk cosφk − cosφk sinφk) + i

(
cos2 φk − sin2 φk

)]
,

= ie−2iφk η̃c1
ωck√

2mω2(k)/~
, (7.17)

f3(k) = ie−2iφk η̃c1
ωck√

2mω3(k)/~
. (7.18)

For each polarization, a dimensionless parameter η̃ ≡ (η/γc) controls the size of this interaction.

This exercise can likewise be computed for the other terms of the magnetoelastic Hamiltonian, in

the case that the field is applied in the xy plane, this results in fλ(k) with the same functional

dependence on k, depending instead on a distinct combination of the other ηai. Thus for the cases

considered, a field either purely along c or in the ab plane, we can choose appropriate quantization

axis ẑ′||H such that the total Magnetoelastic Hamiltonian can be written:

HJC = ~
∑
k

{
ωc
2
σ̂z
′

k +
∑
λ

[
ωk,λâ

†
k,λâk,λ + fλ(k)âk,λσ̂

+
k + f∗λ(k)â†k,λσ̂

−
k

]}
. (7.19)

Which is a Jaynes-Cummings type model (JCM) [153] for a periodic set of 2-level systems, that

to my knowledge has not been explored in the context of either condensed matter or quantum

optics systems to date. In describing a realistic crystal system such as CsYbSe2, anisotropy enters

into the directional dependence of ωc(H) or the particular coefficients η̃ determining the strength

of the spin-phonon mixing. Our analysis of resonant torsion magnetometry described in chapter

6 quantitatively describes the anisotropy of CsYbSe2 which results in an unequal spin excitation

energy gap ωc(H) between pseudospin up/down states of the ground state doublet of the Yb3+
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ion, depending on whether an external field is applied in-plane (H||ab) or out of plane (H||c).

This characterized in terms of the anisotropic g-tensor, which predicts a 0.203 meV/T and 0.0735

meV/T spin excitation gap for H||ab and H||c respectively.

7.4 Analytical toy model for spin-phonon hybridization

In the field range studied µ0H < 20 T, the size of ωc does not exceed ∼ 4 meV, thus it is only

necessary to consider hybridization between spin flip excitations and the three branches of acoustic

phonons. While the full JCM does not have a closed-form expression for an arbitrary phonon

spectrum {ωλ(k)}, it can be exactly diagonalized if we make the Debye-like assumption that the

acoustic phonons can be described by a single effective branch, i.e. ωLA = ωTA1 = ωTA2 = ω(k).

The Hamiltonian 7.19 is completely separable for distinct wavevectors, i.e. it may be written

as HJC =
⊕

kHk, where ⊕ denotes a Kronecker sum. Thus, we may consider the eigenvalues of

HJC for each k separately. We denote the phonon states at a given k using a Fock State |n1, n2, n3〉

where 1, 2, 3 index the 3 acoustic polarizations, and the spin flip excitation |s〉 = |0〉 or |1〉. Note that

in k-space, the |0〉/|1〉 state can no longer be thought of as a single, localized pseudospin up/down

on a single lattice site, but rather a representative of a dispersion-less, completely de-localized band

of spin flip excitations. The interaction Hamiltonian couples each combined phonon-spin flip state

|n1, n2, n3〉 ⊗ |1〉 to 3 distinct states:

|(n1 − 1), n2, n3〉 ⊗ |0〉, |n1, (n2 − 1), n3〉 ⊗ |0〉, |n1, n2, (n3 − 1)〉 ⊗ |0〉, (7.20)

each of which preserves the total number of excitations. This results in a Hamiltonian that is block-

diagonal, with each successively larger block H(n)
k corresponding to each total integer amount of

excitations n = n1 + n2 + n3 + s: The trivial vacuum block {|0, 0, 0〉 ⊗ |0〉}, with eigenvalue 0,

couples to no other states. The hamiltonian may written thusly:

Hk =


0 0 0 0 . . .

0 H(1)
k 0 0

0 0 H(2)
k 0

0 0 0 H(3)
k

...
. . .

 (7.21)
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The first non-trivial block, corresponding to 1 total excitation, may be written in the basis {|0, 0, 0, 1〉,

|1, 0, 0, 0〉, |0, 1, 0, 0〉, |0, 0, 1, 0〉} explicitly:

H(1)
k =

ωc f1 f2 f3

f∗1 ω 0 0
f∗2 0 ω 0
f∗3 0 0 ω

 (7.22)

where, we have suppressed the notation ω = ω(k) for readability. The 2-excitation block, includes

9 total states. In a basis {|1, 0, 0, 1〉, |0, 1, 0, 1〉, |0, 0, 1, 1〉, |2, 0, 0, 0〉, |0, 2, 0, 0〉, |0, 0, 2, 0〉, |1, 1, 0, 0〉,

|0, 1, 1, 0〉, |1, 0, 1, 0〉}, this takes the explicit form:

H(2)
k =



ω + ωc 0 0
√

2f1 0 0 f2 0 f3

0 ω + ωc 0 0
√

2f2 0 f1 f3 0
0 0 ω + ωc 0 0

√
2f3 0 f2 f1√

2f∗1 0 0 2ω 0 0 0 0 0
0

√
2f∗2 0 0 2ω 0 0 0 0

0 0
√

2f∗3 0 0 2ω 0 0 0
f∗2 f∗1 0 0 0 0 2ω 0 0
0 f∗3 f∗2 0 0 0 0 2ω 0
f∗3 0 f∗1 0 0 0 0 0 2ω


(7.23)

The 3-excitation block has 16 states and so on. Explict computer-assisted diagonalization of the

first several blocks reveals that each n-total-excitation block will have a degenerate eigenvalue nω,

and another set of eigenvalues defined below, each labeled by q = 1, 2, . . . n, whose degeneracies

grow with q,

ω
(n)
q,± ≡ (n− 1)ω +

ω + ωc
2

±

√(
ωc − ω

2

)2

+ q (|f1|2 + |f2|2 + |f3|2), (7.24)

Which are generalizations of the dressed states of the usual Jaynes Cummings model for a single

2-level system. Examining the eigenvalues 7.24 it appears that the combination
∑

i |fi|2 always

occurs in its entirely, so we may replace the sum of all coupling constants by a single effective f̃ ,

which in fact generalizes to other physical examples with a number of polarizations other than the

L = 3 case under consideration:

f̃2 ≡ 1

L
(|f1|2 + · · ·+ |fL|2). (7.25)

While there are possibly several independent η̃ for each polarization in the generic model, see Eqns.

7.16-7.18, this we only need to worry about the quadrature sum of all η̃ involved, given that all
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fλ share the same functional dependence on k and ω in the Debye-like model. Thus from the

perspective of our all our fits, for a single field orientation, there is only one effective independent η̃

parameter controlling the size of the spin-phonon interaction. The multiplicities of the eigenvalues

determined above are explicitly enumerated in the tables below for n-total excitation blocks up

to n = 3, for the cases of L = 1 polarization, applicable to a longitudinally confined 1d chain, 2

polarizations, applicable to an analagous photon cavity model, the 3 acoustic polarization spin-

phonon hybridization model of course, and a fictitious 4 polarization model. The degeneracies of

1 :

HHH
HHHL
ωi ω

(1)
1,± ω

1 1 0

2 1 1

3 1 2

4 1 3

2 :

HHH
HHHL
ωi ω

(2)
2,± ω

(2)
1,± 2ω

1 1 0 0

2 1 1 1

3 1 2 3

4 1 3 6

3 :

HHH
HHHL
ωi ω

(3)
3,± ω

(3)
2,± ω

(3)
1,± 3ω

1 1 0 0 0

2 1 1 1 1

3 1 2 3 4

4 1 3 6 10

Figure 7.3: Degeneracies of the eigenvalues of HJC for block matrices corresponding to n = 1, 2, 3
total excitations for a hybridization model with L = 1, 2, 3, 4 polarizations.

these generalized eigenvalues grow according to the sequence of binomial coefficients:

C(L− 2, 0) = 0, C(L− 1, 1) = L− 1, C(L, 2), C(L+ 1, 3), . . . (7.26)

Allowing us to write down the closed-form parition function of 7.19 in its entirety:

Z =
∏
k

[
1 +

∞∑
n=1

[
C(L+ n− 2, n)e−nβ~ω(k)

+

n−1∑
q=0

C(L+ q − 2, q)
(
e−β~ω

(n)
n−q,+(k) + e−β~ω

(n)
n−q,−(k)

)]]
, (7.27)

=
∏
k

[
1 +

∞∑
n=1

e−nβ~ω(k)

[
C(L+ n− 2, n)

+ 2e−β~
(ωc−ω(k))

2

n−1∑
q=0

C(L+ q − 2, q) cosh

(
β~
√(

ωc−ω(k)
2

)2
+ (n− q)Lf̃2

)]]
, (7.28)

Clearly, the thermal state occupation predicted by the partition function will not reproduce the

usual Bose-Einstein statistics, because each eigenvalue describes a set of hybrid states, resembling
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combinations of pure phonon Fock states and spin-phonon hybrid excitations that are no longer

purely bosonic, a point that is elaborated on in the succeeding section. In fact if one tries to

simply assume each hybridized band individually obeys Bose-Einstein statistics, this leads to an

overcounting of the total heat capacity of the system, in particular, producing a Dulong-Petit limit

C(T → ∞) = N(L + 1)kB at odds with the expected NLkB = 3NkB. Thus in order to correctly

account for the state occupation of these hybrid modes and derive any related thermodynamic

quantities it is fully necessary to work in terms of this hybridized partition function. It is a simple

task to verify that in the decoupled limit f̃ → 0, where ω
(n)
q,± → nω and (n−1)ω+ωc, this expression

of the partition function reduces to the correct decoupled partition function:

Zf→0 =
∏
k

(1 + e−β~ωc)
(

1− e−β~ω
)−L

= (1 + e−β~ωc)N
(

1

1− e−β~ω

)NL
, (7.29)

for the product of N 2-level systems and NL indept. phonon modes. This reproduces a total heat

capacity that is the sum of a Debye-like phonon contribution and, at finite field, a 2-level Schottky

contribution.

7.5 Computing hybridized phonon thermal conductivity

Recall the Kubo-Green, fluctuation-dissipation, formula 3.46 for the thermal conductivity:

κ =
β2kB
V

∫ ∞
0

dt
∑
k

[
〈(vkHke

−t/2τk)2〉 − 〈vkHke
−t/2τk〉2

]
, (7.30)

To elucidate how this formula is applied for the hybridized spectrum, we first examine the form of

the decoupled case (f̃ → 0). with a Debye-like acoustic spectrum ω = vsk. Whereby our generalized

eigenvalues of the ME Hamiltonian become ω± = nω, (n − 1)ω + ωc. We treat the excitations at

ωc as a flat band with zero dispersion and zero group velocity, hence they will contribute nothing

to itinerant heat transport, this is physically consistent with the real-space picture that spin flip

excitations of individual ions are not mobile. We can describe the lifetime of phonons according to

τP (k, T ) and although they do not contribute to itinerant transport we can also assign a lifetime

τS(T ) to the magnetic excitations. Thus we may compute the total thermal conductivity according
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to:

〈(vkHke
−t/2τk)2〉 =

~2

Zk

∞∑
n=1

[
C(L− 2 + n, n)(vsnω)2e−t/τP e−nβ~ω

+

n−1∑
q=0

C(L+ q − 2, q)

[
(X1)2e−nβ~ω + (X2)2e−β~((n−1)∗ω+ωc).

]]
, (7.31)

〈vkHke
−t/2τk〉 =

~
Zk

∞∑
n=1

[
C(L− 2 + n, n)(vsnω)e−t/2τP e−nβ~ω

+
n−1∑
q=0

C(L+ q − 2, q)

[
X1e

−nβ~ω +X2e
−β~((n−1)∗ω+ωc).

]]
, (7.32)

where we have defined the quantities:

X1 ≡ vsnωe−t/2τP ,

= vs(n− 1)ωe−t/2τP + vsωe
−t/2τP , (7.33)

X2 ≡ vs(n− 1)ωe−t/2τP + (0)ωce
−t/2τS . (7.34)

These forms are written suggestively to illustrate their common component vs(n−1)e−t/2τP , which

will be unchanged by a finite ME coupling and precisely where the cancellations due to zero group

velocity occurs for the ωc as explicitly indicated by a factor of (0). Note that this is not the same

as the limit ωc → 0, in fact we must keep the ωc terms in the exponential attached to X2 so that

the magnetic terms of Zk cancel and the expression reduces properly. in the f̃ = 0 case, these

summations can be explicitly evaluated, and total thermal conductivity is precisely the expected

thermal conductivity of the dispersive phonon part alone:

κ =
LkB
V

∑
k

v2
s τP

(
β~ω

2

)2

csch2

(
β~ω

2

)
. (7.35)

The case of a finite ME coupling (f̃ > 0) is most easily understood graphically, examining the

spectrum of hybridized excitations implied by the dressed states of HJC . Each dressed state with

eigenvalue ωnq,±(k) describes a Fock state of (n−1) total ordinary phonons at frequency ω with usual

dispersion vg = dω/dk, vs in the above decoupled example, and a single nontrivial spin-phonon

excitation, which can no longer be considered purely bosonic in nature. In our notation for the
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eigenvalues, this nontrivial spin-phonon excitation has an energy ω
(1)
q,± = ω

(n)
q,± − (n − 1)ω and a

nontrivial dispersion vg = dω
(1)
q,±/dk. Hybridization leads to an avoided crossing in the ± bands,

where the formerly flat ωc band intersect ω(k). Such a spectrum and its non-trivial group velocity

is illustrated in Fig. 7.4.

(a) (b)

(c) (d)

Figure 7.4: In panels (a) and (b) respectively, the dotted lines display the unperturbed spectrum of
an acoustic branch ω = vsk and spin-flip excitation branch ωc plotted as ω−(k) = min{ωc, ω(k)},
ω+(k) = max{ωc, ω(k)} and the corresponding group velocities of these modes. The solid lines

are the spectrum of the hybridized excitation ω
(1)
q,±(k) and their corresponding phase velocities

dω
(1)
q,±/dk. Panels (c) and (d) depict the field evolution of the hybridized spectrum as the field and

corresponding ωc is varied incrementally: H1 < H2 < H3 < H4. The field evolution of the products
ω+v

2
g,+, ω−v

2
g,− is primarily responsible for the nontrivial field dependence of the overall thermal

conductivity.
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Thus, we may generalize equations 7.31 & 7.32 to compute the thermal conductivity of the

hybridized spectrum:

〈(vkHke
−t/2τk)2〉 =

~2

Zk

∞∑
n=1

[
C(L− 2 + n, n)

(
dω

dk
nω

)2

e−t/τP e−nβ~ω

+

n−1∑
q=0

C(L+ q − 2, q)

[
(X+)2e−nβ~ω

(n)
n−q,+(k) + (X−)2e−β~ω

(n)
n−q,−(k).

]]
, (7.36)

〈vkHke
−t/2τk〉 =

~
Zk

∞∑
n=1

[
C(L− 2 + n, n)

(
dω

dk
nω

)
e−t/2τP e−nβ~ω

+
n−1∑
q=0

C(L+ q − 2, q)

[
X+e

−nβ~ω(n)
n−q,+(k) +X−e

−β~ω(n)
n−q,−(k).

]]
, (7.37)

where:

X+ ≡
dω

dk
(n− 1)ωe−t/2τP +

dω
(1)
n−q,+
dk

ω
(1)
n−q,+e

−t/2τ+ , (7.38)

X− ≡
dω

dk
(n− 1)ωe−t/2τP +

dω
(1)
n−q,−
dk

ω
(1)
n−q,−e

−t/2τ− . (7.39)

In these expressions τP (k, T ) is the mean phonon lifetime of zero-field, itinerant phonons, and

τ±(k, T ) is the mean lifetime of corresponding hybrid excitations. It seems reasonable to approx-

imate τ± with a functional form similar to the Debye-Callaway like terms, given that the actual

energy transport is occurring via lattice vibrations, but further theoretical work is required to fully

explore the implications for scattering in this hybridized excitation regime.

7.5.1 Heat capacity and speed of sound

This crystal structure has p = 4 atoms per primitive cell, thus there are 12 total phonon

branches/polarization to account for, 3 acoustic modes and 3p− 3 = 9 optical modes. In order to

obtain a quantitative, and analytically tractable, description of the zero-field heat capacity and the

phonon spectrum of CsYbSe2, in the absence of any ab-initio modeling of the spectrum or indepen-

dent measurements, we make a few simplifying assumptions. We assume that the thermodynamic
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behavior of all low lying excitations can be effectively captured by a single effective acoustic branch,

which is formally equivalent to approximating ωLA = ωTA2 = ωTA1 as a single dispersion ωA. And

likewise we assume that all 9 optical branches can be approximated by a single ωO.

We adopt the simplest possible generic model of this spectrum assuming a Debye-like k-

linear acoustic branch ωA = vsk, characterized by a single parameter, vs, the speed of sound, and

approximating the nearly flat optical branches by a single mean energy ωO = constant. These 2

parameters provide a minimal effective description of the true phonon spectrum at all temperatures

which we can use to fit the experimentally measured heat capacity, numerically integrating over k

using the prescription outlined in section 3.2. This summation accounts for both the low-T Debye-

like contribution of the acoustic modes and the high-T Einstein-like contribution of the nearly flat

optical branches:

Cv = 3NkB

∫ kc

0

k2 dk

k3
c

(β~)2

4

[
3ω2

k,Acsch2

(
β~ωk,A

2

)
+ (3p− 3)ω2

k,Ocsch2

(
β~ωk,O

2

)]
, (7.40)

In order to estimate the heat capacity we fit the data of a nonmagnetic isostructural analog CsLaSe2.

The Schottky-like contribution of the Yb3+ levels of CsYbSe2 is difficult to precisely resolve, and

its expected size is on the order of the noise in the C(T ) data. It is apparent that the CsYbSe2 data

series sits at a higher value of C(T ) than the CsLaSe2 series at moderate and high temperatures, but

an unambiguous separation of magnetic and lattice contributions is not possible. For this reason,

we believe that CsLaSe2 provides a higher fidelity estimate of the pure phonon heat capacity at

high and intermediate temperatures.

Such a C(T ) curve formulated in terms of Eqns. 7.40 can be fit in terms of 2 parameters

vs/a, which is proportional to the Debye temperature TD, and the parameter ωO, the mean energy

of the optical branch. This fit is illustrated alongside the measured heat capacities of CsYbSe2 and

CsLaSe2 in Fig. 7.5. This fit provides a reliable estimate of the ZF speed of sound for our thermal

transport analysis.
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Figure 7.5: Data are fit according to Eqn. 7.40 with ωA = vsk and ωO = const. CsLaSe2 is the
closest available non-magnetic isostructural analog of CsYbSe2. The difference between these heat
capacities is especially apparent below T = 10 K, where the heat capacity of CsYbSe2 has a very
pronounced magnetic contribution [123], and at T > 100 K it has a distinct multilevel Schottky
contribution from excited CEF states not present for CsLaSe2

7.5.2 Phonon scattering lifetime

In order to employ equations 7.36-7.39, we require a basic description of the phonon lifetime

τP (k). This is usually accomplished by fitting κ(T ) to a Debye-Callaway type model [44], as

described in section 3.3.1. However, a model for the Thermal conductivity of acoustic phonons

which accounts for boundary scattering, point-defect scattering, and Normal/Umklapp 3-phonon

processes alone cannot accurately model a thermal conductivity with more than a single peak,

and such a limited model is incapable of capturing the unusual shape of the zero field κ(T ) at

intermediate to high temperatures, as pictured in Fig. 7.1, without significant ad-hoc modifcations

to the T -dependence of the Normal and Umkalpp terms. For this reason, we restrict our fit of
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the thermal conductivity to low temperatures (T <20 K), where ubiquitous boundary scattering

and point defect scattering terms of the Debye-Callaway relaxation time will dominate over more

complicated phonon scattering processes:

τ−1
P (ω) = τ−1

b + τ−1
pd =

vs
`0

+A
ω4

v3
s

. (7.41)

Note that in the zero field case ωc → 0 and equivalently in the decoupled case η̃ → 0, the thermal

conductivity computed simplifies to the expression 7.35, which is exactly equivalent to the usual

Debye-Callaway form:

κ(T ) =
kB

2π2vs

(
kBT

~

)3 ∫ T/TD

0

x4ex

(ex − 1)2

1

τ−1
b + τ−1

pd

dx. (7.42)

We use the parameter vs ≈ 2070 m/s, as independently determined from the heat capacity, and

the low-T fit of κ(T ) according to the Debye-Callaway relaxation time approximation is thereby

found by varying the 2 free parameters, the phonon mean-free path/intrinsic disorder length scale

`0, and the point defect scattering paramater, A, which has units of volume×frequency. We find

that the data is fit by `0 ≈ 3.5 × 10−7 m, which corresponds to the length of ∼ 103 unit cells,

and A ≈ 2.9 × 10−19 m3/s. In order to model the field-dependence of the thermal conductivity

using equations 7.36-7.39 we must have a concrete description of τ±. Therefore, to account for

the scattering of hybridized spin-phonon excitations, we adopt the simple assumption that these

excitation scatter identically to normal phonons, subject to the same boundary and scattering

point defect terms of Eqn. 7.41 for the ordinary phonon lifetime, modified to account for the effect

hybridization has on the propagation velocity and density of states. Under this naive assumption,

the relation time can be generalized in the following way to describe the hybrid excitations:

τ−1
± (ω(k)) = `−1

0 vg,± +A
k2

vg,±

(
ω

(1)
n−q,+

)2
, (7.43)

where vg,± = dω
(1)
n−q,+/dk is the group velocity of the corresponding hybrid excitation in Eqns.

7.38,7.39.
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Figure 7.6: A fit of the zero-field thermal conductivity at T < 20 K, using the minimal phonon
scattering lifetime given by Eqn. 7.41.

7.5.3 Simulated κ(H||ab) at finite T

With our characterization of the CEF spectrum ω0,± as determined in Chapter 6 we estimate

ωc(H) = γcH where γc = 0.203 meV/T and use the values of vs, `0, & A determined in the previous

section to calculate the field dependence of the thermal conductivity predicted by this model. As

discussed in section 7.3.3, the f̃ used to compute the eigenvalues ω
(n)
n−q,+ have an explicit functional

dependence on k that goes as ∼ η̃k
√
ω(k). Additionally, as shown in sec 7.4, each eigenvalue de-

pends on the quadrature sum of all possible fλ, and therefore also the quadrature sum of all η̃λ for

each polarization, as determined by the coefficients of terms in the full magnetoelastic interaction

Hamiltonian, see Eqns. 7.16-7.18. As a consequence, the overall strength of the interaction is effec-

tively described by a single parameter η̃ =
√
|η̃1|2 + |η̃2|2 + |η̃3|2, and the model does distinguish

variations in these individual parameters. For values of η̃ ranging from ranging from ∼ 2.0 - 5.0 we

are able to reproduce nearly all the qualitative features of the low temperature data, see Fig. 7.2,

up to 20 K. It exhibits minima locations Hc(T ), which move outward as a function temperature,
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and are approximately consistent with those experimentally observed. Furthermore, this model is

almost accurate in quantifying the maximum fractional suppression of the thermal conductivity,

which is approximately −15%, although the model does not quite reach this limit.
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Figure 7.7: The right hand side shows the simulated thermal conductivity of CsYbSe2 calculated
according to Eqns. 7.36-7.39 using the explicit τP (k), τ±(k) of Eqn. 7.41 and 7.43 respectively,
where a single value of η̃ = 4.0 is assumed. The left hand side shows the real experimental data
for the same temperature-series, plotted. The vertical and horizontal axes of both plots are exactly
identical.

7.5.4 Interaction parameter fine-tuning and modified scattering

Given the enormous simplifying assumptions of this model, in particular those assumptions

made about the hybridized mean scattering time, it is remarkable that the model is able to correctly

account for some many qualitative features of the real data. By allowing η̃ to vary as a function

of temperature, and introducing reasonable modifications to τ± we can fine-tune this model, such

that it is also quantitatively correct at all temperatures, faithfully reproducing the locations of all

minima Hc, and the observed magnitudes of both the suppression at Hc and maximal enhancement

at 18 T. For a sufficiently large choice of the coupling parameter η̃ we are even able to accurately
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reproduce the enormous ten-fold enhancement of the T = 1.5 K trace.

As observed exclusively in the κ(H||c) orientation and the elevated temperature traces for

the κ(H||ab) orientation the maximum suppression of κ(H) is a factor of 2-3 times larger than the

model can capture for any choice of ωc(H) or η̃ without any modifications of the phonon or hybrid

excitation scattering lifetimes τP , τ± respectively, this seems to suggest that the scattering lifetime

must be increasing with applied field in order to account for the full magnitude of this suppression.

Without more careful theoretical modeling, we can only speculate about what might be responsible

for an increased quasi-particle scattering rate under an applied field, but one potential explanation

relies on the sensitivity of phonon and hybrid excitation scattering alike to local spin disorder,

as characterized by the bulk magnetization M(H). By contrast to the case of CrCl3 explored in

chapter 5, the quasi-particle scattering rate of CsYbSe2 seems to increase with decreasing spin

disorder.

0 6 12 18

0

5

10

15

0 6 12 18

0

0.2

0.4

0.6

0.8

1

Figure 7.8: Squares are ∆κ(H)/κ0 data for CsYbSe2 and lines are the spin-phonon hybridization
model, where η̃ is allowed to vary as a function of temperature, and the scattering lifetimes τ−1

P , τ−1
±

have been modified with the inclusion of an additional H-linear scattering rate τ−1
H = cH. Curves

have been offset for clarity. The exact parameters used for η̃ and c are plotted in Fig. 7.9
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As observed at very low temperatures [119], a finite field applied in-plane contributes to the

formation of an up-up-down (uud) spin state that produces a distinct 1/3 plateau in the low−T

magnetization. Due to frustration and thermal fluctuations, a long-range uud state cannot be

stabilized at higher temperatures, but the formation of uud domains and spin clusters is likely, which

may possibly contribute to an abundance of domain walls on short length scales. In such a scenario

the increased domain wall formation associated with the gradual polarization of the spin lattice

may be responsible for the enhanced quasi-particle scenario, but such a hypothesis remains highly

speculative nonetheless. Whatever the actual physical mechanism, we can empirically account for

the observed decrease in the mean quasi-particle lifetime at finite field by introducing an additional

explicitly field-dependent scattering rate τ−1
H to τ−1

P , τ−1
± in Eqns. 7.41,7.43.
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Figure 7.9: The left hand side shows the dimensionless η̃ which produce best-fits of the ∆κ(H)/κ0

at each fixed temperature. These η̃ follow an approximately linear relationship, decreasing as a
function of temperature. The right hand side shows the empirical parameter c at each temperature
which produces the best possible agreement of the model with actual data, given in units of τ−1

0

per T , which controls the size of a field-dependent correction τ−1
H to the quasi=particle scattering

rate.

If such a scattering rate τ−1
H is indeed somehow directly correlated with magnetic disorder,

at lowest order it will depend on either the magnetization M(H) or the degree of spin polarization,
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[1 −M(H)/MS ], relative to a saturation moment MS . Thus if we treat τH as a correction to the

constant, boundary-scattering term τ−1
0 ≡ `−1

0 vs it should generically grow H-linearly at leading

order, at least for fields where M(H) is not close to the saturation moment, thus τ−1
H = cH is

a reasonable first-order assumption. The specific dimensionless η̃, and c, given in units of τ−1
0

per T , which produce the best fits of our measured data are plotted in Fig. 7.9. The optimal

value of η̃ seems to follow a linearly decreasing relationship with temperature, suggesting that the

magnetoelastic coupling weakens as a function of temperature, almost entirely disappearing by

∼ 80 K. This appears to be consistent with the complete disappearance of any appreciable field

dependence of κ(T ) at sufficiently elevated temperatures. By contrast, the best selection of c(T )

appears to vary non-monotonically, peaked around T ∼ 20 K, this is unsurprising given that the

total thermal conductivity itself, see Fig. 7.1, peaks near this temperature as well. At very low

temperatures, even if c is allowed to take on negative values, no advantage in fitting the data is

gained by the inclusion of finite c. This seems to suggest that the increase in the quasi-particle

scattering rate τ−1
H may be related to multi-phonon scattering processes, such such as Normal and

Umklapp processes that only become relevant at elevated temperatures. Further theoretical work is

certainly needed to explain how such terms generalize in the case of spin-phonon hybrid excitations.

7.6 Summary & Outlook

In summary, we have proposed a highly generic model of spin-phonon coupling, whereby

spin-flip excitation and phonons interact and hybridize via strain-modulation of the magnetic g-

tensor under applied field. From zero-field heat capacity, and low temperature thermal transport

data, we were able to independently deduce the speed of sound and a minimal set of parame-

ters that determine low-temperature phonon scattering properties. In order to explicitly model

the H-dependence of the thermal conductivity of CsYbSe2 we employ a straight-forward gener-

alization of the mean phonon scattering rate. On its own, this highly-simplified minimal model

is able to produce almost all of the important qualitative features of the κ(H||ab) data, namely

the non-monotonic H-dependence which results in pronounced minima Hc that shift outward as
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temperature increases. The model also potentially accounts for the observed massive enhancement

of the thermal conductivity at low temperatures. By fine-tuning the coupling parameter η̃ and

introducing additional explicit H-dependence into the quasi-particle scattering rate we can some-

what improve the success of this model in reproducing the quantitative features of the measured

data. Further theoretical work is certainly required to improve the quantitative agreement of this

model, but its success provides strong evidence for the presence of this g-tensor strain-modulation

mechanism of spin-phonon coupling, and the associated hybridization of phonons and spin-flip ex-

citations. We expect that this type of model is actually fairly generic and may be widely useful in

explaining the thermal transport data of many other magnetic systems.



Chapter 8

Conclusion

8.1 Summary

The work presented in this thesis has developed two universal models for magentoelastic

interaction in insulating magnets. The first such model, applied in our transport study of CrCl3,

empirically quantifies how spin disorder can modifying phonon scattering, and provides insight into

how the field dependence of a phonon-dominated bulk thermal conductivity is directly influenced

by magnetization in multiple behavioral regimes of a conventional antiferromagnet. In contrast to

many extensions of the Debye-Callaway model, that depend on microscopic parameters which are

often difficult to independently justify or quantify, this analysis is not-system specific or dependent

on a particular microscopic model, and as such, is widely applicable to a wide array of insulating

systems.

The second such model, used to describe features of the non-monotonically varying, field-

dependent thermal conductivity in CsYbSe2 describes a mechanism for magneto-elastic interaction

and potential hybridization between spin excitation and acoustic phonons via a strain modulation

of the magnetic g-tensor in a finite field. This culminates in a Janyes Cummings type toy model for

spin-phonon interaction, whose exact solution provides a prescription for calculating the thermal

properties of hybridized excitation with mixed statistical properties. Ultimately, this analysis is

also enormously successful in describing all the peculiar features of the CsYbSe2 data. While

spin-phonon hybridization has been explored in several contexts, [154, 122], including its effect on

thermal transport [50, 52], our work represents one of those most complete implementations of field-
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dependent modeling in a transport study. The strain mechanism of g-tensor modulation central

to this model is quite generic, and certain to appear in other contexts. Based on many distinct

similarities to other observed thermal conductivity data in materials such as RuCl3 [12, 14] and

our own preliminary data for K2V3O8 [24], we suspect that there are numerous other insulating

systems, where such an analysis can be successfully leveraged to explain the field evolution of

transport coefficients.

In studying insulating magnetic systems, we have also greatly expanded the usefulness of

cantilever-based magnetometry techniques. Our analysis of field-dependent resonant torsion mag-

netometry data for CsYbSe2 at various temperatures was successfully used to extract crystal elec-

tric field parameters in a manner completely orthogonal to conventional inelastic neutron scattering

probes. Given the unique sensitivity of resonant torsion magnetometry to anisotropy and the field-

dependent character of the CEF spectrum, we can strongly constrain CEF paramters, combating

traditional problems of degeneracy and under-determined fitting associated with inelastic neutron

scattering probes of CEF spectra. This work is broadly applicable to virtually any system fea-

turing rare-earth, 4f magnetic ions, including examples of pyrochlore [38] and triangular lattices

[118, 119, 112] which have recently gained intense interest for their potential to realize QSL spin

states.

8.2 Outlook

Naturally, further work needs to be done to test the models that we have developed for

magnetoelastic coupling. In the case of the hybridization model describing the thermal conductiv-

ity of CsYbSe2 there is also a significant amount of theoretical work that remains to be done to

clarify the functional dependence of scattering terms for hybridized excitations, and to verify the

basic properties of this model for more generic phonon spectra. Other materials in the family of

related rare-earth, delafossite compounds ARX2, where A = Na, K, Rb, Cs, R = any of the 4f rare

earth Lanthanides, and X = O, S, Se, many of which have already been synthesized, offer count-

less systems for direct comparison. The many options for elemental substitution in these nearly
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isostructural compounds provides an amazing capability to fine tune microscopic interactions. For

example, substituting the Jeff = 7/2 Yb3+ with either a Jeff = 5/2 Ce3+ or a Jeff = 15/2 Er3+

allows one to either greatly reduce, or greatly increase the complexity of crystal field interactions.
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Figure 8.1: Measured magnetoropic frequency shifts ∆f(θ) for the Jeff. = 15/2 triangular lattice
delafossite system CsErSe2, at various fixed fields up to 18 T at 2 temperatures, T = 1.7 K, 30 K.
This data exhibits a very robust negative mean curvatur observed at all temperatures.

There are also many outstanding questions that remain for the technique of resonant torsion

magnetometry. As discussed in chapter 4, we have observed, along with several collaborators [26], a

very large negative mean curvature in the preliminary magnetotropic data of a select few frustrated,

strongly interacting spin systems, namely the Kitaev candidate materials RuCl3 and Na2IrO3, and

as pictured in Fig. 8.1 triangular lattice delafossite CsErSe2. This negative mean curvature is

not currently predicted by our theoretical descriptions of these materials, and appears to be too

large to be attributed any of several mundane systematic effects for the cantilever measurement.

While it is attractive, and certainly plausible to try to explain this phenomena in terms of non-

analytic properties of the respective magnetic free energies of these materials, a more mundane

explanation may still exist that depends on non-linear vibration physics of the cantilever itself.

In either case, significant theoretical work remains. The resolution to this question of what is

behind the enormous negative mean curvature will likely require more than another PhD thesis’s
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work of dynamical modeling, finite element simulations, and carefully-controlled experimentation.

Answering this question is absolutely crucial to the continued success and applicability of this

experimental technique.
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