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Abstract

Short-term forecasting of building energy consumption (BEC) is significant for building
energy reduction and real-time demand response. In this study, we propose a new method to
realize half-hourly BEC prediction. In this new method, to fully utilize the existing data fea-
tures and to further promote the forecasting performance, we divide the BEC data into the
stable (cyclic) and stochastic components, and propose a novel hybrid model to model the
stable and stochastic components respectively. The cyclic feature (CF) is extracted via the
spectrum analysis, while the stochastic component is approximated by a novel Deep Belief
Network (DBN) and Extreme Learning Machine (ELM) based ensembled model (DEEM).
This novel hybrid model is named DEEM+CF. Furthermore, two real-world BEC experi-
ments are performed to verify the proposed method. Also, to display the superiorities of the
proposed DEEM+CF, this model is compared with the DBN, DBN+CF, ELM, ELM+CF,
Support Vector Regression (SVR) and SVR+CF. Experimental results indicate that the CF
has a great influence on the promotion of forecasting accuracy for approximately 20%, and
DEEM+CF performance is the best among the comparative models, with at least 3%, 6%,
10% better accuracy than the DBN+CF, ELM+CF and SVR+CF respectively under the
criteria of MAE.

Keywords: Building energy consumption, Cyclic feature, Deep belief network, Extreme
learning machine, Spectrum analysis

1. Introduction

The building energy consumption (BEC) accounts for about 30% of the whole energy
usage in the world, and it is still increasing in a fast speed [1]. The growing BEC has attracted
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much attention worldwide due to the environmental degradation [2]. On the other aspect,
recently, lots of advanced information technologies applied in buildings and grid make it
possible to realize end-to-end connection, pushing the building and grid to a new area where
the building’s role is transformed from the pure customer to multiple identical prosumer [3].
In such conditions, the hourly or half hourly short-term prediction of BEC has become a
foundation task in the real-time demand response, building energy optimization, etc., which
play a great role in both building energy reduction and grid operation and management [4].

To achieve short-term forecasting of BEC, lots of researches are conducted using various
methods. The methods applied in this domain mainly include physical models [5, 6], statistic
models [7], and machine learning methods [8]. Among these methods, machine learning
has become one of the most promising methods recently because of its good capacity in
nonlinear approximation without the need for some detailed or unavailable building and
environmental knowledge. Machine learning can be divided into the traditional machine
learning and deep learning. Each machine learning method has specific advantages and
application circumstances [9, 10, 11]. Aiming at improving the prediction performance of
BEC, some traditional machine learning methods are always integrated together according to
the application requirements. For example, in [12], the random forest is combined with the
back propagation neural network to generate a hybrid model for performance forecasting
of the ground source heat pump system. Jung [13] utilized the improved least-squared
Support Vector Regression (SVR) to realize more accurate BEC forecasting. Yuan et al.
[14] adopted the particle swarm optimization in an improved ELM for the robust forecasting
of the BEC. Huang et al. [15] constructed an ensemble forecasting model which combined
the extreme gradient boosting, SVR, ELM, and the multiple linear regression for energy
demand forecasting. These ensemble methods have achieved good results, and ELM is one
of the most popular method for its fast computing and good capability of approximation.

Another popular idea to achieve and improve the forecasting of BEC is to combine the
deep learning model with traditional model, because the deep learning has deeper computing
layers and allow higher levels of feature and relation abstractions [16], while the traditional
machine learning has lower computational complexity. Inspired by the idea of parallel system
and parallel learning [17, 18, 19], Tian et al. [20] utilized GAN to achieve data enhancement
which was applied in some traditional machine learning methods to improve the forecasting
results. Fu [21] presented a hybrid model adopting the empirical mode decomposition and
DBN to realize the forecasting of the building cooling load. Li et al. [22] proposed a modified
DBN utilizing ELM to boost the forecasting accuracy of BEC. However, in existing studies,
the abstracted features from various layers of the deep learning models are not fully utilized.

Even though, people have made lots of contributions to the improvement of machine
learning method in BEC forecasting, one unavoidable problem is that the performance of
machine learning method relies greatly on the input data, thus, it is significant to extract and
utilize the valuable features which are inherent in the original data. Recently, deep learning
began to be applied in feature engineering of BEC forecasting. In [23], Autoencoders and
GAN are used in feature extraction to improve the prediction accuracy of BEC. Some other
deep learning models such as DBN are also professional in feature abstraction via layer-
by-layer processing, but such features from each layer of deep learning model are not fully
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utilized. Besides the inherent features extracted by some deep learning methods, BEC has
its obvious cyclic feature – the daily periodic feature. People always leave home at about 8-9
am, and go back at 5-7 pm. Even in their work place, they work for a while then have a rest.
Also, the temperature are also periodic in one day [24]. All of these periodic components
combine to lead to the daily cyclic feature of BEC. In [25], the cyclic feature of electricity
demand is analyzed deeply and is utilized to generate the synthetic sequences. However, to
the authors’ knowledge, such cyclic feature has barely been taken into account in the present
algorithms for the BEC forecasting.

In this paper, a novel DBN and ELM based ensembled method considering the cyclic
feature of the observed data, named DEEM+CF, is proposed to achieve half hourly short-
term prediction of BEC. In this new method, the main steps are listed below:

• Firstly, the cyclic feature of daily BEC is extracted by spectrum analysis, and the
original data is divided into stable (cyclic) and the stochastic ones.

• Secondly, the DEEM is utilized to predict the stochastic ones. In the DEEM, different
layers of the DBN are used to abstract different levels of stochastic data features,
and the new constructed feature sets from each layer of DBN are then used to train
the corresponding ELMs. Such ELMs output the preliminary forecasting results, and
further being integrated by another ELM to generate the final predicted results for
the stochastic components. The DEEM takes full use of all abstracted features from
each layer of DBN.

• Thirdly, the predicted results from DEEM are combined with the cyclic feature to give
the final forecasting outputs of BEC.

What’s more, to prove the effectiveness and the superiorities of the proposed DEEM+CF
model, two experiments utilizing two real-world datasets are conducted in this paper, and
comparisons with the pure DBN, the DBN+CF, the ELM, the ELM+CF, the SVR and the
SVR+CF are made. Experimental results and comparisons demonstrate that the utilization
of the cyclic feature can greatly promote the BEC prediction accuracy approximately 20%,
and the DEEM+CF performs at least 3%, 6%, 10% better than the DBN+CF, ELM+CF
and SVR+CF.

The remainder of this paper is organized as follows. Section 2 gives a basic introduction
of the DBN and ELM. In section 3, the DEEM+CF model is proposed and illustrated
in details. In Section 4, two experiments utilizing two real-world datasets are performed to
prove the superiorities and effectiveness of the DEEM+CF. Finally, we draw the conclusions
of this research in Section 5.

2. Methodologies

The DBN and ELM models are the basic components of the proposed DEEM. In this
section, DBN and ELM will be introduced briefly.
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Figure 1: The architecture of DBN [26]

2.1. Deep Belief Networks (DBN)

DBN is stacked by several Restricted Bolzmann Machines (RBMs) one by one [26] as
depicted in Figure 1. It is expected to extract high levels of features out of the input data
space via layer-by-layer processing.

A single RBM is typically constituted by a hidden layer and a visible layer, and the
nodes of various layers are fully connected. The visible layer nodes are regarded as the
inputs, while the hidden layer nodes are seen as the outputs. The node values in each layer
constitute the binary vector as follows

v = {v1, v2, · · · , vi, · · · , vm}T ∈ {0, 1}m, (1)

h = {h1, h2, · · · , hj, · · · , hn}T ∈ {0, 1}n, (2)

where vi is the visible variable in the visible layer, hi is the hidden variable in the hidden
layer, m is the number of the visible layer nodes, and n is the total number of the hidden
layer nodes. The RBM is a model based on energy which is always expected to be lowest.
The energy function could be described as [26]

E(v,h|Θ) = −aTv − bTh− vTWh = −
∑
i

aivi −
∑
j

bjhj −
∑
i

∑
j

viwijhj, (3)

in which Θ = {W ,a, b} represents the set of the model parameters, W ∈ RI×J is the
weighting matrix, wij ∈W is the weighting variable between vi and hj, a ∈ RI and b ∈ RJ

are the bias vectors, ai ∈ a is the bias of each vi, and bj ∈ b is the bias of each hj.
To obtain well trained RBMs, the partial derivative of Θ needs to be computed via Gibbs

sampling, however it is time-consuming to run the Gibbs sampling for many times. To solve
this problem, Hinton [27] proposed the contrastive divergence method to train RBMs, and
this method just needs to run Gibbs sampling for K times. Usually, when K = 1, the RBM
is trained well.
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In DBN, the hidden layer of the former RBM is the input layer of the next RBM, and
the output of the ultimate RBM is fed into logistic regression. The training process of the
initial DBN is constituted by two stages which are the pre-training and fine-tuning process.
To begin, suppose that there is a training dataset (XXX,yyy) which has N samples {(xxxk, yk)}Nk=1

where xxxk = [x1k, x
2
k, · · · , xmk ]. The detailed training processes for the DBN are listed below

[26]:

• Step 1: Initialize the parameters of DBN including the number of input nodes m ,
the number of hidden and output nodes n, and the number of the hidden layers L.

• Step 2: Input XXX to the visible layer to train the weighting matrix Θ2
1 that connects

the input layer and the second layer. Θ2
1 is computed. From this training process, the

node values hhh(2) in the second layer of DBN will be obtained.

• Step 3: The node values hhh(2) in the second layer are then used to determine Θ3
2.

Then, the node values hhh(3) in the third layer will be gained.

• Step 4: Let l = 3, the node values hhh(l) in the lth layer are used to train Θl+1
l , and

the output results hhh(l + 1) of the (l + 1)th layer in the DBN will be got.

• Step 5: Set l = l + 1, and then the step 4 is iterated until l > L+ 1.

• Step 6: The outputs from the last hidden layer are fed into a logistic regression part to
generate the final output of the DBN. Then, utilize the training data set (XXX,yyy) again
to realize the fine tune of all the parameters of the DBN by the backward propagation
algorithm.

2.2. Extreme Learning Machine (ELM)
Suppose that the ELM has n hidden nodes and one output node. The architecture of

the ELM is depicted in Figure 2. For the input xxx = [x1, x2, · · · , xm], the output of the ELM
can be presented as

f(xxx) =
n∑
j=1

βjg(xxx,aaaj, bj) (4)

where wwwj = (ajajaj, bj)
T is the weighting vector that connects the input and hidden nodes, and

it is randomly given, βββ is the output weighting vector that connects the hidden and output
layers, and g represents the activation function.

In the training process of the ELM, no iteration is needed. For the given training dataset
(XXX,yyy) which has N samples {(xxxk, yk)}Nk=1 where xxxk = [x1k, x

2
k, · · · , xmk ], we firstly compute

the training matrix as

HHH =


g(aaa1xxx1 + b1) ... g(aaanxxx1 + bn)
g(aaa1xxx2 + b1) ... g(aaanxxx2 + bn)

... ... ...
g(aaa1xxxN + b1) ... g(aaanxxxN + bn)

 , (5)
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Figure 2: The architecture overview of ELM [28]

in which the parameters aaai, bi (i = 1, · · · , n) are randomly given. Then, the weights βββ
connecting the hidden layer and the output layer are directly computed via the least square
estimation method as

βββ = HHH+yyy (6)

where “ + ” means the Moore-Penrose generalized inverse, and yyy = [y1, ..., yN ]T.

3. The Proposed Forecasting Model Considering the Cyclic Feature

This section presents the proposed DBN and ELM based ensemble method considering
the cyclic feature, named DEEM+CF. For clear elaborations, the scheme of the proposed
forecasting model will be introduced firstly, and then the cyclic feature extraction will be
given, and finally, how to construct the DEEM will be illustrated.

3.1. The Scheme of the Proposed DEEM+CF

The scheme for constructing the proposed DEEM+CF model is shown in Figure 3 and
is briefly illustrated as follows:

• Step 1: Extract the cyclic feature which is the stable component of the original BEC
time series data.

• Step 2: Generate the stochastic time series data which is the residual part of the
original BEC data after removing the stable component – the cyclic feature. Then,
transform the stochastic time series data to the stochastic training dataset.

• Step 3: Utilize the stochastic training dataset to optimize the DEEM to achieve the
optimal forecasting performance for the stochastic data.

• Step 4: Integrate the predicted stochastic results with cyclic features to achieve the
final prediction of BEC.

Below, we will give the design details of the proposed DEEM+CF.
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Figure 3: The proposed forecasting scheme

3.2. The Cyclic Feature Extraction via Spectrum Analysis

3.2.1. Spectrum Analysis

One complicated signal can be transformed to simple waves which have specific cyclic
periods [29, 30]. Spectrum Analysis is able to achieve such decomposition in format of
Fourier series [31, 32] . Recently, this method is always adopted to analyze the inherent
information in many domains such as transportation [33, 34], electricity forecasting [35],
fault detection [36] and solar radiation analysis [37, 38]. Here, the spectrum analysis is
selected to extract the daily cyclic features of BEC series for its good capacity in finding
cyclic components. The following of this part is the definition of cyclic spectrum function .

Assume that f(t) is a periodic series with sampling period T . Then, f(t) could be
expressed to be Fourier series as

f(t) =

ni∑
j=1

cj · ejkwt (7)

where aj is the coefficient, and w = 2π
T

.
The Fourier series can also be expanded to be trigonometric polynomials series as

f(t) =
c0
2

+
∞∑
γ=1

cγ cos(kwt) +
∞∑
γ=1

dγ sin(kwt) (8)

where c0, cγ, dγ can be presented as

c0 =
T

2

∫ T
2

−T
2

f(t)dt, cγ =
T

2

∫ T
2

−T
2

f(t)cos(γwt)dt, dγ =
T

2

∫ T
2

−T
2

f(t)sin(γwt)dt. (9)
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3.2.2. The Extraction of the Cyclic Feature

To get the cyclic features, firstly, the average of daily BEC value pt is calculated and
obtained. The average of the daily BEC is expressed as

pt =
1

D

D∑
i=1

vti (10)

where pt is the average of the daily values at time t, vti is the original value at time t on the
ith day, D is the number of total days.

Then the spectrum function is utilized to extract the cyclic features of daily BEC. To
obtain more reasonable cyclic features, BIC is adopted to evaluate the performance of spec-
trum function. The number of cyclic components (trigonometric waves) will be increased,
and BIC of each different spectrum function is calculated. We select the spectrum function
which has the lowest BIC as the cyclic model of BEC, and the daily stable components pt

are obtained as

p̂t = c0 + c1 sin
(2πt

N

)
+ d1 cos

(2πt

N

)
+ · · ·+ cn sin

(2nπt

N

)
+ dn cos

(2nπt

N

)
, (11)

where N is the number of daily collected data, c0, c1, · · · , cn, d1, · · · , dn are computed via
the least square estimation method as follows


c0
c1
d1
· · ·
cn
dn

 =


1 sin

(
2π
N

)
cos
(

2π
N

)
· · · sin

(
2nπ
N

)
cos
(

2nπ
N

)
1 sin

(
4π
N

)
cos
(

4π
N

)
· · · sin

(
4nπ
N

)
cos
(

4nπ
N

)
· · · · · · · · · · · · · · · · · ·
1 sin

(
2Nπ
N

)
cos
(

2Nπ
N

)
· · · sin

(
2N∗nπ
N

)
cos
(

2N∗nπ
N

)


+ 

p1

p2

...
pN

 (12)

where “ + ” means the Moore-Penrose generalized inverse.
After the cyclic features are obtained, the stochastic components are computed via get-

ting rid of the stable ones (cyclic features) from the original data. Each original data can
be divided into the stable component and stochastic component as

vti = p̂t + xti (13)

where xti is the stochastic component at time t on the ith day.
The stable components reflect the trend of the BEC, while the stochastic components

present the specific and random features of the BEC. The stochastic components are com-
bined to 1-D time series data {x1, x2, · · · }. This remaining stochastic BEC data series is then
transformed to the stochastic training dataset (XXX0, yyy) which has N samples {(xxx0,k, yk)}Nk=1

where xxx0k = [x10,k, x
2
0,k, · · · , xm0,k].
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Figure 4: The architecture overview of the proposed DEEM.

3.3. Remaining Stochastic Data-Driven Design of the DEEM

3.3.1. The Framework of the DEEM

In this section, the DBN and ELMs are integrated in an ensemble forecasting method for
the forecasting of the stochastic BEC data. The architecture of the DEEM is shown in Figure
4, in which the DBN is utilized to generate the new representative feature datasets, and the
ELMs are selected to be the premier and ensemble forecasting models. Firstly, the original
training dataset is input to DBN model, and DBN extracts the new data features from the
stochastic training dataset via layer-by-layer processing. Each layer of DBN outputs one
new feature dataset which combines the target values to be the new training dataset. Then
the new training datasets are utilized to train separate ELMs to get the premier predicted
results of target values. Finally, all of the premier results are integrated and then combined
with the target values again to train another ELM and get the final predicted results.

The construction steps of the DEEM are listed below.

* Input: The stochastic training data sets (XXX0, yyy), the number of the hidden layers of
the DBN.

* Output: The final predicted result ŷ̂ŷy for the stochastic component.

• Step 1: Input the stochastic training dataset (XXX0, yyy) to the DBN model, and train
the DBN model. Suppose that the outputs from the ith hidden layer are XXX i (i =
1, 2, · · · , l), then from the ith hidden layer, one new dataset (XXX i, yyy) will be generated.
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• Step 2: Input the generated dataset (XXX i, yyy) to one corresponding ELM model to train
it and get individual predicted results yyyi (i = 1, 2, · · · , l). Besides, the initial training
dataset (XXX0, yyy) is also used to train a single ELM to obtain the predicted results yyy0.

• Step 3: Integrate all of the individual predicted results yiyiyis (i = 0, 1, · · · , l) by another
ELM model to generate the final predicted result ŷ̂ŷy.

In the DEEM model, from each hidden layer of DBN, we will generate one new dataset.
The input stochastic training dataset and the newly constructed datasets will all be used
to participate the forecasting of the BEC. Compared with the conventional deep learning
models, in the DEEM, the initial training dataset and all of the abstracted features from
the hidden layers are fully utilized.

Below, we will explain the details of such steps.

3.3.2. Training Data Generation and Learning of ELMs

The newly generated training datasets are obtained from each layer of the DBN. The
newly constructed training dataset for the ith hidden layer is (XXX i, yyy), and XXX i is obtained as

XXX i = ĝi(XXX i−1,WWW i, aaai, bbbi) (14)

where ĝi(·) represents the activation function in the ith hidden layer of the DBN, and
(WWW i, aaai, bbbi) is the weighting matrix connecting the (i − 1)th and ith hidden layers of the
DBN.

The input part XXX i of the newly generated dataset can be finally presented as

XiXiXi =


xxxi,1
xxxi,2
...
xxxi,N

 =


x1i,1 ... xmi,1
x1i,2 ... xmi,2
... ... ...
x1i,N ... xmi,N

 (15)

where m is the number of the ith hidden layer nodes in the DBN.
If the DBN has l hidden layers for feature abstraction, we will obtain l + 1 training

datasets which include l newly generated training datasets and one original stochastic train-
ing dataset. The l + 1 training datasets will be utilized to construct l + 1 corresponding
ELMs and to obtain l+1 premier individual forecasting results yis, which could be computed
as

yi,k =

ni∑
j=1

βi,jgi(aaai,jxxxi,k + bi,j) (16)

where i = 0, 1, · · · , l, k = 1, · · · , N , gi(·) is the activation function in the ith ELM, (ai,jai,jai,j, bi,j)
is the weighting vector which connects the input layer and the hidden layer of the ith ELM,
and there are ni hidden nodes in the ith ELM. βββi = [βi,1, · · · , βi,ni

]T is the weighting vector
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that connects the hidden and output layers of the ith ELM, and can be determined as

βββi =
[
βi,1, βi,2, · · · , βi,ni

]T
=


gi(aaai,1xxxi,1 + bi,1) ... gi(aaai,ni

xxxi,1 + bi,ni
)

gi(aaai,1xxxi,2 + bi,1) ... gi(aaai,ni
xxxi,2 + bi,ni

)
...

...
...

gi(aaai,1xxxi,N + bi,1) ... gi(aaai,ni
xxxi,N + bi,ni

)


+ 

y1
y2
...
yN

 (17)

3.3.3. Design of the Ensemble Part

In the ultimate ensemble part, the l+1 premier predicted results will be firstly combined
to be a new training dataset, and then the newly generated dataset will be utilized to con-
struct the ensemble model which is chosen to be the ELM again due to its low computation
complexity and good capability in nonlinear approximation.

Assume that the integrated training dataset for the final training is (YYY ,yyy), where YYY can
be expressed as

YYY =
[
yyy0, yyy1, · · · , yyyl

]
=


y0,1 · · · yl,1
y0,2 · · · yl,2

...
...

...
y0,N · · · yl,N

 (18)

in which yi,k is the predicted result for the input data xxxi,k, and can be obtained by (16).

YYY can also be expressed as

YYY = [yyy(0), yyy(1), · · · , yyy(N)]T (19)

where yyy(i) = [y0,i, y1,i, · · · , yl,i]T for i = 1, 2, · · · , N .
Then, the integrated training data set will be employed to construct another ELM. To

begin, suppose that the ELM in the ensemble part has q hidden nodes and its input-output
mappings can be given as

ŷi =

q∑
p=1

β̂̂β̂βpĝ(â̂âapyyy
(i) + b̂p) (20)

where i = 1, 2, · · · , N , (â̂âap, b̂p) is the weighting matrix that connects the input and hidden
layers of the integration ELM model, ĝ(·) represents the activation function in the integration

ELM, and β̂ββ is the weighting vector connecting the hidden and output layers.
To assure the performance of the ensemble ELM, its weighting vector is also obtained
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by the least square estimation as

β̂̂β̂β =
[
β̂1, β̂2, · · · , β̂q

]T
=


ĝ(â̂âa1yyy

(1) + b̂1) · · · ĝ(â̂âaqyyy
(1) + b̂q)

ĝ(â̂âa1yyy
(2) + b̂1) · · · ĝ(â̂âaqyyy

(2) + b̂q)
... ... ...

ĝ(â̂âa1yyy
(N) + b̂1) · · · ĝ(â̂âaqyyy

(N) + b̂q)


+ 

y1
y2
...
yN

 (21)

4. Experiments and Comparisons

To verify the advantages of the proposed DEEM+CF model, two comparative experi-
mental studies will be conducted in this section.

4.1. Experimental Setting and Applied Datasets

4.1.1. Comparative Methods

For the purpose of showing the advantages of the proposed DEEM+CF method, firstly,
several popular regression models including lasso regression [39], ridge regression [40] and
multi-polynomial [41] are adopted to be the comparative methods of spectrum analysis in
cyclic feature extraction. ELM is utilized to be the prediction model. Secondly, several
popular machine learning models, including the DBN, ELM, and the SVR, are selected to
be the comparative models of DEEM+CP. Besides, to verify the effectiveness of the cyclic
feature furthermore, the hybrid models that combine the cyclic feature with the DBN, ELM
and SVR are respectively constructed to be the comparative models too, i.e. the DBN+CF,
ELM+CF, and SVR+CF are also designed to be the comparative models.

4.1.2. Evaluation Indices

To evaluate the forecasting performance, Mean Absolute Error (MAE), Mean Absolute
Percentage Error (MAPE), Root Mean Squared Error (RMSE), and Pearson Correlation
Coefficient (r) are selected as the evaluation indices. The four comparative indices have
been widely used for forecasting accuracy evaluation and are computed as

MAE =
1

M

M∑
m=1

|ŷm − ym| (22)

MAPE =
1

M

M∑
m=1

|ŷm − ym|
ym

× 100% (23)

RMSE =

√√√√ 1

M

M∑
m=1

(ŷm − ym)2 (24)

r =

∑M
m=1(ŷm − E(ŷm))(ym − E(ym))√
(ŷm − E(ŷm)2)

√
(ym − E(ym)2)

(25)

where ym and ŷm are respectively the observed values and predicted values, E(·) represents
the average of the samples.
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Besides, to determine the number of cyclic features, Bayesian Information Criterion
(BIC) is adopted for model construction of the spectrum function. BIC can balance param-
eter adding and overfitting, and lower BIC means better model. BIC is calculated as

BIC = ln(M)k − 2ln(L̂) (26)

where M is the number of data, k is the number of parameters adopted by model, L̂ is the
maximum likelihood function of the model.

When the errors of model are independent and distributed according to normal distri-
bution, BIC can be presented as

BIC = M ln(σ̂2) + k ln(M) (27)

where σ̂2 is the error variance which is computed as

σ̂2 =
1

M

M∑
m=1

(ŷm − ym)2 (28)

4.1.3. Applied Dataset

Two buildings are chosen as the testing buildings to prove the effectiveness and superiori-
ties of the DEEM+CF method. The BEC datasets are retrieved from https://trynthink.github.io/
buildingsdatasets/.

The first building is located in Hialeah which is one of the warmest place in America. Its
energy consumption status was collected every 15 minutes from January 1, 2010 to December
31, 2010. There are 34940 samples in the dataset. Comparatively, the energy consumption
in summer is higher than the other seasons in this building. The original data was processed
and aggregated into the 30 minutes interval, and 17470 samples are obtained finally. In the
newly dataset, the value scale of energy consumption in half an hour is between 219 to 1032
kW.

The second building is from Pico Rivera, CA where the climate is comfortable. There
are four collected data points in one hour, and the data from January 1, 2010 to October
31, 2010 were selected. The data collected in summer is more fluctuant than in winter. The
data from this building was integrated into the 30 minutes interval too, and there are 14592
samples at last. The highest BEC in half an hour is 997 kW and the lowest value is 191 kW.

The original daily BEC data of the two buildings in one month is displayed in Figure
5(a) and Figure 5(b). In each experiment, the stochastic data and the original data will be
divided into two parts, we use the first 70% data as training dataset and the left 30% for
testing, and the size of the input sequence is set to be 10.
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(a) (b)

Figure 5: (a) Daily BEC data (kW) in the first experiment, (b) Daily BEC data (kW) in the second
experiment.

4.2. The First Experiment

4.2.1. Configuration of the Forecasting Models

The proper configuration of parameters is important for the forecasting accuracy of ma-
chine learning models. In this experiment, the optimal parameters of the models, including
the spectrum function, DEEM, and the comparative models are detailed below.

(a) Configuration of the spectrum function
To obtain proper number of the cyclic waves in spectrum functions, the average of the

BEC time series in the first building is computed firstly via (10) and then input to the
spectrum function model. The number of the cyclic waves in the form of trigonometric
functions changes from 1 to 30. The performance of each spectrum function with specific
number of cyclic waves is evaluated via BIC. The lower BIC means more reasonable cyclic
features are extracted without significant overfitting.

Figure 6(a) illustrates the performances of the spectrum functions with different number
of cyclic waves. From this figure, we can see that when the spectrum function has 25 cyclic
waves, it obtains the best performance in this experiment. To show the cyclic features more
clearly, the spectrum map which reflect the amplitude of cyclic waves which have different
frequencies is show in Figure 6(b). It is clear that there are two significant cycles in period
of 3-4 hours and 24 hours, and these two significant cycles are combined with other 23 cycles
to present the daily cyclic feature of BEC. The stable and the stochastic time series data are
then obtained. Figure 6(c) demonstrates the first 500 original BEC data of the first building,
and Figure 6(d) presents all of the remaining stochastic BEC data of the first building.

On the other aspect, to evaluate the performance of spectrum function in cyclic feature
extraction, lasso regression, ridge regression and multi polynomial regression are also used
to model the cyclic features, and ELM is selected to be the prediction model. Here, the
penalty coefficient of lasso regression is set to be 1, and the number of dimensions is set to
be 26. The penalty coefficient and the number of dimensions in ridge regression is set to
be 0.01 and 26 separately. The highest degree of independent variable in multi-polynomial
regression is set to be 10. All of the experiments are conducted for ten times, and the
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Figure 6: (a) The performance of the spectrum functions with different number of trigonometric waves in
the first experiment,(b) The spectrum map of cycle features in the first experiment (c) The former 500
original BEC data in the first experiment, (d) The stochastic BEC data in the first experiment.

predicted results using four cyclic feature models are compared under the criteria of MAE,
MAPE, RMSE and r.

(b) Configuration of the DEEM
The DEEM is composed of the DBN and ELMs, thus, for the purpose of achieving

accurate forecasting, it is significant to determine the proper numbers of the hidden layers
and the nodes in each hidden layer of the DBN and the ELMs. In order to seek the best
structure of the DEEM, the parameter searching experiment of the DEEM is conducted in
two stages. In the first stage, we fix the numbers of the hidden nodes in the ELMs, while
changing the numbers of the hidden layers and the nodes in each hidden layer of the DBN. In
the second stage, the selected best structure for the DBN in the first stage is fixed, while the
numbers of the nodes in the hidden layer of the premier and integration ELMs are changed.
Here, the original data are utilized to determine the best structure of DEEM for evaluation
of the proposed method.

In the first stage, we set the number of hidden layers from 1 to 7, and change the number
of the nodes in each hidden layer of the DBN from 50 to 800 at interval of 50. The predicted
performance of each DEEM with different number of hidden layers and hidden nodes is
evaluated under the criteria of MAE. Figure 7(a) shows the MAEs of different DEEMs. The
lower value of MAE means better forecasting performance of DEEM. It is clear that when
we choose 5 hidden layers and 750 hidden nodes in each layer of the DBN, MAE reaches the
minimal value throughout all of the results.

In the second stage, we fix the structure of the DBN with 5 hidden layers and 750 hidden
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Figure 7: (a) The MAEs of the DEEMs with different numbers of hidden layer and hidden nodes in DBN
when the premier and integration ELMs are fixed in the first experiment, (b) The MAEs of the DEEMs
with different numbers of hidden nodes in premier and integration ELMs when the DBN is fixed in the first
experiment.

nodes in each layer, while the number of hidden nodes in the premier ELMs are set from 5 to
50 at the interval of 5, and the number of hidden nodes in the integration ELM is changed
from 10 to 100 at the interval of 10. As the first stage, the performances of all of the DEEMs
with different number of hidden nodes in premier and integration ELMs are compared under
the criteria of MAE. Figure 7(b) shows the MAE comparison of such DEEMs. It can be
seen from this figure that the best premier and integration ELMs have 50 and 35 hidden
nodes respectively.

(c) Configuration of the other comparative models
To achieve the rationality of performance comparison, the optimal parameter searching

processes of the DBN, the ELM and the SVR using the original data are also carried to
accomplish the best performance of the comparative models.

(a) (b)

Figure 8: (a) The MAEs of the DBNs with different numbers of hidden layer and nodes when the regression
part is fixed in the first experiment, (b) Fine details of the forecasting performance in Figure 8(a).
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Figure 9: The MAEs of the ELMs in the first experiment.

In this paper, the adopted DBN is composed of several RBMs and one fully connected
layer for logistic regression. For the DBN, the numbers of the hidden layers and the nodes in
each hidden layer are also key factors affecting the forecasting accuracy. To obtain the best
parameters, the number of the nodes in each hidden layer is also changed from 50 to 800 at
interval of 50, the number of the hidden layers is set from 1 to 7, and the number of hidden
nodes in the regression part changes from 5 to 50 at interval of 5. MAE is selected again
to evaluate the performance of DBNs when the number of hidden layer and the numbers of
nodes in hidden layer and regression part are changed separately. The MAE achieves the
lowest result when the DBN has 2 hidden layers, 650 nodes in each hidden layer, and 35
hidden nodes in the regression part. Figure 8(a) shows the forecasting performance of the
DBNs with different numbers of hidden nodes and layers but fixed regression part. To trace
the important details of Figure 8(a), the key part of Figure 8(a) is zoomed in Figure 8(b).

The best structure of the ELM for comparison is also explored. The number of hidden
nodes in the ELM is set from 10 to 500 at the interval of 10. Figure 9 shows the MAEs of
such ELMs. We can observe that the best ELM has 60 hidden nodes.

For the SVR, we choose the RBF function to be its kernel function again. And, through
testing, we set the penalty and kernel coefficients to be 0.5 and 0.6 respectively.

4.2.2. Experimental Results

Table 1 shows the average values and standard derivations of MAE, RMSE, MAPE,
and r of the forecasting performance using different cyclic feature models when the ELM is
selected to be the prediction model.

Table 2 demonstrates the average values and standard derivations of the MAE, RMSE,
MAPE, and r of the forecasting models considering or without considering the cyclic feature
which is obtained by spectrum analysis. The predicted residential errors of the proposed
DEEM+CF and the other comparative forecasting models are recorded and their kernel
density histograms are shown in Figure 10.
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Table 1: Forecasting performance using different cyclic feature models when ELM is selected to be the
prediction model in the first experiment.

Model MAE RMSE MAPE(%) r

ELM+Lasso 31.627 ±1.274 44.692 ±1.184 5.044 ±0.189 0.971±1.674× 10−3

ELM+Ridge 32.698 ±0.489 44.235±1.141 5.032 ±0.175 0.971±8.751× 10−4

ELM+Multi-polynomial 30.468 ±1.230 41.787 ±0.571 4.920 ±0.133 0.975±5.253× 10−4

ELM+Spectrum 25.450 ±0.338 39.995 ±0.389 5.121 ±0.137 0.977±3.695× 10−4

ELM 34.009 ±1.054 48.165 ±1.159 5.826 ±0.223 0.964±1.701× 10−3

Table 2: Performances of the forecasting models in the first experiment (”model+CF” is the model consid-
ering the cyclic feature which is extracted by spectrum analysis).

Model MAE RMSE MAPE(%) r

SVR 36.751 ±0.000 48.065 ±0.000 6.479 ±0.000 0.965±0.000× 10−4

SVR+CF 26.544 ±0.000 36.852 ±0.000 4.869 ±0.000 0.982±0.000× 10−4

ELM 34.009 ±1.054 48.165 ±1.159 5.826 ±0.223 0.964±1.701× 10−3

ELM+CF 25.450 ±0.338 39.995 ±0.389 5.121 ±0.137 0.977±3.695× 10−4

DBN 32.197 ±0.593 46.565 ±0.444 5.504 ±0.108 0.966±6.311× 10−4

DBN+CF 24.690 ±0.213 34.036 ±0.241 4.497 ±0.058 0.983±2.275× 10−4

DEEM 30.462 ±0.450 43.892 ±0.385 5.159 ±0.084 0.970±5.116× 10−4

DEEM+CF 23.832 ±0.069 33.259 ±0.109 4.200 ±0.046 0.984±1.071× 10−4

4.3. The Second Experiment

4.3.1. Configuration of the Forecasting Models

Similar configuration schemes are utilized in this experiment. Details will be given below.
(a) Configuration of the spectrum function in the second experiment
Figure 11(a) shows the performances of the spectrum functions which have different

number of cyclic waves. According to this figure, the best spectrum function model has 26
trigonometric functions. Figure 11(b) shows the spectrum map of cyclic feature model. We
can see that there are two specific cycles in the period of 2 hours and 6 hours in 26 cycles.
The 26 cycles are combined to illustrate the daily BEC cyclic features in second building.
Figure 11(c) shows the first 500 original BEC data from the second building. Figure 11(d)
presents the remaining stochastic BEC data after removing the cyclic feature.

Besides, the ridge regression, lasso regression and multi-polynomial regression are also
selected as the comparative methods of spectrum function. The configurations of these three
comparative models are as the first experiment.

(b) Configuration of the DEEM
Again, the parameter searching process of the DEEM is constituted by two stages.
In the first stage, the structures of the premier and integration ELMs are fixed, while

the numbers of the hidden nodes and layers of the DBN are changed. Figure 12(a) shows
the MAEs of the DEEMs which have different numbers of hidden nodes and layers in the
DBN. According to Figure 12(a), the MAE of the DEEM obtains the lowest value when the
DBN has 3 hidden layers and 700 nodes in each hidden layer.
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Figure 10: The error histograms of the eight forecasting models in the first experiment.
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Figure 11: (a) The performance of the spectrum functions with different number of trigonometric waves in
the second experiment, (b) The spectrum map of cycle features in the second experiment , (c) The first 500
original BEC data from the second building, (d) The remaining stochastic BEC data after removing the
cyclic feature in the second building.
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Figure 12: (a) The MAEs of the DEEMs with different numbers of hidden layers and hidden nodes in DBN
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Figure 13: (a) The MAEs of the DBNs in the second experiment, (b) Fine details of the forecasting perfor-
mance in Figure 13(a).

In the second stage, the DBN in the DEEM is fixed as determined in the first stage, and,
we change the numbers of the hidden nodes in the premier and integration ELMs. Figure
12(b) illustrates the forecasting performance of such DEEMs with different ELMs. From
this figure, the best premier ELMs have 60 hidden nodes, and the best integration ELM
have 15 hidden nodes.

(c) Configuration of the other comparative models
In the second experiment, aiming at exploring the best structure of the DBN, we evaluate

the performance of different DBNs whose hidden layers and the hidden nodes in each hidden
layer are respectively set from 1 to 7 and from 50 to 800 at the interval of 50. Figure 13(a)
illustrates the MAEs of such DBNs. The best comparative DBN model has two hidden
layers, 300 nodes in each hidden layer, and 30 hidden nodes for regression.

In order to acquire the best structure of the ELM in the second experiment, we change
the number of the hidden nodes from 10 to 500 at the interval of 10. Figure 14 shows the
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Figure 14: The MAEs of the ELMs in the second experiment.

Table 3: Performances of the forecasting performance using different cyclic feature models when ELM is
selected to be the prediction model in the second experiment.

Model MAE RMSE MAPE(%) r

Lasso 27.380 ±1.143 42.007 ±0.887 5.840 ±0.271 0.965±1.400× 10−3

Ridge 27.313 ±1.082 41.678 ±2.143 6.492 ±0.205 0.973±2.670× 10−3

Multi-polynomial 25.146 ±1.082 38.917±1.665 5.330 ±0.342 0.969±2.576× 10−3

Spectrum function 23.343 ±0.637 34.343 ±1.502 4.935 ±0.346 0.977±3.111× 10−3

MAEs of such ELMs. According to this figure, the best ELM has 270 hidden nodes.
Furthermore, the optimal structure exploration procedures for the SVR are as the first

experiment. For the SVR, we also utilzie the RBF activation function, and set the penalty
and kernel coefficients to be 0.7 and 0.5 respectively.

4.3.2. Experimental results

In this experiment, the prediction of ELM using different cyclic features extracted by
spectrum analysis, lasso regression, ridge regression and multi-polynomial were performed
for 10 times separately again. Table 3 presents the average of MAE, RMSE, MAPE, and r of
the forecasting performance of the ELM using different cyclic feature models in the second
experiment.

Besides, the proposed DEEM+CF, the proposed DEEM, the DBN+CF, the DBN, the
ELM+CF, the ELM+CF, the ELM, the SVR+CF and the SVR were also conducted for 10
times again. The MAE, RMSE, MAPE, and r are chosen to be the comparative indices too.
Table 4 lists the comparison results of these models.

The forecasting errors of these eight models are also recorded. The kernel density his-
tograms of the forecasting errors of the eight forecasting models are displayed in Figure 15.

4.4. Comparison and Discussion

From the figures and tables above, we have the following observations and conclusions.
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Table 4: Performances of the forecasting models in the second experiment.

Model MAE RMSE MAPE(%) r

SVR 38.700 ±0.000 50.790 ±0.000 8.260 ±0.000 0.954 ±0.000× 10−4

SVR+CF 22.124 ±0.000 31.620 ±0.000 5.237 ±0.000 0.980 ±0.000× 10−4

ELM 26.937 ±2.466 44.522 ±2.760 5.566 ±0.541 0.962 ±4.930× 10−3

ELM+CF 22.449 ±0.975 32.413 ±1.356 4.755 ±0.243 0.978 ±2.414× 10−3

DBN 25.219 ±0.855 42.235 ±0.360 5.241 ±0.064 0.966 ±6.069× 10−4

DBN+CF 20.252 ±0.212 29.683 ±0.170 4.584 ±0.052 0.982 ±2.275× 10−4

DEEM 23.793 ±0.141 41.032 ±0.228 4.875 ±0.045 0.968 ±3.702× 10−4

DEEM+CF 19.063 ±0.132 28.685 ±0.122 4.247 ±0.041 0.983 ±1.071× 10−4
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Figure 15: The error histograms of the eight forecasting models in the second experiment.

• From Figures 6 (c) (d) and 11 (c) (d), we can see that the original data has clear
stable and periodic feature, but the remaining data is much more stochastic than the
original data.

• From Figures 7(a), 12(a), 8 and 13, it can be clearly seen that, with the increase of the
hidden layers of the DBN, the MAE value of the DEEMs has a downtrend, but the
MAE of the pure DBN model increases rapidly when the number of the hidden layer is
higher than a threshold. Consequently, we can conclude that the full utilization of the
extracted features from different layers of the DBN can help to achieve more accurate
forecasting performance.

• According to Figures 7(b) and 12(b), the number of hidden nodes in the premier and
integration ELMs can influence the performance of the DEEM, and the hidden nodes
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in the premier ELMs has greater influence compared with those in the integration
ELM.

• Table 1 and Table 3 present that the prediction utilizing cyclic feature extracted by
spectrum analysis obtain the best performance. Utilizing ridge regression, lasso regres-
sion, and multi polynomial models to extract the cyclic features can also improve the
forecasting performance of BEC. From our results the multi-polynomial also performs
better than the other two models.

• Table 2 and Table 4 demonstrate that the accuracy of the forecasting models consid-
ering the cyclic feature extracted by spectrum analysis is much better than those that
do not combine the cyclic feature. According to the criteria of MAE, in the first exper-
iment, the DEEM+CF, DBN+CF, ELM+CF and SVR+CF are respectively 21.765%,
23.316%, 25.167%, 27.773% better than the DEEM, DBN, ELM and SVR which don’t
consider the cyclic feature. In the second experiment, the DEEM+CF, DBN+CF,
ELM+CF and SVR+CF are respectively 19.880%, 19.695%, 16.661%, 42.832% bet-
ter. In addition, the DEEM+CF has the best accuracy, and it is 3.475%, 6.538%,
10.217% better than the DBN+CF, ELM+CF and SVR+CF respectively in the first
experiment, and in the second experiment 5.871%, 15.083%, 13.836% better than these
three comparative models. Furthermore, according to the standard derivations of the
evaluation indices, the forecasting performance of the DEEM+CF is relatively more
stable in contrast to the other comparative models except the SVR.

• From Figures 10 and 15, we can clearly observe that there exist more errors around zero
in the histograms of the models that consider the cyclic feature. This also implies that
the cyclic feature can improve the forecasting accuracy. Again, the error histograms of
the DEEM+CF are the narrowest and highest ones which also imply the most accurate
forecasting performance of this proposed model.

Overall, the prediction models, that consider the cyclic feature, have much higher fore-
casting accuracy than the models that are directly trained by the original data, and the
proposed DEEM+CF performs more stably and accurately compared with the other mod-
els. This proves that the cyclic feature has great influence on the accuracy promotion of the
BEC forecasting, and the full utilization of the abstracted features from all the layers of the
DBN is also useful and helpful to improve the forecasting performance.

5. Conclusion

Short-term forecasting of BEC is helpful to the real-time building energy-demand re-
sponse, the energy planning and the building management. In this paper, a novel deep
belief network and extreme learning machine based ensemble method considering the cyclic
feature is proposed to promote the accuracy of half hourly BEC forecasting. In the proposed
ensemble model, the stable component – the cyclic feature of the BEC is extracted via the
spectrum analysis, while the remaining stochastic component after removing the stable com-
ponent from the original BEC data is used to construct the DEEM. Two experiments are
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performed to prove the effectiveness and superiorities of the proposed DEEM+CF model.
As demonstrated by the experimental results and comparisons, the cyclic feature can im-
prove the prediction performance for about 20% better than those without the utilization of
cyclic feature, and what’s more, the proposed DEEM+CF model has much higher accuracy
than the other comparative models, separately 3%, 6%, 10% better at least than DBN+CF,
ELM+CF and SVR+CF under the criteria of MAE in our experiments.

In this study, we achieve the parameter optimization of the DEEM via fixing and changing
the structures of the ELMs and the DBN alternately. However, the parameter optimization
method is not the best, and it still needs further exploration. Besides, the cyclic features
are greatly related to occupancy which is one of the key factors in BEC forecasting. It is
valuable to study and apply the relationships between them. In the future, the relationships
and their applications will be one of our key researches.
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