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Individual-level choice has become a fundamental and pervasive logic within research and policy 

focused on improving end-of-life care. This includes choosing the setting in which death is to 

occur (e.g., site of death including home, hospital, and nursing home). However, there is 

considerable geographic variability in site of death across the US, suggesting that where you live 

matters for where you die, beyond just individual choice and preference. This dissertation relied 

on an ecological framework to analyze geographic disparities in site of death and empirically 

investigate how death is shaped in different contexts in the US and how this has changed over 

time. This research utilized a unique combination of restricted population-level death certificate 

data (1991-2017) and county-level datasets focused on the social, economic, healthcare, political, 

and religious characteristics of counties. Analyses were restricted to older adults (65 years of age 

and older) who died of natural causes to isolate a pervasive and similar dying experience. Several 

innovative methods were employed, including multilevel modeling and latent class growth 

analysis. Despite a national trend depicting a decrease in hospital death and an increase in home 

death, findings from this dissertation suggest considerable variation in site of death across 

counties in the US. Additionally, the county where death occurred mattered substantially for the 

likelihood of dying in a particular setting. Finally, site of death was shaped by the characteristics 

of the context in which death occurred, including the county-level economic and healthcare 

environments. For example, counties with high and stable home death rates were more likely to 

have poorer economic circumstances and a lack of healthcare resources. Despite an emphasis on 
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choice at the end of life, I argue that heterogeneity in geographic context across counties makes 

choice related to site of death an illusion for many people. Continued reliance on the choice 

discourse will only detract from identifying and diminishing geographic disparities in site of 

death. Moving forward, it is imperative for research and policy focused on end-of-life care to 

consider how choice is embedded within local contexts.  
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CHAPTER 1. Introduction 

Due to biomedical and technological advancement, it is possible to stave off death to limits not 

previously seen in human history. Additionally, due to increased social emphasis on patient 

autonomy within medicine, individuals are now not only given the right to make advance 

decisions about their death and dying experience but are strongly encouraged to do so to improve 

the quality of their dying experience. This idea of patient choice has been the preeminent 

discourse within research and policy focused on end-of-life care for several decades (Institute of 

Medicine 1997, 2015; World Health Organization 2004). Reflective of Western ideologies 

rooted in autonomy and self-determination, the patient choice discourse found its footing in a 

relatively contemporary shift towards valuing patient autonomy and patient-centered care 

(Kaufman 2005). The shift to valuing patient autonomy culminated in the passage of the Patient 

Self-Determination Act in 1991, allowing patients to accept and refuse medical treatment and 

utilize advance directives to articulate treatment preferences. Hence, the sheer number of choices 

related to how, what, when, and where someone dies have proliferated in recent decades. The 

emphasis on patient choice related to death and dying has been particularly salient concerning 

site of death (Gomes and Higginson 2004). Site of death, including home, hospital, and nursing 

homes, has been identified as an indicator of quality end-of-life care (De Schreye et al. 2017; 

Institute of Medicine 1997, 2015) and a large body of work focuses on individual preferences for 

site of death (Gomes et al. 2013; Higginson and Sen-Gupta 2000), as well as issues related to 

congruence in preferred and actual site of death (Ali et al. 2015; Bell, Somogyi-Zalud, and 

Masaki 2010; Fischer et al. 2013). In general, this research emphasizes that ascertaining an 

individual’s preferred site of death and ensuring they can die in that place is an essential 
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indicator of good and high-quality end-of-life care and has come to be regarded as “good dying” 

(Emanuel and Emanuel 1998).  

Despite its altruistic focus on improving end-of-life care, a strong emphasis on patient 

choice1  within end-of-life research is limited in three important ways. First, choice has long been 

thought to enhance end-of-life care; however, this has yet to be documented empirically. Rather 

patient choice does not always lead to the anticipated enhancements in end-of-life outcomes 

(Mol 2008). For example, research has suggested that patient choice could hinder both the 

quality and equity of healthcare services because choice may have different impacts on different 

groups, and patients may be unequally equipped to make choices in the first place (Fotaki 2010, 

2013). Additionally, patient choice requires considerable amounts of energy (Schwartz 2014) 

and is often not consistent, varying based on the way information is provided, how the role of 

choice is framed, and the context in which decisions are made (Dixon et al. 2010). This is 

especially troublesome within the realm of end-of-life care, where individuals are likely in grave 

health and especially vulnerable.  

Furthermore, research focused on choice at the end of life has primarily emphasized the 

relationship between advance care planning and end-of-life care quality. The purpose of advance 

care planning–including but not limited to advance directives, do-not-resuscitate (DNR) orders, 

living wills–is to create goal-concordant care in which preferred and actual care are congruent at 

the end of life for a variety of end-of-life outcomes. However, despite an enormous body of 

research investigating the potential effectiveness of advance care planning on improving end-of-

life care for the dying, the results remain tenuous and inconclusive (Brinkman-Stoppelenburg, 

 
1 Choice, autonomy, and preference can be used interchangeably to refer to the same general idea that patients 
can and should be involved in their medical decision-making process, especially as it pertains to end-of-life 
care. Therefore, to avoid redundancy, I will also use these terms interchangeably but for the same general idea. 
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Rietjens, and van der Heide 2014) and have elicited critique in recent years (Fagerlin and 

Schneider 2004; Perkins 2007; Prendergast 2001; Teno 2004). Additionally, a paucity of 

research has explicitly examined congruency as an outcome and instead has focused primarily on 

limiting medical intervention (e.g., hospital and ICU admission, hospice use, life-sustaining 

treatment) regardless of stated patient preference. This makes it impossible to ascertain whether 

advance care planning results in differences in healthcare utilization or enhances the dying 

experience for patients based on their stated preferences (including preference for site of death). 

Therefore, despite the immense quantity of research, it is unclear whether or how enhanced 

patient choice related to death and dying results in improved care for the dying.  

Secondly, the idea of choice is predicated on there being multiple conceivable options 

available for individuals to choose from. Choices about the dying experience are not simply a 

byproduct of individual preference. They can be constrained in significant ways, whether that be 

economic disadvantage, lack of social support, or health service inaccessibility, to name a few. 

For example, in the most extensive study of dying individuals ever undertaken, the availability of 

healthcare in a given region was predictive of whether someone died in a hospital rather than at 

home (Pritchard et al. 1998). Importantly, in this same study, no relationship was found between 

patient preferences and site of death. Therefore, if healthcare environment factors such as these 

influence site of death, then choice as a predictor for end-of-life outcomes is only pertinent when 

choices are available. In the case of site of death, individual preference is not simply a byproduct 

of choosing to die in one setting rather than another but is dictated and constrained by the 

geographic context (e.g., county, state, region) in which that person resides and the available 

resources. Since the rhetoric of patient choice often assumes that all individuals have similar or 
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at least a few choices available to them, research in this area is currently limited by its narrow 

emphasis on choice to understand outcomes at the end of life.  

Finally, when discussing “choice” as related to end-of-life care, home has become 

normalized and idealized as an outcome representative of the quality of the dying experience 

(Drought and Koenig 2002). Although site of death has been identified as an important indicator 

related to quality end-of-life care (De Schreye et al. 2017), home death is often assumed to be the 

positive and, therefore, preferable end-of-life care outcome. Home death is consistently 

portrayed as a positive outcome in part because overutilization of healthcare services at the end 

of life has been shown to lead to an intensification of adverse end-of-life events, including 

multiple healthcare transitions, hospitalizations, and ICU utilization (Hall 2019; Kaufman 2015). 

However, there is a spectrum of under- as well as over-utilization of health services at the end of 

life. On the one hand, home death could indicate a death that took place at home, assisted by 

hospice, with communication, foresight, and a lack of unnecessary medical intervention. On the 

other hand, a home death could indicate underutilization of healthcare services at the end of life 

due to inadequate economic, social, or healthcare resources. Therefore, home death may not so 

obviously suggest choice, availability, or high-quality care–all of which have become 

synonymous with home death in recent decades. Research is currently limited by its continual 

emphasis on home death as a positive indication of enhanced patient choice and good quality 

end-of-life care (MacArtney et al. 2016). More attention has been paid to the complicated 

experience of dying at home in recent years (Gray 2020; Kolata 2019; Leiter 2019); however, 

this remains an exceptional viewpoint.  

Based on these three limitations of the choice discourse, it is critical for research focused 

on end-of-life care, generally, and site of death, specifically, to begin relying less heavily on 
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these normalized, idealized, and subjective ideas of choice and preference within end-of-life care 

as their primary guiding framework. An emphasis on patient choice is not empirically supported 

and keeps research focused on individual behaviors, which are not easily altered (Cohen, 

Scribner, and Farley 2000; Drought and Koenig 2002). Additionally, the choice discourse draws 

attention away from the social and physical environments that likely shape dying in important 

ways–ones that are not altered by choice or preference. That is, the current emphasis on patient 

choice does not consider how choice could be complicated or constrained in important ways and 

instead assumes that choice is the primary mechanism by which to enhance end-of-life care. By 

not looking at these constraining factors, current research is missing an important opportunity to 

deemphasize the assumption of choice in end-of-life care and advance this critical field of 

inquiry.  

A growing area of research has documented the critical role of ecological context in 

shaping health (Subramanian, Kawachi, and Kennedy 2001), mortality (Monnat et al. 2019), and 

health service access (Kirby 2008). Context is a term with a breadth of meaning, and in this case, 

is used to refer to the characteristics of a geographically bounded place (e.g., school, 

neighborhood, county, state), including but not limited to social features, political and religious 

ideology, economic well-being, and healthcare accessibility. Nascent research has extended this 

line of inquiry by investigating geographic variation in site of death and has begun to document 

place-based disparities in site of death. Utilizing this kind of ecological approach to investigate 

site of death enables two important outcomes. First, it allows research to circumvent the choice 

paradigm and instead consider how context shapes and constrains choice and autonomy at the 

end of life. Second, having enhanced clarity around how context shapes and constrains choice at 

the end of life could work to improve future end-of-life care research and policy.  
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Theoretical Framework  

Arguably, one of the most important contributions of sociology to date is the notion that 

individual behavior is not simply produced from personal volition but rather is deeply influenced 

by the social context in which one resides. Utilizing suicide rates in various European countries 

during the nineteenth century, Durkheim demonstrated how “suicide is not a phenomenon just at 

the level of the individual, but rather has a social nature” (Durkheim 1951:46). Instead of 

assuming that suicide was an exclusively personal experience brought on by individual troubles, 

he identified immense permanence in suicide rates and extensive variability across countries with 

varying levels of social integration and regulation. The idea that the context in which we live has 

profound impacts on our lives beyond our own recognition has implications far beyond the study 

of suicide and has had a vast impact on how sociologists have approached the study of 

inequality.  

Since Durkheim’s seminal work, there has been a sustained tradition within social 

science research of investigating differences in human behavior, health, and mortality as a 

function of social context rather than just individual characteristics or choices (Gieryn 2000; 

Logan 2012). Context as a concept within social science research has become commonplace and 

has been used interchangeably with other concepts like place, environment, and structure. 

However, relying on an ecological model (Bronfenbrenner 1977; Center for Disease Control 

2021), context can be conceptualized as the ways in which individuals are nested within both 

physical and social environments (e.g., home, school, neighborhood) that influence attitudes and 

behaviors. The principal theoretical underpinning of ecological perspectives suggests that the 

places where people live matter for individual health, well-being, and, ultimately, mortality. The 

primary hypothesis guiding ecological approaches to health posits that contextual characteristics 
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are determinants of individual health and mortality in that geographic places provide differential 

opportunity structures for individuals living within that context (Lobao, Hooks, and Tickamyer 

2007). Given that different contexts have different opportunity structures for residents, the same 

set of choices may likely not be available to all individuals and, therefore, will vary by context. 

As it relates to site of death, this suggests that the ability to make choices about site of death is 

constrained by the geographic context in which a death ultimately occurs. This could be as 

straightforward as a lack of contextual economic resources (e.g., county or state funding) to 

receive various forms of care or an absence of proximate healthcare options such as hospitals, 

long-term care (e.g., assisted living, nursing homes), hospice, or home health care. However, 

such choices could also be impacted by more complex and nebulous social structures, including 

social composition, religious ideology, or political ideology. Therefore, it is necessary to 

consider an ecological perspective in thinking about site of death as place-based and contextual 

characteristics are likely shaping the experience of dying in the US.  

Building on the burgeoning area of research within studies of health, this research will be 

grounded in literature that has emphasized the importance of ecological factors on population 

health. An emphasis on structural and ecological approaches to studying mortality have been 

applied to outcomes such as life expectancy (Murray et al. 2006; Vierboom, Preston, and Hendi 

2019), self-rated health (Subramanian et al. 2001), drug-related mortality (Monnat 2018a; 

Monnat et al. 2019), but have been applied less so within research on end-of-life care, including 

site of death. In terms of the importance of different contexts, this research will rely exclusively 

on the county as the geographic unit of analysis to understand how site of death varies within the 

US. Counties have long been considered an important unit of analysis within research on 

population health (Murray et al. 2006) and represent important social, economic, political, and 
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healthcare environments in which people reside. Counties are particularly salient for research on 

end-of-life care and site of death because counties are important delegators of funding for public 

health, local health service infrastructure, and economic development, all of which are likely to 

impact both the provision and the perceived social value of end-of-life care. Other sub-national 

analyses, including census tracts, blocks, and neighborhood measures, have several drawbacks. 

First, and most importantly, they are not available for population-level mortality data. Second, 

these units of analysis are too small and plentiful to compare meaningful differences across the 

entire US. Finally, these small-area units are not administratively meaningful for studying 

mortality in the way that counties are. Although states are an available contextual indicator and 

have administrative relevance for healthcare provision, they do not provide sufficient 

information about variation related to death and dying as there is considerable variation related to 

site of death both across and within states. Therefore, counties represent an ideal scale by which 

to explore the role that ecological context plays in shaping site of death in the US.  

By not taking place more seriously, previous research has missed an opportunity to 

acknowledge and consider how different geographic locales fundamentally shape individuals’ 

social, cultural, and economic resources at the end of life. Therefore, this study relies on an 

ecological perspective to investigate notions of choice related to end-of-life care. For this 

dissertation, I aim to examine how site of death is related to county context by utilizing an 

ecological perspective to bring both new theoretical and analytic tools to our understanding of 

choice at the end of life.  

Demographic Aging  

Issues of death and dying cannot be fully understood without considering the aging of the 

population. First, global population aging is leading to an increase in the proportion of older 
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adults in the population. Due to declines in fertility, mortality, and migration (Christensen et al. 

2009; Goldstein 2009), the US is projected to see a significant increase in the proportion of 

adults over the age of 65 with the aging of the baby boomer population, who are expected to 

reach older adulthood by 2030 (US Census Bureau 2018). Additionally, the aging of the 

population is not randomly distributed within the US (US Census Bureau 2020), and rural areas 

have a higher proportion of aging adults due to the complex relationship between aging-in-place 

and out-migration of younger residents (Nelson 2013). This significant increase in the proportion 

of older adults in the population has important implications for the provision of care as it could 

put strain on the current end-of-life care system. Additionally, due to this demographic change, 

the nature of death has changed drastically over the last century, with the majority of the 

population dying in old age due to chronic illness (Crimmins 2015). This type of illness and 

death is fundamentally different from what has been observed in previous generations and 

requires special consideration. 

Secondly, aging is a social process that is both ubiquitous and highly stratified 

(Abramson and Portacolone 2017). Despite the universal reality of aging across the population, 

the experience of aging within society is highly unequal. This has been shown repeatedly within 

theories of the life course and cumulative (dis)advantage (House et al. 1994; Pearlin et al. 2005; 

Willson, Shuey, and Elder 2007). Additionally, aging is a case by which to investigate the 

interplay between human lives and social structure as aging is both a social process at the level 

of the life course and a structural feature that shapes the experience of aging (Riley 1987). 

Therefore, it is imperative to consider aging in the context of end-of-life. 
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To account for the role age and aging plays in shaping experiences at the end of life, this 

dissertation will focus exclusively on older adults who have died of “natural causes2.” The 

thought here is that the analytic sample will be restricted to similar types of death. Therefore, 

deaths due to accident, homicide, or suicide are inherently different in their implications for site 

of death. The same could be said for “natural deaths” occurring among individuals who are not 

yet considered to be “older adults.” The type of death that I aim to analyze is one that is currently 

well documented in the literature: a death that is a byproduct of the demographic transition and 

the aging of the population resulting in a death in later life due to chronic illness and a dying 

experience that is (potentially) prolonged. By restricting the analytic sample in this way, I will be 

able to assess trends in geographic variation concerning one particular and prevalent kind of 

death.  

Objectives 

This dissertation will utilize an ecological perspective to analyze geographic disparities in site of 

death as a means of empirically investigating how death is shaped in different contexts within the 

US and how this has changed over time. I hypothesize that despite the contemporary emphasis 

on patient choice and autonomy, site of death is not simply a matter of choice within the general 

population and instead varies considerably based on where one lives in the US and is impacted 

by structural factors. Utilizing population-level death certificate data between 1991 and 2017, 

this dissertation aims to investigate both temporal and geographic variation in site of death using 

three distinct but complementary quantitative methods. In Chapter 2, I will examine the 

relationship between site of death and place of death between 1991 and 2017 in the US to 

ascertain how important counties are in shaping site of death and how this relationship has 

 
2 Natural deaths, for death certificate data, are those that are considered to not be the result of accident, suicide, 
homicide, or unknown source.  
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changed (if at all) in the past three decades. From here on, relative to site of death, “place of 

death” will refer to the geographic context (county, state, region) in which a death took place. In 

Chapter 3, I will utilize latent class growth analysis to, first, identify the most prevalent site of 

death trajectories among counties in the US between 1991 and 2017 and, second, to test whether 

county-level structural and cultural constraints are predictive of membership in site of death 

trajectories. In Chapter 4, I will explore the relationship between compositional and contextual 

effects for a contemporary period of deaths (2015-2017) to discern whether and how 

compositional and contextual factors shape individual site of death. In all, these three empirical 

chapters will work in tandem to provide a framework that aims to establish the importance of 

place in shaping site of death in the US and, in effect, provide important insights into future end-

of-life policy interventions. Finally, in Chapter 5, I will provide a conclusion addressing what the 

empirical findings presented in the previous three chapters suggest about our current 

understanding of choice as related to site of death as well as suggestions for the future of both 

research and policy aimed at improving end-of-life care in the US.  
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CHAPTER 2. Temporal and Geographic Variation in Site of Death in the US 

Introduction 

End-of-life care is important given demographic changes in the aging population in the United 

States (US) due to declining fertility and mortality rates (Christensen et al. 2009; Goldstein 

2009). The US is projected to see a significant increase in the proportion of adults over the age of 

65 with the aging of the baby boomer population, who are expected to reach older adulthood by 

2030 (US Census Bureau 2018). Site of death (e.g., the setting in which death occurs, including 

home, hospital, or nursing home) has been frequently used as a proxy measure for studying the 

quality of end-of-life care. Among the adult population, there has been an increase in the overall 

proportion of home and nursing home deaths and a decrease in hospital deaths (Cross and 

Warraich 2019; Olaisen 2020). Additionally, an emergent body of work has begun to document 

geographic variation related to site of death in the US, suggesting that the likelihood of dying in 

a particular site may vary based on the geographic context in which someone lives (Gruneir et al. 

2007; Xu, Wu, and Fletcher 2020). However, to date, no research has analyzed geographic 

variation as a function of time. Since place is dynamic, adding a temporal dimension to the study 

of geographic disparities in site of death would allow for the identification of how the 

relationship between site of death and geographic context has changed over the course of several 

decades. Uncovering this empirical information would quantify geographic disparities and give a 

sense of whether potential place-based disparities in site of death are a new or persistent 

phenomenon.  

In this chapter, I expand on these lines of inquiry to establish the importance of counties 

in shaping site of death in the US in the past 27 years. This study utilizes population-level death 

certificate data for older adults who died of natural causes between 1991 and 2017 to, first, 
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quantify how important counties are (as a measure of place) in relation to site of death and, 

second to assess how spatial inequality in site of death has changed over time. This study will 

employ a multilevel approach to analyze two important end-of-life outcomes: hospital death and 

nursing home death (relative to home). Findings indicate that differences between counties 

account for a substantial portion of the variation in site of death and that this variation has 

remained consistent over the 27-year period suggesting that counties have remained (and will 

likely continue to remain) important factors in shaping site of death in the US. These findings 

contribute to a growing body of work focused on disparities in end-of-life care by adding 

additional empirical evidence regarding the role of geographic context in shaping site of death in 

the US. Finally, these findings suggest that future research or policy aimed at improving end-of-

life care must consider the important role of geographic context in shaping site of death in the 

US. 

Background 

Over the last century, the US has undergone significant transformations in how death is 

understood, experienced, and medically treated. Improvements in population health have led to 

increased life expectancy and the prevalence of chronic disease (Kinsella 2000). Death is now 

likely to occur in later life due to a prolonged experience with chronic illness and the 

proliferation of biomedical technology that extends life even in the face of disease (Kaufman 

2015; Lofland 2019). These social changes in the experience of dying have had profound 

impacts on the proportion of people dying at home and in institutionalized settings (e.g., hospital, 

nursing home). Until the first part of the twentieth century, death primarily occurred at home 

(Abel 2017). By 1949, 49.5 percent of all deaths occurred in an institutionalized setting, with 

nearly 80 percent of those deaths taking place in hospitals (Monroe 1970). This figure continued 
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to rise until 1980, when institutionalized deaths peaked at 74 percent, with about 84 percent of 

those deaths taking place in hospitals (Brock and Foley 1998). However, recent estimates have 

shown a drastic reversal of this trend (Olaisen 2020). Some studies have even indicated that as of 

2017, among those who died of natural causes, home death outpaced those in hospitals for the 

first time in several decades (Cross and Warraich 2019).  

Contemporary trends in site of death are well documented and tell the same story: there is 

an increase in the overall proportion of home deaths and a decrease in hospital deaths. These 

studies are typically descriptive in nature, highlighting the overall population trend, emphasis on 

various sociodemographic groups (Chino et al. 2018; Cross, Kaufman, Taylor, et al. 2019; Cross, 

Kaufman, and Warraich 2019; Cross and Warraich 2019; Flory et al. 2004; Olaisen 2020; 

Temkin-Greener et al. 2013; Teno et al. 2013, 2018). These trend studies have focused on 

various sub-populations, making it challenging to fully ascertain what this trend looks like 

among older adults who died of natural causes. Additionally, contemporary analyses have not yet 

engaged all years of available data on the revised site of death measures (dating back to 1989, 

when home and nursing home deaths were included). Despite a handful of studies that have 

analyzed site of death trends across time, a large body of work focused on site of death has relied 

solely on data at one point in time or over a short period of time (Brock and Foley 1998; Gruneir 

et al. 2007; Weitzen et al. 2003). Although these studies provide insight into what site of death 

looks like at a snapshot in time, they are limited in their ability to engage with and speak to the 

continued transformation of site of death in the US.  

Rather than just focusing on temporal variation, a small yet emergent body of work has 

begun exploring geographic variation in site of death. That is, how the context in which people 

live may shape their probability of dying in a particular setting. In terms of place of death, 
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studies to date have looked at regional, state, and county differences in site of death (Chino et al. 

2018; Flory et al. 2004; Gruneir et al. 2007; Xu et al. 2020). For example, in terms of regional 

variation, the South has been shown to have the largest proportion of inpatient hospital deaths 

(37%) and the West having the smallest (19%) (Flory et al. 2004). Regional variation has also 

been identified across hospital referral regions (Goodman et al. 2011). In terms of state variation, 

research has identified differences in site of death for individuals who died of cancer (Chino et 

al. 2018). Other research has utilized multilevel models to identify county- and state-level factors 

associated with site of death; however, this work did not assess geographic variation between 

counties or states (Gruneir et al. 2007). Finally, in terms of county urban/rural designation, some 

research has found significant differences based on rural/urban characteristics of a place (Chino 

et al. 2018) while others have not (Flory et al. 2004). In sum, despite significant growth in the 

overall proportion of people who die at home each year, this varies considerably based on where 

one lives in the US (Chino et al. 2018; Flory et al. 2004; Goodman et al. 2011; Xu et al. 2020). 

Although there is growing evidence of geographic variation in site of death, current empirical 

research remains sparse and, at times, inconsistent. Additionally, this work has been hindered by 

a reliance exclusively on short time periods or older datasets.  

These two research areas (temporal and geographic variation) have demonstrated exciting 

findings for the study of site of death, specifically, and end-of-life care, generally. However, 

research in this area has yet to combine these streams of inquiry to establish further the role of 

place in shaping site of death and how/if this has changed over time. Continued emphasis 

exclusively on the site of death population trend in the US belies emergent evidence of 

geographic variation in site of death. Additionally, exclusive emphasis on geographic variation in 

site of death tells us very little about how this variability has changed over the last several 
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decades. The investigation of contextual differences as a function of time is an important next 

step in this area of research. Contextual differences in site of death can be understood as the 

range of variation in the probability of dying in a particular setting across counties. A low level 

of contextual difference would be indicated by the probability of dying in a hospital or at home 

being consistent across counties. A high level of contextual difference would suggest the 

opposite–that the probability of dying in a hospital or home changes considerably based on what 

county you live in. Trends in spatial inequality are important to assess to understand if it has 

increased, decreased, or stayed the same in the past three decades. Based on previous research 

that has identified an increase in contextual inequality related to life expectancy and adult 

mortality (Cosby et al. 2018; Vierboom et al. 2019), I hypothesize that contextual inequality in 

regards to site of death will likely have increased in the past thirty years, indicating a trend 

toward increasing inequality in coming years.  

To address this gap in the literature, this study aims to answer the following research 

questions: How much variation in site of death do counties account for? And how has this 

changed in the last three decades? To answer this question, this study will build upon previous 

research documenting important temporal trends and geographic variation in site of death within 

the US by utilizing population-level death certificate data. Restricted death certificate data 

provide a unique opportunity to analyze site of death over multiple decades for all decedents in 

the US, including the counties in which their deaths occurred. The overarching purpose of this 

study is to explore the important and unique role of context in shaping site of death in the US by 

considering all years of available data and all counties in the US simultaneously. Ultimately, this 

chapter aims to quantify precisely how important counties are to site of death in the US and how 

this has changed over time. Counties were chosen as the primary geographic unit for several 



 17 

reasons. First, restricted death certificate data provides counties as the smallest geographic unit 

for decedents. Second, counties are considered an important unit of analysis within research on 

population health (Murray et al. 2006) as they represent the social, economic, political, and 

healthcare environments in which people reside. Finally, counties are salient for research on end-

of-life care because they are important delegators of funding for public health, local health 

service infrastructure, and economic development, all of which may impact the provision and the 

perceived social value of end-of-life care. Therefore, due to their availability and their potential 

importance for end-of-life care policy, counties are an important unit by which to explore the 

research questions proposed in this chapter. 

Data  

This study relies on Multiple Cause of Death (MCD) data which is composed of death certificate 

information for the entire US population and is managed by the National Vital Statistics System 

(NVSS) within the National Center for Health Statistics (NCHS). Information on a death 

certificate includes place of death (e.g., county and state of death), site of death (e.g., home, 

hospice, hospital, nursing home), sociodemographic characteristics of the decedent (e.g., age, 

race/ethnicity, gender, education, marital status), underlying cause of death, and co-occurring 

morbidities that contributed to death. Although these data are publicly available, NVSS stopped 

releasing geographic identifiers in publicly available data in 2015. Additionally, NVSS provides 

limited geographic identifiers in publicly available data for counties with fewer than fifty deaths. 

Therefore, to overcome these data challenges, all analyses were conducted on restricted data 

(made available through NCHS) using a secure remote server managed by the Institute of 

Behavioral Science (IBS) at the University of Colorado Boulder.  
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 Although death certificate data are available from NVSS starting in 1959, site of death 

was only recorded on death certificates starting in 1989 (that is, for settings beyond the hospital). 

However, for the sake of reliability, both 1989 and 1990 are omitted from analysis for two 

reasons. First, significant changes were made to site of death coding starting in 1989 (with the 

inclusion of decedent home and long-term care facilities). Second, from ancillary analyses, both 

1989 and 1990 appear to be significant outliers in their site of death composition without any 

apparent explanation besides potential coding errors due to inconsistencies in coding site of 

death across counties. Hence, to remain confident in the estimates of this analysis, years 1991 

through 2017 were included.  

Measures  

Categories for site of death have changed minimally over the years but generally include hospital 

(inpatient, outpatient/ER, dead on arrival, unknown), hospice, nursing home or long-term care 

facility, decedents’ home, other, and unknown. This analysis focuses on three sites of death: 1) 

home, 2) hospital, and 3) nursing home. These three sites accounted for over 95 percent of all 

deaths in the analytic sample. For analytic purposes, this study makes two analytic comparisons: 

1) the odds of death occurring in a hospital relative to at home and 2) the odds of death occurring 

in a nursing home relative to home. For several reasons, home death is used as the reference 

category in each. First, this was done for ease of comparison across the two outcomes. Second, 

home death has often been considered the ideal site of death and provides a good referent for the 

other sites of death. Finally, hospitals and nursing homes are institutionalized settings making for 

relatable comparisons. Table 2.1 provides the coding scheme for both outcomes. Those who 
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were indicated to be “dead on arrival” were not included in this analysis because their place of 

death was not able to be determined before they arrived at the hospital.3 

Table 2.1. Place of Death Variable Coding 

Site of death 1991 - 2002 Site of death 2003 - 2017 Outcome 1  
(hospital vs home) 

Outcome 2  
(nursing home vs 

home) 
Hospital, Clinical or 
Medical Center - Inpatient 

Hospital, Clinical or 
Medical Center - Inpatient 1 . 

Hospital, Clinical or 
Medical Center - 
Outpatient or admitted to 
Emergency Room 

Hospital, Clinical or 
Medical Center - 
Outpatient or admitted to 
Emergency Room 

1 . 

Hospital, Clinic or Medical 
Center - Dead on Arrival 

Hospital, Clinic or Medical 
Center - Dead on Arrival 1 . 

Hospital, Clinic or Medical 
Center - Patient Status 
Unknown 

- 1 . 

Nursing home Nursing home / long-term 
care . 1 

Residence Decedent's home 0 0 
- Hospice facility  . . 

Other Other  . . 
Unknown Unknown . . 

  
Restricted mortality data include Federal Information Processing System (FIPS) codes, a 

federal system for uniquely identifying states and counties in the US. These codes have changed 

very little, making them suitable for analysis across time. However, there are certain changes that 

make it challenging to track counties consistently over time. To accommodate this, I 

implemented an approach taken in other studies to create historically-stable units of analysis 

(Dwyer-Lindgren et al. 2018). 

As of 2021, there were 3,143 counties in the US (including boroughs and census areas in 

Alaska and parishes in Louisiana, both of which are deemed county-equivalents, but not 

including Guam, Puerto Rico, and the Virgin Islands). However, this analysis will include fewer 

counties for a couple of different reasons. First, several informed decisions had to be made about 

 
3 For more detailed information on coding choices for “dead on arrival” and hospice, please see the limitations 
section in Chapter 5. 
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how to consolidate counties to create consistencies across the 27-year period. These changes are 

detailed in the Appendix (Table A.1). Some changes were as simple as a name and FIPS code 

change, while others were more complicated, needing to consolidate several counties into one 

across all years. Second, although the final analytic sample is composed of decedents living in 

2,975 counties, this is not always reflected in the models. There is some variation due to 

discrepancies in recording site of death at the county level. For example, all the counties in 

Oklahoma were missing site of death information between 1990 and 1996. This reduces the 

number of eligible counties in the analytic sample to 2,899 between 1990 and 1996. 

Additionally, there were significant amounts of missing data related to site of death in Georgia in 

2008 and 2009. For example, 93% of counties in Georgia in 2008 had incomplete site of death 

information, and all the counties in Georgia did not record site of death information for 

decedents in 2009. Therefore, Georgia was omitted from analysis in both 2008 and 2009, and the 

total number of counties included in the analytic sample for those years was 2,830. 

 For this analysis, the county of occurrence is being used. County of occurrence refers to the 

county in which death occurred. Death certificates also provide information about the county of 

residence (e.g., the county where the decedent resided at the time of death, even if they did not 

die in that county). There are several benefits to focusing on county of occurrence over 

residence. First, information about county of residence is missing at a higher rate relative to 

county of occurrence, making it more statistically unreliable. Second, for those who are not 

missing on county of residence, a relatively small percentage (16.02%) of the analytic sample 

had a difference in county of occurrence and residence (that is, most individuals died in their 

county of residence). Additionally, among those who did not have county concordance, nearly 

three-quarters (73.30%) died in a hospital relative to only two-fifths (40.06%) of those who did 
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have county concordance. Third, focusing on county of occurrence sheds light on what the 

county context was like where the death took place4.  

Analytic sample 

The analytic sample was composed of individuals who were 65 years of age or older at the time 

of death and who died of intrinsic or “natural” causes (e.g., not suicide, homicide, or accident). 

Between 1991 and 2017, 66,011,184 decedents were reported in the US. Analysis was restricted 

to older adults exclusively (65 years of age and over) (n=48,404,811). Analysis was further 

restricted to individuals who had died of intrinsic or “natural” causes (n=47,166,485). 

Additionally, individuals who died in counties that reported five or fewer deaths (for those in the 

analytic sample) at any point during the observation period were omitted (151 counties and 

32,467 decedents omitted; see Table A.2 for additional details). Finally, individuals residing in 

counties that were missing site of death information (n=3,729,718) were omitted. This resulted in 

a final analytic sample size of 43,404,300 decedents across 2,975 counties between 1991 and 

2017. 

Methods 

Analytic approach  

First, for descriptive statistics, the percentage of deaths occurring in each setting (e.g., home, 

hospital, nursing home) between 1991 and 2017 and stratified by age category are provided. 

Additionally, national maps are included to depict the total change in the percentage of deaths 

 
4 However, focusing exclusively on county of occurrence could be missing important differences between people 
who died in their county of residence versus those that did not. For one, the death and dying experience of 
individuals that did not have site of death concordance could be empirically distinct from those who did (although 
this is difficult to discern with these data). Additionally, due to high levels of hospital death, these individuals may 
have resided in a county that did not have adequate healthcare infrastructure, providing conservative estimates of the 
impact of county-level healthcare availability. Finally, for these individuals, it is not possible to consider the role of 
county-level characteristics for which the decedent resided, missing potentially important information about 
economic, healthcare, or social features.  
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occurring in each setting for each county in the analytic sample to visualize potential county 

variation in site of death. Second, logistic regression models will be used to establish the 

predicted probability of dying in a hospital and nursing home (relative to home) net the effect of 

county. Finally, multilevel logistic regression models will be used to estimate the probability of 

dying in a hospital and nursing home (relative to home). 

Since the outcomes of interest are binary, hierarchical generalized linear models (HGLM) 

with a logit link function will be employed for the multilevel models. In the subsequent 

presentation of models, an equation only for the hospital outcome will be presented, but the same 

analyses will be conducted for nursing homes. Model 1 (see Equation 1) will be a simple logistic 

regression predicting the odds of dying in a hospital relative to dying at home. This will serve as 

the baseline model and will estimate the predicted probability of dying in a hospital (relative to 

home) without considering county-level contextual effects.  

 

!"#$(ℎ#'()*+, = 1) = 0!" , 2ℎ3"3	5#6 7
0

(1 − 0)9 = 	:#  

[E1] 
 
Model 2 (see Equation 2) is similar in structure to Model 1 but includes county-level random 

effects using the meglm command in Stata. Let !"#$;ℎ#'()*+,!" = 1<:"= = 0!". In addition, let !!" 

be the log-odds of dying in a hospital (relative to home), 5#6 7 $!"
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Due to the sheer quantity of data, the specified models were run separately for each of the 27 

years. Convergence was not achievable with all data combined in a three-level model (with year 
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at level three) or with all years pooled and year included as a control (even when using a 10% 

sample). 

Several important pieces of statistical information will be derived from the multilevel 

analysis. First, the predicted probability of dying in a particular setting will be calculated for both 

logit and multilevel models. The main coefficient, "##, captures the average log odds of dying in 

a hospital relative to home when considering county-level random effects. The value of "##will 

be compared to the unconditional probability of dying in a hospital calculated in the simple logit 

models. Second, the plausible value range (PVR) will be estimated for each year. This value 

indicates the overall range in the probability of dying in a particular setting across all counties. 

This is calculated as a 95% confidence interval around the main model coefficient ("##) utilizing 

the level-2 variance (F##). Finally, the intraclass correlation coefficient (ICC) will be calculated 

for each multilevel model. In a two-level HGLM, the variance is partitioned at level two. This 

represents the total variability in the outcome (probability of dying in a hospital) that is 

attributable to the county. It is possible to use this value to calculate the ICC, which is the 

proportion of variance accounted for by the higher level of analysis (e.g., county). The following 

formula was utilized for the proportion of variance among counties,: F00 (($$ 3⁄ ) + F00)⁄  (Guo 

and Zhao 2000). Utilizing this formula for the ICC, it is possible to ascertain what proportion of 

the variation in site of death counties account for. When analyzed over time, this ultimately 

provides information on whether counties have become more, less, or similarly important over 

time. Additionally, to assess whether these changes in site of death over a three-decade period 

were significant, additional analysis were conducted in which ICC was regressed on year to test 

for significant change.  
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Results 

Descriptive results 

Figure 2.1.A shows the percentage of deaths occurring in each site of death (e.g., home, hospital, 

nursing home) for all individuals in the analytic sample between 1991 and 2017. For all 

decedents over 65 years of age, there was an in increase in the total percentage of deaths 

occurring at home (from 18.59% to 34.54%) accounting for a 15.95 percentage point increase 

(85.79% increase). Additionally, there was a decline in the total percentage of deaths occurring 

in hospitals between 1991 and 2017 (from 58.29% to 36.61%) accounting for a 21.68 percentage 

point drop (37.19% decline). Finally, there is very little change exhibited in the percentage of 

deaths taking place in nursing homes during the observation period (only about a 6-percentage 

point increase over the 27-year period). This trend is relatively similar to that currently reported 

for all adults in the US (Olaisen 2016, 2020).  

Figure 2.1.B - Figure 2.1.D depict the site of death trend stratified by age category. 

Similar patterns are present for all three age categories: an increase in home death, a decrease in 

hospital death, and a relatively stable rate of nursing home death. Figure 2.1.B shows the 

percentage of deaths occurring in each site of death (e.g., hospital, home, nursing home) for older 

adults between the ages of 65 and 74, who accounted for 24.85% of all deaths. This age group 

had the highest percentage of hospital deaths and accounted for the smallest percentage of 

nursing home deaths. Figure 1.C. presents the percentage of deaths occurring in each site of 

death for individuals between the ages of 75 and 84, who accounted for 36.75% of all deaths. 

This age group had a higher percentage of nursing home deaths relative to 65–74-year-olds but 

had an overall similar home death trajectory over the period. Finally, Figure 1.D. presents the 

percentage of deaths occurring in each site of death for decedents 85 years of age and older, who 
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accounted for 38.4% of all deaths. This age group had the highest percentage of deaths taking 

place in nursing homes. Overall, this demonstrates that the temporal changes in site of death for 

older adults is similar to that of the population, although, there are some important differences 

across age groups.  

 

 
 

Figure 2.2 - Figure 2.4 depict the change in the percent of deaths occurring in each site of 

death (e.g., home, hospital, nursing home) between 1991 and 2017 for all counties included in 

Figure 2.1. Percentage of Deaths Occurring at Each Site of Death in the US, 1991 to 2017 
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the analytic sample5. Figure 2.2 depicts the change in the percent of deaths occurring at home 

between 1991 and 2017 for 2,975 US counties. Most US counties did experience increases in 

home death (shown in red). However, there were a substantial number of counties that did not 

exhibit any change (shown in white) or experienced decreases in home death over the period 

(shown in blue). This suggests that beyond the national trends in site of death, there is also 

considerable variation in changes to the percent of deaths occurring at home across counties in 

the US. Additionally, supplementary analyses suggest that the percentage of home deaths 

reported in 1991 was moderately correlated with the percentage of home deaths reported in 2017 

(0.62). The correlation was even stronger when comparing 2000 and 2017 (0.74).   

Figure 2.2. Change in Percent of Deaths Occurring at Home between 1991 and 2017 

 
 

Similar trends were observed for hospital deaths (Figure 2.3). The vast majority of 

counties saw decreases in the percentage of deaths occurring in hospitals (shown in blue), 

 
5 Since Oklahoma is missing site of death information between 1991 and 1996, the percent change for all Oklahoma 
counties is based on 1997 than 1991. 
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however, the degree of this change varied across counties with some counties exhibiting a 60-

percentage point change while others only exhibiting a marginal change. Additionally, a not so 

insignificant number of counties saw no change to the percentage of deaths occurring in hospitals 

over the 27-year period. Finally, there were numerous counties that experienced increases (at 

least 10 percentage points) in hospital deaths including in Alaska, Colorado, Florida, Georgia, 

Iowa, Indiana, Kansas, Kentucky, Maryland, Minnesota, Montana, North Carolina, North 

Dakota, Nebraska, New Mexico, Ohio, Oklahoma, South Carolina, South Dakota, Tennessee, 

Texas, Utah, and Virginia. Additionally, supplementary analyses suggest that the percentage of 

hospital deaths reported in 1991 was moderately correlated with the percentage of hospital 

deaths reported in 2017 (0.68). The correlation was even stronger when comparing 2000 and 

2017 (0.75). 

Figure 2.3. Change in percent of deaths occurring in hospitals between 1991 and 2017 

 
Finally, for nursing home deaths, there was considerable variation across counties in the 

change in the percent of deaths occurring in this setting (Figure 2.4). Despite a generally stable 
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national trend (Figure 2.1), Figure 2.4 suggests that there was considerable variation across 

counties in the US related to changes in nursing home death composition over the 27-year 

period. Additionally, supplementary analyses suggest that the percentage of nursing home deaths 

reported in 1991 was moderately correlated with the percentage of nursing home deaths reported 

in 2017 (0.58). The correlation was even stronger when comparing 2000 and 2017 (0.68). 

Finally, one important feature to take note of for Figure 2.2 - Figure 2.4 is that county-level 

variability in site of death is not homogenous within states. Even though states may exhibit 

homogeneity in their policy landscapes, these are not consistently reflected within counties.  

 
Figure 2.4. Change in percent of deaths occurring in nursing homes between 1991 and 2017 

 
 
Multilevel results 

Figure 2.5 presents predicted probabilities (calculated from log odds) for the two outcomes 

(hospital versus home and nursing home versus home) for both sets of models (logistic 

regression and multilevel models – full model estimates can be found in Table A.3–Table A.6). 

The predicted probability of dying in a nursing home relative to home was virtually unchanged 
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by accounting for the clustering of deaths within counties (logit and MLM models). However, 

there was a significant decrease in the overall probability of dying in a hospital relative to home 

when considering the nested structure of the data. That is, by considering how deaths are nested 

within counties, it was much less likely that an individual would die in a hospital relative to 

home. This suggests that by not considering the county of death, estimates for hospital versus 

home death will likely be biased and misleading.  

Figure 2.5. Predicted probability of dying in a hospital or nursing home (relative to home) 
in the US, 1991-2017 

 
 

Figure 2.6 presents both the predicted probability as well as the PVRs for hospital versus 

home death. The PVR relies on the point estimate and variance component from the multilevel 

model to estimate a 95% confident estimate of all the total possible range of values that exist 

across a level-2 variable (in this case, counties). Although there is a general decline in the 
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predicted probability of dying in a hospital relative to home between 1991 and 2017 (as 

previously estimated in Figure 5), there is also considerable variation around the average 

predicted probability. That is, in 1991, while considering county context, individuals, on average, 

had a 0.63 probability of dying in a hospital relative to home. Despite this being the average, 

there was considerable variation, with some counties having a probability approaching 1 (about 

0.94 in this case) and some having a probability of only 0.16. This variation is substantial and 

consistent across the period. This suggests that individual probability of dying in a hospital or 

home varies considerably across counties in the US.  

Figure 2.6. Predicted probability of dying in a hospital relative to home including plausible 
value range, 1991-2017 

 
In Figure 2.7, the same information is presented but for the nursing home versus home 

outcome. Again, there is very little change in the predicted probability of dying in a nursing 

home over the period but there is some variability across counties in the likelihood of dying in a 

nursing home relative to home. However, there is considerably less variability in the outcome 

than for the hospital versus home outcome. Although, there are still some counties where 
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individuals are less likely to die in a nursing home and counties where individuals are more 

likely to die in a nursing home, both relative to home. 

Figure 2.7. Predicted probability and plausible value range for nursing home versus home 
death, 1991-2017 

 
 
 Figure 2.8 presents information related to the ICC for 1991 to 2017. Additional analyses 

(not shown here) in which ICC was regressed on year suggest that there was a significant decline 

in the ICC for the hospital (relative to home) outcome (B= –.001, p<.001) and no significant 

change for the nursing home (relative home) outcome (B = –.0002, p=.5). However, this means 

that there has been, on average, a 0.001 decline in the ICC each year which is substantively 

meaningless. Therefore, in just assessing the graph visually, in the case of hospital deaths 

(relative to home), the ICC has hovered around 0.40 suggesting that counties have accounted for, 

on average, about 40% of the variation in the probability of dying in a hospital compared to at 

home. This is in contrast to the second outcome, where the ICC hovers around 0.12, suggesting 

that counties account for around 12% of the variation in the probability of dying in a nursing 
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home compared to home. For both outcomes, the ICC has remained stable over the period of 

interest.  

Figure 2.8. Intraclass Correlation Coefficients (ICC) for Multilevel Models, 1991-2017 

 
 
Discussion 

Two important literatures have emerged related to site of death in the US: the first focuses on 

temporal trends in site of death over the last several decades, while the other has assessed 

geographic variation in site of death in the US. Both have demonstrated how site of death has 

shifted remarkably in the last several decades and how there also appears to be considerable 

spatial inequality in regard to the setting in which death ultimately takes place. The current study 

aimed to build on these two literatures by further interrogating both temporal and geographic 

variation simultaneously to assess how much variation in site of death counties have accounted 

for as well as how and if this had changed over time.  

 Findings from this research demonstrate that counties are an essential geographic unit by 

which to understand site of death in the US. First, this study has complimented previous research 

by corroborating the existence of considerable geographic variation in site of death in the US 
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(Chino et al. 2018; Flory et al. 2004; Goodman et al. 2011; Xu et al. 2020). This study has also 

extended this area of inquiry by quantifying the unique role of counties for two important site of 

death outcomes. More specifically, for hospital deaths relative to home deaths, the ICC was, on 

average, 0.40 over the 27-year period indicating that about two-fifths of the total variation in this 

outcome was due to differences between counties in the US. Additionally, for nursing home 

deaths relative to home deaths, the ICC value was, on average, around 0.12 suggesting that 12 

percent of the variation in site of death in the US was attributable to differences between 

counties. Overall, this provides empirical evidence that the likelihood of dying in a particular 

setting is impacted by the county where death occurs and that this is especially true for hospital 

deaths relative to home deaths. Although previous research has focused extensively on 

individual-level disparities in site of death (Cross and Warraich 2019; Harris-Kojetin et al. 2016; 

Johnson 2013; Long and Curtis 2016; NHPCO 2018), these findings suggest that it is imperative 

to look beyond just decedent characteristics and to be additionally attentive to the geographic 

context in which deaths are taking place.  

Second, results from this research indicate that counties have remained remarkably stable 

in their overall contribution to variation in site of death. That is, despite a nearly three-decade 

timespan, both hospital and nursing home deaths hovered around their respective ICC values 

(0.40 and 0.12) for the entire duration of the study period. Although this finding does not align 

with the original hypothesis that contextual inequality would increase over the period, it still 

suggests that counties were important nearly 30 years ago, have remained important over the 27-

year period, and will likely remain an important source of variation in site of death in the US in 

coming years. It was not within the purview of this research to investigate the source of this 

stability. However, such stability may be attributable to the consistency of structural differences 
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within counties (e.g., economic wellbeing, healthcare accessibility), cultural differences (e.g., 

religious and political ideology), or some combination of the two. Therefore, these findings 

provide additional support for the need to be attentive to context, generally, and county, 

especially when investigating issues related to site of death in the US.  

In addition to the main findings, it is important to note that, given the amount of variation 

that counties account for, hospitals and nursing homes were somewhat unique in their 

relationship to county, despite being both considered institutionalized settings. In other words, 

hospitals and nursing home were distinct in their overall relationship to the county, with counties 

accounting for considerably more variation in site of death for the hospital outcome relative to 

the nursing home outcome. However, this is not too surprising since these settings differ in their 

purpose and their structure. Nursing homes and long-term care settings are uniquely equipped to 

care for older adults with a wide range of care needs. Hospitals are often better suited to provide 

care in extreme cases of illness or disease. Dissimilarities among institutionalized settings is not 

a new finding (Gruneir et al. 2007), and these differences may indicate how institutionalized 

settings could be differentially impacted by locally tailored end-of-life care policy. That is, 

county-level policies aimed at improving end-of-life outcomes in hospitals may have more 

extensive and apparent impacts since counties accounted for a considerably larger portion of 

variation in site of death relative to the nursing home outcome. Although additional analysis is 

needed, these findings support the importance of distinguishing between different settings when 

studying site of death since they are different in their relationship to county context.  

Similar to other research that has utilized an ecological perspective to explore geographic 

variation in health and mortality outcomes (Kirby 2008; Monnat 2018a; Subramanian et al. 2001; 

Vierboom et al. 2019), this research suggests that place matters substantially for where death 
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ultimately takes place. That is, the likelihood of dying in a hospital or at your own home is not 

randomly distributed across the US. Depending on what county a decedent dies in, they may be 

more likely to die in a hospital relative to the national trend or to decedents in other counties. 

This was made especially apparent by the maps depicting the change in the proportion of deaths 

occurring in all three sites of death across nearly all counties in the US. Generally, there were not 

clear state or regional patterns (despite an on average higher rate of home death and lower rate of 

nursing home death in the West), suggesting an important level of randomness across counties. 

Therefore, this research speaks to a much larger body of work outside of end-of-life care that has 

begun to unearth important relationships between health, disease, and mortality outcomes and 

geographic context. In tandem, the findings from this study demonstrate that it is imperative to 

consider how context shapes the end of life. By not taking the geographic context more 

seriously, research and policy may fail to improve end-of-life care for places in the US that may 

be especially vulnerable to poor end-of-life care.   

Now that the relationship between counties and site of death has been established at a 

baseline level, future research is well-positioned to take these findings and build on them in ways 

that would likely enhance the death and dying experience of people in the US. Despite 

investigating geographic variation in site of death, it remains unclear why geographic variation 

exists and its potential consequences for older adults who die of natural causes in the US. 

Therefore, future research should consider investigating how and why counties matter for site of 

death. Based on previous research, there is reason to believe that social, economic, or healthcare 

access factors could contribute to the county-level variation in site of death (Davies et al. 2019; 

Gruneir et al. 2007; Murphy et al. 2018; Pritchard et al. 1998). Beyond indicating that counties 

do matter, exploring the relationship between county-level features and site of death would allow 
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for the potential refinement of mechanisms leading to this variation in site of death across 

counties in the US. Identification of potential mechanisms would provide additional specificity 

to policies at the local level. This research would be additionally complemented by qualitative 

research investigating the experience of dying in different geographic locales. While the current 

study established population trends, qualitative research would allow for the investigation of 

what is happening in different communities related to site of death and how this may 

differentially impact individuals and their families.   

This study was limited in several ways that are important to note. First, this study was 

limited regarding the inclusion of additional end-of-life care indicators beyond site of death (e.g., 

healthcare utilization). For example, previous research has demonstrated that a high proportion 

of long-term care residents ultimately die in the hospital (Allers, Hoffmann, and Schnakenberg 

2019). Death certificate data on its own does not allow for the tracking of individual decedent 

trajectories at the end of life, so while someone may have lived in a nursing home but died in a 

hospital, such nuances in end-of-life care are unable to be captured in this study. Second, due to 

the use of hierarchical generalized linear models, it is not possible to estimate a level-1 random 

effect to identify the proportion of the overall variation in site of death that is attributable to the 

individual level. Therefore, it is not possible to ascertain what proportion of the variation in site 

of death is between individual decedents. Third, due to the large quantity of data, it was not 

within the purview of this study to consider individual-level characteristics. However, future 

research would likely benefit from considering the interplay between individual-level factors and 

geographic features. Despite these limitations, to the best of my knowledge, this is the first study 

to use restricted US population death certificate data between 1991 and 2017 to analyze temporal 

and geographic variation in site of death for older adults who died of natural causes. By 
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leveraging these data, findings from this study have demonstrated that future research and policy 

focused on site of death needs to continue to turn its eye to structural features of the dying 

experience. 

In conclusion, reducing disparities in end-of-life care is growing increasingly important 

with the aging of the baby boomer population (US Census Bureau 2018) and the continued 

demonstration of disparities in end-of-life experience (Long and Curtis 2016; Orlovic, Smith, 

and Mossialos 2018; Perry et al. 2013). Additionally, site of death has been increasingly treated 

as an important indicator of quality of end-of-life care (Ali et al. 2015; Institute of Medicine 

2015). Investigating disparities in site of death has the potential to impact end-of-life care in 

positive ways by providing specific and tailored support for individuals who may be especially 

vulnerable or marginalized. Findings from this research highlight the need to think about the role 

of place in shaping the experience of end-of-life care, generally, and site of death, specifically. 

Collectively, findings from this study support the idea that there is considerable spatial inequality 

in site of death in the US and that future research and policy must consider the role of geographic 

context to improve end-of-life care. Given the level of spatial inequality within the US, it is 

likely the case that tailored county-level interventions must be made to support people at the end 

of their lives.  



 

 38  

CHAPTER 3. Analyzing County-Level Site of Death Composition Trajectories: A Latent Class 

Growth Analysis Approach 

Introduction  

There have been significant changes to the site of death trajectory in the US in the past several 

decades, with a significant increase in the percentage of deaths that occur at home as well as a 

significant decline in the percentage of deaths that occur in hospitals (Cross and Warraich 2019; 

Olaisen 2020). Additionally, there has been a growing body of work demonstrating geographic 

variation in site of death across various geographic units (Chino et al. 2018; Flory et al. 2004; 

Goodman et al. 2011; Xu et al. 2020) as well as important contextual-level features that are 

associated with the likelihood of dying in a particular setting (Davies et al. 2019; Gruneir et al. 

2007; Murphy et al. 2018; Pritchard et al. 1998). Furthermore, although the average county in the 

US has seen an increase in home deaths based on findings related to geographic variability, this 

trend might not be the case for all counties in the US. To date, research has not investigated the 

unique site of death trajectories over time of US counties. This is an important area of inquiry 

because without fully understanding geographic variation, it is not possible to effectively 

implement end-of-life care policy or direct healthcare resources due to the potentially 

heterogeneous needs of counties.  

To address this gap in the literature, this study utilizes aggregated county-level data 

derived from US population death certificates between 1991 and 2017 to achieve two aims. First, 

this research aims to identify county-level variation in site of death trajectories by establishing 

unique subgroups of counties that have exhibited similar site of death trajectories over the 27-

year period. Second, this research aims to better understand these county subgroups by analyzing 

important county-level contextual features that may predict membership in these groups. Overall, 
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findings from this research demonstrate that there is variability in site of death trajectories among 

US counties. Additionally, several county-level social, economic, and healthcare factors were 

significantly associated with membership in various trajectories. Overall, these findings suggest 

that temporal changes to site of death are not homogenous across counties signifying how 

counties that differ from the national trend are, in most cases, more likely to have experienced 

economic and healthcare accessibility challenges.   

Background 

Site of death, that is, whether an individual dies at home, in a hospital, or a nursing home, has 

become of increasing interest to researchers and policymakers focused on end-of-life care in 

recent years. This is due to vast changes since the 1980s in where people die in the US, with an 

overall decline in the proportion of deaths taking place in a hospital and an increase in the 

proportion of deaths taking place at home (Cross and Warraich 2019; Olaisen 2020). In addition, 

with changes to the provision of end-of-life care in the US (e.g., hospice and palliative care) as 

well as a social and cultural emphasis on the demedicalization of death, more people are dying at 

home since the turn of the twentieth century (Hall 2019; Livne 2019). This is a significant social 

change in a relatively short period, and researchers and policymakers continue to grapple with 

the cause, meaning, and consequences of this shift. Hence, site of death has been increasingly 

used as a proxy measure for end-of-life care quality and an indicator of patient choice at the end 

of life (Ali et al. 2015; Higginson and Sen-Gupta 2000; Institute of Medicine 2015).  

Overall, this change in site of death is representative of a national trend in the US, but 

additional emerging evidence suggests considerable variation in site of death based on 

geographic context (Chino et al. 2018; Flory et al. 2004; Goodman et al. 2011; Xu et al. 2020). 

This area of research has emphasized how the contexts in which people live differentially shape 
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the likelihood of dying in a particular setting within the US. For example, variation in site of 

death outcomes have been identified across US regions (e.g., Midwest Northeast, South, West) 

(Flory et al. 2004), states (Chino et al. 2018), and hospital referral regions (Goodman et al. 

2011). Therefore, although the national trend suggests a general downward trend in hospital 

deaths, evidence of geographic variation at different levels of social life suggests that you may be 

more or less likely to die in a hospital depending on where you live. Such variation in the 

likelihood of dying in a particular setting also suggests that there may be differences in the 

quality of end-of-life care that are not attributable to individual sociodemographic features but 

rather are characteristics of a given place.  

Despite the evidence of both temporal trends in site of death and geographic variation in 

site of death, research has yet to explore heterogeneity among counties in their unique site of 

death composition and trajectory. Given emergent evidence demonstrating geographic variation, 

it is unlikely that all counties in the US are experiencing the same downward trend in the 

proportion of hospital deaths that aligns with the national trend. Continued reliance on a single 

population trajectory for site of death may be masking important place-based disparities. It is 

possible that there are counties with similar contemporary rates of home death, while also 

exhibiting divergent site of death compositional trajectories. For example, a homogeneous 

county subgroup with high hospital death at one point and low hospital death at another could 

indicate (de)medicalization and social changes to the conceptualization of high-quality death. 

However, another county subgroup may also have relatively high rates of home death 

contemporarily but may have been persistent over the entire three-decade period. Hence, this 

second county subgroup would not have exhibited any change in site of death, although it looks 

relatively similar, from a contemporary perspective, to the first county subgroup. Therefore, 
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considering several decades simultaneously is imperative since site of death trajectory across 

counties likely looks very different across multiple years even though some counties may look 

similarly for a single year. Overall, research needs to investigate the unique site of death 

trajectories of counties in the US to understand better disparities in end-of-life care that may be 

masked at the national level.  

Constrained choice  

To date, research focused on site of death as a proxy measure for end-of-life care has emphasized 

the role of patient choice and autonomy (Ali et al. 2015; Bell et al. 2010). However, the choice 

framework is limited in that it assumes that individuals live in a context that will facilitate the 

ability to choose where to die. To date, several studies have identified contextual factors that 

influence site of death (Davies et al. 2019; Gruneir et al. 2007; Murphy et al. 2018; Pritchard et 

al. 1998), which may function as constraints to “choice” at the end of life. The primary 

constraints on site of death at the county level can be conceptualized as occurring within two 

categories: 1) structural constraints and 2) cultural constraints. Structural constraints are the 

kinds of economic and healthcare environments that may shape the ability to get access to 

various forms of care in a given county. To date, research has identified several economic and 

healthcare factors that are associated with site of death, including tract-level income (Davies et 

al. 2019), percent of adults living in poverty (Gruneir et al. 2007), Medicare reimbursement rates 

(Pritchard et al. 1998; Xu et al. 2020), and healthcare availability (Gruneir et al. 2007; Xu et al. 

2020). The association between these structural factors and site of death provides justification for 

further consideration of important county-level structural factors that may influence site of death. 

To date, information on county-level education, employment, or economic dependency has not 

been explored. Additionally, investigations into the impact of healthcare environments on site of 



 

 42  

death have been limited to state-level Medicaid reimbursement rates and county-level healthcare 

accessibility indicators, including hospital and nursing home beds in a given county. There are a 

handful of end-of-life healthcare outcomes that have yet to be explored that may be associated 

with site of death and can give insight into not only the availability of healthcare but also the 

typical practices around end-of-life care in a given county. This includes end-of-life care 

measures such as hospital admissions and inpatient days per decedent. Further exploration into 

how economic and healthcare environments within a county impact site of death would provide 

important information on how choice at the end of life is constrained structurally. This would 

also provide information on what county-level factors need to be addressed to make significant 

changes to the provision of end-of-life care.  

Cultural constraints are the kinds of county factors, such as religion or political ideology, 

that may shape norms and attitudes around health and healthcare, as well as death and dying. 

Both cultural and political factors related to end-of-life care have become important in recent 

years as political and religious ideologies often reflect ideas about the appropriate kinds of end-

of-life care. Some research has identified a relationship between religion and preference for site 

of death at the individual level (Sharp, Carr, and Macdonald 2012); however, no research has yet 

analyzed indicators of religion at the contextual level. Religion at the county level could have 

important implications for values around the end of life, whether or not an individual holds those 

attitudes themself. Therefore, it is important to explore religious composition and density within 

a given county. In terms of political ideology, some research has documented a relationship 

between Republican vote share in a given place and other health outcomes, including obesity 

(Shin and McCarthy 2013) and vaccination rates among teenagers (Bernstein et al. 2016). 

Politics and issues of healthcare, patient autonomy, and end-of-life care have a longstanding and 
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contentious relationship in the US. However, the role of political ideology has not yet been 

applied to end-of-life care, generally, and site of death, specifically. The political ideology of a 

county could impact county-level policies that allow for the provision of certain kinds of 

healthcare. Additionally, political ideology could shape social norms and attitudes, in a similar 

but distinct fashion from religion, to influence how people think about end-of-life care which 

could ultimately impact site of death at a county level. Therefore, this research will incorporate 

both structural and cultural constraints into its analysis of site of death to explore the role of 

various county-level factors that may be associated with site of death in the US.  

Current study  

Findings discussed previously demonstrate two critical features related to site of death and 

geographic context. First, there is variation in site of death based on the particular geographic 

locale in which someone lives and dies. Secondly, there are also place-based characteristics that 

influence site of death, including demographic features, access to healthcare, and economic 

(dis)advantage. However, research has yet to more fully explore the role of place in shaping site 

of death, above and beyond establishing that variation exists as well as a handful of important 

contextual characteristics associated with site of death. Building upon research conducted to 

date, this study aims to answer the following research questions: Are there distinct, homogenous 

county subgroups, each having a unique site of death trajectory over time? If such heterogeneity 

in the site of death trajectory does exist, what county-level factors account for which counties 

have which trajectories? With counties as the units of analysis, this study will utilize latent class 

growth analysis to further interrogate place-based disparities in site of death. This technique can 

be used to identify unique and distinct subgroups within a larger homogenous population that has 

a similar pattern of change over time (e.g., growth) on a variable of interest (e.g., site of death). 
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Therefore, rather than taking the demographic trend at face value, this study will seek to, first, 

investigate whether there is a subgroup of counties that are currently driving the population trend 

and if there are other clusters that deviate from this trend. After identifying these clusters, this 

study will utilize multinomial logistic regression to investigate what county-level factors make 

these homogeneous county clusters unique from one another as a way to understand better how 

place shapes site of death in the US.  

Data  

Data 

This study utilizes restricted Multiple Cause of Death (MCD) data that have been merged with 

several county-level covariates. MCD data are composed of death certificate information for the 

entire US population and are managed by the National Vital Statistics System (NVSS) within the 

National Center for Health Statistics (NCHS). Information on a death certificate includes place 

of death (e.g., county and state of death), site of death (e.g., home, hospice, hospital, nursing 

home), sociodemographic characteristics of the decedent (e.g., age, gender, education, marital 

status), underlying cause of death, and co-occurring morbidities that contributed to death. 

Although these data are publicly available (National Center for Health Statistics 2018a), NVSS 

stopped releasing geographic identifiers in publicly available data in 2005. Additionally, NVSS 

provides limited geographic identifiers in publicly available data for counties that had more than 

fifty deaths in a given year. Therefore, to overcome these data challenges, all analyses were 

conducted on restricted data (made available through NCHS) using a secure remote server 

managed by the Institute of Behavioral Science (IBS). Although NCHS provides these data as a 

decedent-level file, they have been transformed into a county-level file for this study. 
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 For county-level indicators, several data sources were used. First, the Area Health 

Resources Files (AHRF) is a collection of geographic, demographic, and healthcare data 

maintained by the Health Resources and Services Administration (HRSA) (Area Health 

Resources Files 2021). The AHRF contains readily accessible county-level information from a 

variety of sources, including the American Hospital Association (AHA), the Census Bureau, the 

Center for Medicaid Services (CMS), and the Economic Research Service (ERS). Second, the 

Dartmouth Atlas end-of-life care indicators were integrated to provide measures of end-of-life 

care in the US (Dartmouth Atlas Project 2021). Third, the 2020 Religious Congregations and 

Membership Study (Religious Census) was integrated to provide information about county-level 

religious ideology (Grammich et al. 2010). Finally, voting data were retrieved from the MIT 

Election Data and Science Lab (MIT) (MIT Election Data and Science Lab 2018). All these data 

sources are publicly available and contain county-identifying information that can be linked 

directly with restricted MCD data. 

Measures 

Decedent-level death certificate data were used to create three primary outcomes of interest: 

percent of all deaths (among the analytic sample) occurring in a 1) home, 2) hospital, or 3) 

nursing home in each county. Table 3.1 demonstrates how site of death was coded at the 

decedent level. Each outcome was calculated by tallying the total number of decedents reported 

to have died in each setting divided by the total number of deaths in that county and year6. Site of 

death has been measured on death certificates since 1989 (for settings beyond just the hospital). 

However, for the sake of reliability, both 1989 and 1990 are omitted because significant changes 

were made to site of death coding starting in 1989 (with the inclusion of decedent home and 

 
6 Those coded as “missing” on site of death according to Table 3.1 were not included in the denominator since site 
of death could not be accurately identified.  
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long-term care facilities). Both 1989 and 1990 appear to be significant outliers without any 

obvious explanation besides potential coding errors due to inconsistencies in coding site of death 

across counties. Hence, to remain confident in the estimates of this analysis, only 1991 through 

2017 were included.  

Table 3.1. Site of death variable coding 

Site of death 1991 - 2002 Site of death 2003 - 2017 
Hospital 
deaths 

Home 
deaths 

Nursing 
home 
deaths 

Hospital, Clinical or Medical Center - 
Inpatient 

Hospital, Clinical or Medical Center - 
Inpatient 1 0 0 

Hospital, Clinical or Medical Center - 
Outpatient or admitted to Emergency 
Room 

Hospital, Clinical or Medical Center - 
Outpatient or admitted to Emergency 
Room 

1 0 0 

Hospital, Clinic or Medical Center - 
Dead on Arrival 

Hospital, Clinic or Medical Center - 
Dead on Arrival . . 0 

Hospital, Clinic or Medical Center - 
Patient Status Unknown - 1 0 0 

Nursing home Nursing home / long-term care 0 0 1 
Residence Decedent's home 0 1 0 
- Hospice facility  0 0 0 
Other Other  0 0 0 
Unknown Unknown . . . 

 
In addition to measures of site of death, this study relies on county-level geographic 

identifiers provided in restricted death certificate data. Restricted death certificate data includes 

Federal Information Processing System (FIPS) codes, a federal system for uniquely identifying 

states and counties in the US. These codes have changed very little, making them suitable for 

analysis across time. For this analysis, the county of occurrence is used. County of occurrence 

refers to which county the death occurred in. Death certificates also provide information about 

the county of residence (e.g., the county where the decedent resided at the time of death, even if 

they did not die in that county). There are several benefits of focusing on county of occurrence 

over residence. First, information related to county of residence is missing at a much higher rate 

relative to county of occurrence. Additionally, for those not missing on county of residence, a 

relatively small percentage (~17%) of the analytic sample had a difference in county of 

occurrence and residence (that is, most individuals died in their county of residence).Table 3.2 
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provides information regarding the county-level variables included in this analysis, their data 

source, and which years were included in the analysis. Although there are typically multiple 

years of current county-level data available, there are limitations in terms of not having the full 

range of county-level data necessary to mirror all years of death certificate data. I attempt to 

overcome this by selecting some county-level constraints that are measured over an extended 

period (e.g., persistent poverty, average voting patterns) or selecting measures that have likely 

not changed significantly over time (e.g., religious adherents). However, due to the limited 

availability of county-level data before 2010, many of the structural measures are used to infer 

county-level economic and healthcare constraints over a period for which there is not adequate 

data. Despite this limitation, these measures are still important indicators of constraints that 

possible county subgroups are experiencing in a contemporary context and may have 

experienced previously.  

Table 3.2. County-level variables 
Variable Data Source Years Utilized 

CULTURAL CONSTRAINTS     
Religious    

Evangelical Protestant adherents per 1,000 Religious Census 2010 
Mainline Protestant adherents per 1,000 Religious Census 2010 
Catholic adherents per 1,000 Religious Census 2010 

Political    
Proportion voting Democratic (president), 5-year average MIT 2000-2016 
Proportion voting Republican (president), 5-year average MIT 2000-2016 

STRUCTURAL CONSTRAINTS     
Economic    

County Typology Code AHRF (ERS) 2015 
Low education AHRF (ERS) 2008-2012 
Low employment  AHRF (ERS) 2008-2012 
Persistent poverty  AHRF (ERS) 1980, 1990, 2000, 2007-2011 

Healthcare    
Hospital beds per 1,000  AHRF (AHA) 2010 
Nursing home beds per 1,000  AHRF (AHA) 2010 
Number of hospices per 1,000 residents 65+ AHRF (CMS) 2010 
Hospital admissions per decedent, last six months of life Dartmouth Atlas 2010 
Inpatient days per decedent, last six months of life Dartmouth Atlas 2010 

CONTROLS      
Percent 65+ AHRF (Census) 2010 
Percent Black AHRF (Census) 2010 
Rural/Urban Continuum Code AHRF (ERS) 2013 
Population loss AHRF (ERS) 1990-2000; 2000-2010 
New retirement destination AHRF (ERS) 2000-2010 
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Five cultural constraints were included focused on both religious and political ideology. 

For religious ideology, the number of religious adherents per 1,000 residents from the 2010 

religious census was included. There was a wide range of denominations included in the 

religious census; however, many of the non-Christian religions (e.g., Jewish, Muslim, Buddhist, 

Hindu) had incomplete information. Therefore, to test for meaningful differences within the 

limitations of the data, religious adherence was measured using three religious categories 

focused exclusively on Christian religions: Evangelical Protestant, Mainline Protestant, and 

Catholic. This approach considers about 60 percent of all religious adherents and over 85 percent 

of Christian adherents (Pew Research Center 2015). Focusing on these categories best aligns 

with the relationship established in the literature between religion and end-of-life care (Sharp et 

al. 2012). Additionally, two political indicators were included based on county-level voting data: 

the proportion of county votes for the 1) Republican and 2) Democratic presidential candidate. A 

5-year election average was calculated based on pooled data from the 2000, 2004, 2008, 2012, 

and 2016 presidential elections.   

Nine structural constraints were included in the analysis, including measures for both 

economic and healthcare constraints. For economic indicators, county typology code was 

measured as a six-category mutually exclusive variable indicating the type of economic industry 

a given county was reliant upon between 2010 and 2012: farming, mining, manufacturing, 

government, recreation, and nonspecialized (referent). Second, low education was a binary 

variable measuring whether a county had 20 percent or more of its working-age residents earning 

less than a high school degree or equivalent between 2008 and 2012 (5-year average). Third, low 

employment was a binary variable measuring whether a county had less than 65 percent of 

working-age residents (25-64) employed between 2008 and 2012 (5-year average). Finally, 
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persistent poverty was a binary variable measuring whether 20 percent or more of a county’s 

residents were poor based on 1980, 1990, and 2000 censuses, as well as a five-year average 

across 2007-2011 based on the American Community Survey. All economic indicators were pre-

coded by the ERS. Six healthcare constraints were also included focused on healthcare 

availability and end-of-life care characteristics. For healthcare availability, a measure of the 

number of hospital beds and nursing home beds per 1,000 residents in 2010 was included. 

Additionally, the number of hospices per 1,000 residents 65 years of age and older in each 

county was also included. For end-of-life care, two indicators were included focused exclusively 

on decedent outcomes during the last six months of life in 2010: 1) the number of hospital 

admissions and 2) inpatient days.  

Finally, this study adjusted for five additional indicators, including demographic 

composition, a rural/urban scale, and indicators of demographic change. For demographic 

composition, measures of county-level age (percent of residents 65 years of age or older) and 

race (percent of residents identifying as Black) as measured by the 2010 census were included. A 

three-category rural-urban continuum variable was also included to distinguish between both 

population and adjacency of a county to a metro area, including 1) metro, 2) non-metro and 

adjacent to a metro area, and 3) non-metro and not adjacent to a metro area. For demographic 

change, two indicators were included that measured changes in the population over time, 

including a measure of population loss and a county being a retirement destination. Population 

loss was measured as a binary variable defined as the population of a given county declining 

between the 1990 and 2000 census as well as the 2000 and 2010 census. New retirement 

destination was also a binary variable defined as the total proportion of residents over the age of 

60 growing at least 15 percent between 2000 and 2010.   
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Analytic sample 

As of 2021, there were 3,143 counties in the US (including boroughs and census areas in Alaska 

and parishes in Louisiana, both of which are deemed county-equivalents, but not including 

Guam, Puerto Rico, and the Virgin Islands). However, this analysis will include fewer counties 

for several reasons. First, the analysis was restricted to counties within the continental US7. 

Second, counties that reported fewer than ten deaths in the analytic sample in a given year were 

omitted due to challenges with estimating reliable variation in site of death. Third, counties 

missing on site of death information were omitted (this was primarily restricted to Oklahoma 

between 1990 and 1996 and Georgia in 2008 and 2009). Finally, several counties with 

incomplete trajectory information were omitted. However, the method used in this analysis could 

account for missingness in trajectories. Therefore, only counties with one or two total 

observations were omitted (n=8). The consolidation and omission of counties left 3,043 county 

trajectories in the final trajectory analysis (see Appendix A Table A.7 for a comprehensive list of 

counties that were omitted from the analytic sample). Of the final counties included in the 

analysis, 87.51% had complete trajectory information. 

Method 

Analytic approach  

As a way to address heterogeneity in site of death trajectories in the US, this study utilized latent 

class growth analysis (LCGA) to interrogate place-based disparities in site of death across 

counties (for detailed information on LCGA as a statistical technique, see Jung and Wickrama 

2008). LCGA is a statistical technique that can be used to identify unique and homogeneous 

 
7 There were a couple of challenges with including Alaska in the analysis due to several changes to FIPS codes over 
the 27-year period making it challenging to track changes over time for the same geographic space as well as the 
fact that voting information is not reported at the county-level for Alaska.  
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latent groups (e.g., subpopulations or subgroups) within a larger heterogeneous population that 

have a similar pattern of change over time (e.g., growth or trajectory) on a variable of interest 

(e.g., site of death). Therefore, rather than just considering the overall trend in which there has 

been a national decline in hospital deaths and a national increase in home deaths, LCGA 

identifies county subgroups that exhibit divergent trajectories from the entire US population. 

From this perspective, for example, there are myriad trajectories that a given county could 

experience over a nearly three-decade period related to site of death. Although some counties 

may exhibit decreases in hospital death and increases in home deaths (similar to the population 

trend), there may also be counties that exhibit the opposite (e.g., increases in hospital death and 

decreases in home death). Furthermore, some counties may exhibit very little or no change over 

the three-decade period, consistently exhibiting high rates of hospital or home death. LCGA is 

well suited for investigating variation in site of death over time because it explores the potential 

for multiple growth trajectories to exist in the same population over the course of nearly three 

decades. Therefore, this method allows for the detection of unanticipated or small, albeit 

meaningful, subgroups that may have otherwise gone unnoticed.  

The analysis will proceed in two distinct steps. First, LCGA models will be estimated for 

each of the three outcomes of interest (e.g., percent of deaths occurring in a 1) home, 2) hospital, 

or 3) nursing home within a county). A stepwise model approach will be implemented to 

determine the optimal number of latent subgroups. Each model will be compared using Akaike 

Information Criteria (AIC), Bayesian Information Criteria (BIC), as well as an assessment of 

entropy levels across models. Linear models will be estimated for all three trajectory models. 

Second, after identifying the county trajectories using LCGA, the structural and cultural 

constraints will be used to further explore between county variation in site of death. This will 
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expand on the first portion of this analysis by exploring what these county trajectories look like 

in their economic, social, healthcare, and political composition and will elucidate which kinds of 

structural and cultural factors shape and constrain county-level site of death trends. Depending 

on the number of classes identified in the LCGA, I will first compare the structural and cultural 

constraints across all county trajectories to identify potential sites of variation. Second, I will 

utilize multinomial logistic regression (assuming there are >2 county trajectories) to examine the 

relationship between the county-level constraints and site of death trajectories. In other words, I 

will use multinomial logistic regression to predict membership in the latent class county 

trajectory based on key place-based measures. About 13 percent of the counties in the sample 

(n=396) were missing on at least one county-level variable. Therefore, multiple imputation by 

chained equations (MICE) was utilized to account for the missingness present in the data. Fifteen 

datasets were imputed. All analyses were conducted in Stata 16.0, and the “traj” plugin was used 

to estimate LCGA models (Jones and Nagin 2013; StataCorp 2019).  

Results 

Latent class growth analysis 

Table 3.3 provides fit statistics (e.g., AIC, BIC, and entropy) for linear trajectory models for each 

of the three outcomes (e.g., percent home deaths, percent hospital deaths, and percent nursing 

home deaths). Results only for linear functions are presented here since quadratic functions did 

not significantly change the shape of the trajectories. Additional information about model fit can 

be found in the methodological supplement in Appendix B. Based on the stepwise model 

approach, a three-class model was selected for all three outcomes. Both the AIC and BIC 

declined in each subsequent solution up to a seven-class solution for nursing home deaths (Table 

3.3). Additionally, entropy remained relatively high for all the class solutions, suggesting that the 
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class solutions were highly distinct from one another. Finally, in terms of meaningfulness and 

interpretability, a three-class solution provided the most meaningful class solutions. For a 

detailed accounting of the growth estimates (e.g., intercept and slope) for each class solution, see 

Appendix A Table A.8. 

Table 3.3. LCGA fit statistics 
Number of classes AIC BIC Entropy  

Percent home death 
1 -335152.86 -335161.89 - 
2 -308415.77 -308433.83 0.979 
3 -294223.11 -294250.2 0.996 
4 Did not converge 

Percent hospital deaths 
1 -321196.17 -321205.2 - 
2 -282089.5 -282107.57 0.987 
3 -263777.15 -263804.24 0.982 
4 -256486.9 -256523.03 0.983 
5 -252531.7 -252576.85 0.963 
6 Did not converge 

Percent nursing home deaths 
1 -335367.98 -335377.01 - 
2 -310987.77 -311005.83 0.969 
3 -299308.53 -299335.62 0.98 
4 -293620.68 -293656.8 0.979 
5 -289388.56 -289433.72 0.943 
6 -286064.62 -286118.8 0.989 
7 Did not converge 

Note: AIC = Akaike Information Criteria; BIC = Bayesian Information Criteria 
 

Figure 3.1-Figure 3.3 present two important pieces of information: 1) line graphs demonstrating 

the trajectories based on the LCGA solution for each of the county subgroups, as well as 2) 

county-level national maps depicting county subgroups to provide an understanding of 

geographic dispersion and clustering of the counties in each trajectory. Figure 3.1 presents the 

three-class trajectory model for the percentage of deaths occurring at home in US counties 

between 1991 and 2017. Trajectory 1 (low increasing group) accounts for almost 56% of 

counties in the analytic sample and suggests a moderate increase in the overall percentage of 

deaths occurring at home. An essential feature of this class is that although there was an increase 

in the overall percentage of deaths occurring at home, these counties had a low percentage of 

deaths at home in the early 1990s (~15%). Finally, Trajectory 1 is most similar to the national 
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home death trend. Trajectory 2 (medium increasing group) accounts for almost 35% of counties 

in the analytic sample. This subpopulation is similar to the first one with a couple of notable 

differences: 1) the trajectory of this subgroup (e.g., slope) is slightly steeper than for Trajectory 1 

suggesting a more drastic shift to home death over the period and 2) a higher percentage of 

deaths occurring at home during the early 1990s (~25%). Trajectory 3 (high stable group) 

accounts for about 9% of the counties in the analytic sample and is characterized by high and 

relatively stable levels (~7% increase over the period) of home death over the 27-year period. 
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Figure 3.2 presents the three-class trajectory model for the percentage of hospital deaths occurring in US counties between 

1991 and 2017. Trajectory 1 (low stable group) accounts for nearly 18% of all counties and is characterized by very low rates of 

hospital death over the entire 27-year period. Trajectory 2 (medium decreasing group) accounts for almost 46% of counties in the US 

and is characterized by a gradual decline in the percentage of hospital deaths occurring over the 27-year period. This trajectory looks 

most similar to the national hospital death trend. Finally, Trajectory 3 (high decreasing group) accounts for 36.4% of counties. 

Trajectories 2 and 3 look alike in their slope (exhibiting a gradual decline in the percent of hospital deaths), but overall Trajectory 3 

exhibits a higher percentage of deaths occurring in hospitals over the entire period. 

Figure 3.1. Three-class LCGA solution for percentage of deaths that occurred at home, 1991-2017 
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Figure 3.3 presents the three-class trajectory model for the percent of nursing home deaths occurring in US counties between 

1991 and 2017. All three trajectories are very similar in their change over time in that they were all very stable across time. However, 

the main difference is in the overall percentage of nursing home deaths occurring in each trajectory with low, moderate, and high rates 

of nursing home death, respectively. Many of the counties (45.6%) fell into Trajectory 2 (medium stable group), with a moderate rate 

of nursing home death. Trajectories 1 (high stable group) and 3 (low stable group) appeared to be divergent trajectories with lower and 

higher than average rates of nursing home death, respectively. 

Figure 3.2. Three-class LCGA solution for percent of hospital deaths occurring at the county-level, 1991-2017 
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Finally, looking at the maps for each outcome (Figure 3.1-Figure 3.3), there is considerable within-state variation, suggesting 

that these changes are meaningful at the county level and not merely a function of state policy. Additionally, it is important to note 

that these counties did not map neatly onto each other across outcomes. For example, for percentage of home deaths, of the counties 

that were identified as Trajectory 1, 4.47%, 43.08%, and 52.44% belonged in the first, second, and third trajectories for the second 

outcome (percent of hospital deaths), respectively. Hence, even among counties that had a similar home death trajectory, there is still 

variation in their hospital (and nursing home) death trajectories. 

 

Figure 3.3. Three-class LCGA solution for percent of nursing home deaths occurring at the county-level in the US, 1991-2017 
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Descriptive statistics  

Table 3.4 provides descriptive information for the three-class trajectory models for all three 

outcomes (e.g., percentage of home, hospital, and nursing home deaths). To test for significance, the 

point estimates of two trajectories were compared to the 95% confidence interval of the trajectory 

that most closely approximated the population trend. Due to the large sample size, most relationships 

are statistically significant. However, to remain concise, interpretation is only provided for 

substantively significant results. Additionally, I will refer only to the trajectory names rather than the 

trajectory numbers. 
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Home death trajectories 

For home death trajectories, the low increasing group most closely resembled the national trend. 

This group had high rates of Mainline Protestant and Catholic adherents. Counties in the low 

increasing group were also likely to be nonspecialized in terms of economic type. Counties in 

this group were less likely to report low education, low employment, and persistent poverty. This 

group also had the highest levels of healthcare access of the three groups.  

To test for significant differences between groups, the medium increasing and high stable 

groups were compared to the low increasing group. I will first focus on the medium increasing 

group. Compared with the low increasing group, the medium increasing group had higher 

average rates of Evangelical adherents and lower than average rates of Mainline Protestant and 

Catholic adherents. In terms of county typology, this group was also more likely to depend on 

manufacturing and recreation. In terms of economic outcomes, this group was more likely to be 

experiencing low education (19.34%), low employment (42.63%), and persistent poverty 

(15.21%). In terms of healthcare outcomes, this group had fewer hospital beds, nursing home 

beds, and hospices than the low increasing group. Finally, this group was more likely to be 

nonmetro and adjacent to a metro region and be a new retirement destination while also being 

less likely to be a nonmetro area that was nonadjacent to a metro area and to be both a site of 

population loss. The high stable group was similar to counties in Trajectory 2 with a few 

exceptions. First, a larger proportion of counties in the high stable group were experiencing 

economic disadvantage including low education (26.52%), low employment (52.33%), and 

persistent poverty (18.64%). Additionally, counties in this group had the lowest levels of 

healthcare availability of all three trajectories.  
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Hospital death trajectories 

For hospital death trajectories, the medium decreasing group most closely resembled the national 

trend. This group had high rates of Mainline Protestant and Catholic adherents. Counties in the 

medium decreasing group were also likely to be dependent upon recreation or manufacturing, 

compared to the other groups. Counties in this group were less likely to report low education, 

low employment, and persistent poverty. This group also had the most moderate levels of 

healthcare access of the three groups.  

To test for significant differences between groups, the low stable group and the high 

decreasing were compared to the medium decreasing group. I will first focus on the moderate 

decreasing group. Relative to the moderate decreasing group, the high stable group had higher 

average rates of Evangelical Protestant adherents and lower average rates of Mainline Protestant 

and Catholic adherents. In terms of county typology, this group was more likely to be 

economically dependent upon farming (23.05%). In terms of other economic outcomes, counties 

in Trajectory 1 were more likely to be experiencing low education (18.77%), low employment 

(37.73%), and persistent poverty (14.5%). In terms of healthcare factors, this group had fewer 

hospital beds, nursing home beds, and hospices relative to the moderate decreasing group. For 

controls, the high stable group had a higher, on average, percent of the population that identified 

as Black and a lower, on average, percent of the population that identified as foreign born. 

Finally, the high stable group was more likely to be metro or nonmetro nonadjacent  

Relative to the medium decreasing group, the high decreasing group exhibited a 

significantly larger proportion of Evangelical Protestant adherents (266.44 versus 206.49). 

Counties in this trajectory were also more likely to be economically dependent on government 

(16.22%) or were economically nonspecialized (47.43%). In terms of economic outcomes, these 
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counties were also economically disadvantaged with a larger percentage of counties exhibiting 

low education (18.22%), low employment (30.78%), and persistent poverty (15.57%). In terms 

of healthcare access, these counties had, on average, more healthcare availability with 5.38 

hospital beds and .89 nursing home beds per 1,000 residents and 0.15 hospices per 1,000 

residents over 65 years of age. These counties also exhibited higher rates of hospital admissions 

and longer inpatient hospital stays for decedents in the last six months of life. Finally, these 

counties were also characterized by an, on average, larger proportion of county residents 

identifying as Black and being foreign born; they were also more likely to be metro or nonmetro 

and nonadjacent counties; and were more likely to have experienced population loss.  

Nursing home death trajectories 

For nursing home death trajectories, the medium stable group most closely resembled the 

national trend. Counties in this group had average rates of religious adherents, relative to the 

other two trajectories. In terms of economic and healthcare outcomes, counties in this group 

looked fairly average and did not stand out as exceptionally low or high. However, counties in 

this group had, on average, a low percentage of the population that identified as Black.  

To test for significant differences between groups, the low stable group and the high 

stable group were compared to the medium stable group. I will first focus on the low stable 

group. Relative to the medium stable group, counties in the low stable group had an on average 

higher proportion of Evangelical protestant adherents and on average lower proportion of both 

Mainline protestant and Catholic adherents. Counties in this group had an on average higher 

proportion of residents voting Democratic and were more likely to be economically dependent 

on government. In terms of economic outcomes, a larger proportion of counties in this group 

were experiencing economic disadvantage including low education (24.81%), low employment 
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(44.11%), and persistent poverty (21.29%). In terms of healthcare, these counties had more 

hospital beds and nursing home beds relative to the medium stable group. These counties also 

had higher rates of hospital admission and longer inpatient hospital stays for decedents in the last 

six months of life. Counties in this trajectory also had an on average higher percent of residents 

who were Black or foreign born. Finally, these counties were most often metro (45.53%) and a 

new retirement destination.   

 Relative to the medium stable group, counties in the high stable group had, on average, a 

higher proportion of Mainline protestant and Catholic adherents. This group also had a higher 

percentage of residents voting Republican (62.56% versus 59.83%) with over a third (35.09%) of 

all counties being economically dependent upon farming. Counties in this group were also the 

least likely to be economically dependent on recreation (4.12%). In terms of economic outcomes, 

counties in this group were faring better than the medium stable group with only a small 

percentage of counties experiencing low education (8.4%), low employment (14.17%), and 

persistent poverty (4.94%). Counties in this group were also on average older and had fewer 

Black and foreign-born residents. Finally, counties in this group were most likely (39.87%) to be 

nonmetro and nonadjacent to a metro area with more counties experience population loss relative 

to the medium stable group.  

Multivariate Results 

Home death trajectories  

Relative risk ratios and 95% confidence intervals for each home death trajectory (compared to 

the low increasing group) are presented in Table 3.5. For the home death trajectories, cultural 

constraints were not substantively or significantly associated with greater odds of being in either 

the medium increasing or high stable groups (Model 3). I will first focus my attention on the 
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unique features of the high increase group and then will move my attention to the high stable 

group. In terms of economic outcomes, being economically dependent on recreation relative to 

being nonspecialized (RRR=2.07, p<.001) was associated with significantly higher odds of being 

in the medium increasing group and being economically dependent on government relative to 

being nonspecialized was associated with significantly lower odds (RRR=0.72, p<.05) of being 

in this group. Low employment was also significantly associated with higher odds (RRR=2.10, 

p<.001) of a county belonging to this group. In terms of healthcare outcomes, four of the six 

outcomes were substantively and significantly associated with being in this group in the final 

model. Both the number of hospital beds (RRR=0.77, p<.001) and nursing home beds per 1,000 

residents (RRR=0.20, p<.001) were significantly associated with lower odds of being in this 

group. Additionally, the number of hospital admissions per decedent during the last six months 

of life was significantly associated with lower odds (RRR=0.28, p<.001) of being in this group 

while the number of inpatient days per decedent during the last six months of life was 

significantly associated with higher odds (RRR=1.11, p<.05). Overall, this suggests that the 

medium increasing group was much more likely to be composed of counties that were 

economically disadvantaged and had less readily available healthcare.  
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Now shifting focus back to the high stable group, counties in this group did not differ 

from the low increasing group in terms of county typology codes. In terms of economic 

outcomes, low employment was significantly associated with higher odds (RRR=2.41, p<.001) 

of a county being in the high stable group. In terms of healthcare outcomes, four of the six 

outcomes were substantive and significantly associated with being in this group. Both the 

number of hospital beds (RRR=0.35 p<.001) and nursing home beds per 1,000 residents 

(RRR=0.00, p<.001) was significantly associated with lower odds of being in this group. 

Additionally, the number of hospital admissions per decedent during the last six months of life 

was significantly associated with lower odds (RRR=0.06, p<.001) of being in this group. Finally, 

the number of inpatient days per decedent during the last six months of life was associated with 

higher odds (RRR=1.32, p<0.01) of belonging to this group. Finally, being a nonmetro county, 

both adjacent (RRR=0.73, p<.05; RRR=0.36, p<.001) and nonadjacent (RRR=0.48, p<.001; 

RRR=0.19, p<.05) relative to being a metro county, was significantly associated with lower odds 

of belonging to either the medium increasing or high stable group, respectively, relative to the 

low increasing group. Similar to the high increasing group, the high stable group also was much 

more likely to be composed of counties that were both economically disadvantaged and had 

fewer readily available healthcare resources, including both hospitals and nursing home beds.   

Hospital death trajectories  

Relative risk ratios and confidence intervals for each hospital death trajectory (compared to the 

medium decreasing group) are presented in Table 3.6. For the hospital death trajectories, cultural 

constraints were not substantively or significantly associated with greater odds of being in either 

the low stable or high decreasing group after the inclusion of structural constraints and controls 

(Model 3). I will first focus my attention on the unique features of the low stable group and then 
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will move my attention to the high and decreasing group. County typology code and other 

economic outcomes were not associated with being in the low stable group relative to the 

medium decreasing group. In terms of healthcare outcomes, all six of the outcomes were 

substantively and significantly associated with odds of a county being in in this group in the final 

model. The number of hospital beds (RRR=0.20, p<.001), nursing home beds per 1,000 residents 

(RRR=0.00, p<.001), and number of hospices per 1,000 residents over 65 years of age 

(RRR=0.28, p<.001) were significantly associated with lower odds of being in this group. 

Additionally, the number of hospital admissions per decedent during the last six months of life 

was significantly associated with lower odds (RRR=0.11, p<.001) of being in this group while 

the number of inpatient days per decedent during the last six months of life was significantly 

associated with higher odds (RRR=1.37, p<.001). Overall, this suggests that the low stable group 

was much more likely to be composed of counties that had less readily available healthcare as 

well as residents who were older. 
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Now I will shift focus to the high decreasing group. In terms of economic outcomes, 

being economically dependent upon farming (RRR=0.45, p<.001), mining (RRR=0.66, p<.05), 

and manufacturing (RRR=0.67, p<.01) relative to being economically nonspecialized was 

associated with lower odds of belonging to the high decreasing group relative to the medium 

decreasing group. Additionally, being economically dependent upon government (RRR=1.65, 

p<.01) relative to being nonspecialized was associated with higher odds of belonging to this 

group. In terms of healthcare outcomes, five of the six outcomes were substantive and 

significantly associated with being in this group. Both the number of hospital beds (RRR=1.18, 

p<.001) and nursing home beds per 1,000 residents (RRR=1.20, p<.01) was significantly 

associated with higher odds of being in this group. Additionally, the number of hospital 

admissions (RRR=2.84, p<.001) and inpatient days (RRR=1.35, p<.001) per decedent during the 

last six months of life were significantly associated with higher odds of being in this group. 

Finally, in terms of controls, the percent of the county population composed of older adults 

(RRR=0.94, p<.001) was significantly associated with lower odds of belonging to the high 

decreasing group while the percent of the county population being composed of Black 

(RRR=1.03, p<.001) and foreign-born residents (RRR=1.03, p<.01) was associated with higher 

odds of belonging to the high decreasing group relative to the medium decreasing group. This 

suggests that counties in the high decreasing group were more likely to rely on government 

work, had higher levels of healthcare accessibility and healthcare utilization in the last six 

months of life, and had a younger population that was also more likely to be Black and foreign 

born.  
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Nursing home death trajectories  
 
Relative risk ratios and confidence intervals for each nursing home death trajectory (compared to 

the medium stable group) are presented in Table 3.7. For the nursing home death trajectories, 

religious adherents were not substantively or significantly associated with greater odds of being 

in either the low stable or high stable groups (Model 3). I will first focus my attention on the 

unique features of the low stable group and then will move my attention to the high stable group. 

For political outcomes, both the percent of a county voting Democratic and Republican 

(RRR=0.87, p<.01) were associated with lower odds of belonging to the low stable group, after 

controlling for structural constraints and controls. 
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In terms of economic outcomes, being economically dependent on farming (RRR=0.53, 

p<.01) relative to being nonspecialized was associated with lower odds of belonging to the low 

stable group, while economic dependency on recreation (RRR=1.98, p<.001) relative to being 

nonspecialized was associated with higher odds of belonging to the low stable group. 

Additionally, low employment (RRR=1.63, p<.001) was associated with higher odds of 

belonging to this group. In terms of healthcare outcomes, three of the six outcomes were 

substantively and significantly associated with odds of a county being in this group in the final 

model. The number of hospital beds (RRR=1.07, p<.001) was significantly associated with 

higher odds of being in this group while the number of nursing home beds per 1,000 residents 

(RRR=0.93, p<.05) was associated with lower odds of belonging to this group. Additionally, the 

number of inpatient days per decedent during the last six months of life was significantly 

associated with higher odds (RRR=1.31, p<.001). Finally, in terms of controls, the percent of the 

county population composed of older adults (RRR=0.97, p<.051) was significantly associated 

with lower odds of belonging to the low stable group, while the percent of the county population 

being composed of Black (RRR=1.05, p<.001) and foreign-born residents (RRR=1.05, p<.001) 

was associated with higher odds of belonging to the low stable group relative to the medium 

stable group. Overall, this suggests that the low stable group was composed of counties that had 

economic challenges related to employment, had lower rates of available nursing home beds and 

higher rates of hospital utilization at the end of life. The counties in this trajectory were also 

more likely to be younger and more racially diverse.  

Now shifting focus to the high stable group, in terms of economic outcomes, being 

economically dependent upon farming (RRR=1.99, p<.001) relative to being nonspecialized was 

associated with lower odds of belonging to the high stable group relative to the medium stable 
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group. Additionally, low education (RRR=1.84, p<.01) was associated with higher odds of a 

county belonging to this group. In terms of healthcare outcomes, five of the six outcomes were 

substantive and significantly associated with being in this group. The number of hospital beds 

(RRR=0.89, p<.001), nursing home beds per 1,000 residents (RRR=0.49, p<.01), and number of 

hospices (RRR=0.42, p<.01) was significantly associated with higher odds of being in this group. 

Additionally, the number of hospital admissions (RRR=0.16, p<.001) per decedent during the 

last six months of life was associated with lower odds of being in this group. Finally, in terms of 

controls, the percent of the county population composed of older adults (RRR=1.05, p<.001) was 

significantly associated with higher odds of belonging to this group while the percent of the 

county population being composed of Black (RRR=0.98, p<.001) and foreign-born residents 

(RRR=0.93, p<.01) was associated with higher odds of belonging to this group. This suggests 

that counties in the high stable nursing home group had high levels of reliance on farming, had 

lower levels of healthcare accessibility and healthcare utilization in the last six months of life, as 

well as an older and less diverse population. 

Discussion 

To date, research has demonstrated important temporal trends related to site of death in the US, 

including a decline in hospital deaths and an increase in home deaths (Cross and Warraich 2019; 

Olaisen 2020). However, previous research has suggested that there is also considerable variation 

in the likelihood of dying in a particular setting based on geographic context (Chino et al. 2018; 

Flory et al. 2004; Goodman et al. 2011; Xu et al. 2020). The goal of the present study was to 

combine these literatures to identify unique county site of death trajectories in the US and 

explore the relationship between key structural and cultural constraints and trajectory 

membership. Latent class growth analyses identified three meaningful and distinct county 
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subgroups defined by homogenous site of death trajectories for all outcomes of interest (e.g., 

proportion of home deaths, hospital deaths, and nursing home deaths). This suggests that there 

are, in fact, unique and distinct county subgroups in the US that are not represented by the 

national trend. Additionally, this study identified several county-level factors associated with 

membership in county trajectories. Therefore, these county subgroups are not only different in 

their unique site of death trajectories but differ in important ways based on structural and cultural 

features. I expand on the relative significance of these findings for each outcome below.  

 First, for the home death outcome, three unique county trajectories were identified – a 

moderately increasing group, a high increasing group, and a high stable group. Unsurprisingly, 

the trajectory that most closely aligned with the population trend (low increasing group) was the 

most common trajectory among counties in the US (~56%). However, there were also two 

distinct trajectories that did not follow this trend. The first (medium increasing group) being 

similar to the national trend but having a larger y-intercept and a steeper positive slope 

suggesting a higher percentage of home deaths to begin with in 1991 and a larger proportion of 

home deaths than the national trend by 2017. Finally, a small but important trajectory had 

remarkably high rates of home death that remained stable over the entire period (high stable 

group). When coupled with the multinomial models, a more interesting picture begins to emerge, 

suggesting that economic and healthcare factors were associated with membership in different 

home death trajectories. For example, counties in both the newly established trajectories (the 

medium increasing and high stable groups) were significantly more likely than the counties in 

the low increasing group to be experiencing unemployment and low healthcare accessibility, 

even after controlling for geographic context factors and cultural constraints. These associations 

were even more pronounced for the high stable trajectory.  
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Second, the hospital death trajectories did, in some ways, mirror the trajectories of home 

deaths, exhibiting two trajectories that diverged from that of the population – a low stable group 

and a high decreasing group. Looking at the structural constraints, economic factors were not 

significantly associated with trajectory membership in the fully adjusted multinomial models. 

However, healthcare factors were significantly associated with trajectory membership in the final 

models, suggesting that high proportions of hospital deaths are more likely in places with more 

hospital beds. This is not surprising given previous research that has identified similar results 

related to healthcare accessibility and site of death (Gruneir et al. 2007; Pritchard et al. 1998). 

Additionally, counties in the high stable hospital death group were generally younger and 

contained a higher proportion of residents who were Black and foreign-born. Previous research 

has demonstrated a positive association between hospital death and percent of residents 

identifying as Black within a county (Gruneir et al. 2007). Previous research has not found age 

composition to be significant and has not tested for the relationship between foreign-born 

composition and site of death. However, some research has identified an increased risk of 

hospital death for foreign-born individuals (Lackan et al. 2009) and a decreased risk of hospital 

death with increasing age (Cross and Warraich 2019) at the individual level. Although this study 

did not consider individual-level characteristics, these findings suggest that county-level 

demographic features are associated with hospital death trajectories above and beyond individual 

age, race, and foreign-born composition.  

Finally, for the nursing home outcome, the trajectory at the national level has remained 

relatively stable over the years. However, the LCGA still was able to identify three unique 

nursing home trajectories – a low, moderate, and high group. Counties with the lowest overall 

nursing home deaths (Trajectory 1) exhibited some economic disadvantage (higher rates of 
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unemployment) but also had more hospitals beds, but fewer nursing home beds, and a higher 

number of inpatient days for decedents hospitalized in the last six months of life. Counties in this 

trajectory were also younger and had higher concentrations of Black and foreign-born residents. 

Counties in the high stable nursing home death group also exhibited some economic 

disadvantage (but in the form of county-level educational attainment). However, despite having 

the highest rates of nursing home death, these counties had, on average, fewer hospital and 

nursing home beds than the medium stable group. Additionally, this trajectory appeared to be on 

average older and had fewer Black and foreign-born residents. For nursing home deaths, 

healthcare accessibility appears to be playing a unique role, especially in relation to the previous 

two outcomes. That is, increased access to a hospital or nursing home beds does not appear to 

consistently increase rates of nursing home death as it does for hospital death, especially when 

considering the high stable group as a case. Instead, based on the significance of age composition 

in these models, the rate of nursing home death may reflect the differences in age distributions 

across counties. Overall, despite the stability in the nursing home trajectories, the results 

demonstrated significant differences between counties on economic, healthcare accessibility, and 

sociodemographic factors.  

Although home death has often been treated as the ideal place to die or an indicator of a 

good quality death (Ali et al. 2015; Carr 2016), findings from this study suggest that changing 

rates of home, hospital, and nursing home deaths in the US are complicated by county context. 

For many of the counties that diverged from the population trend, there was both economic 

disadvantage as well as challenges related to healthcare accessibility. Since this analysis has been 

primarily inductive in nature, these findings do not denote a causal relationship but rather 

suggest that counties with high levels of home death are likely not bastions of high-quality end-
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of-life care or places where individuals and their families experience higher than average patient 

choice and autonomy. Instead, these unique trajectories indicate that in some counties where 

home death is high, economic issues may be creating challenges with affording access to care 

that may be needed. Furthermore, due to a lower rate of hospital and nursing home beds, 

individuals living in these counties may not have a “choice” to die anywhere other than their 

home and may not be receiving adequate healthcare support at the end of life.  

While the hospice and palliative care movements within the US have aimed to 

demedicalize death, counties with extremely low levels of hospital deaths have significantly less 

healthcare infrastructure, including fewer hospital beds, nursing home beds, and hospices. These 

findings may be indicative of an access issue rather than just simply a shift towards the 

demedicalization of death. Although the hospital outcome was not associated with economic 

factors, counties with high and increasing rates of hospital death were likely to be more diverse 

in racial composition and nativity status. This was also the case for counties experiencing low 

and stable rates of nursing home death. It is not entirely clear why this is the case, but previous 

research has found associations between race, ethnicity, and nativity (although less research in 

this latter area) and site of death at the individual level (Gardner et al. 2018; Lackan et al. 2009; 

Orlovic et al. 2018). A longstanding explanation for higher rates of hospital deaths among these 

groups, especially among racial and ethnic minorities, has been different “preferences” for care 

at the end of life (Kwak and Haley 2005). 

However, this approach has recently been critiqued, noting that it is important to consider 

the role of systemic racism in shaping end-of-life care (Cain 2021). These findings highlight that 

above individual race, ethnicity, or nativity, area-level characteristics, such as racism, are likely 

at play in shaping the experience of dying in these counties. Additionally, in opposition to home 
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deaths, hospital deaths have frequently been used as a proxy for poor quality end-of-life care. 

However, this broad and subjective valuation likely has material consequences for the 

individuals who die in these counties – whether it attempts to exercise unnecessary social control 

over these deaths or systematically devalues these kinds of deaths altogether. Serious attention 

should be paid to the mechanisms that ultimately lead to these patterns in different places, as this 

appears to have important differential impacts on already vulnerable or marginalized 

populations. Overall, these findings bring new empirical evidence to research on site of death, 

and these trajectories begin to illuminate the complex social, cultural, and historical reality of 

counties in the US.  

This study was limited in important ways. First, this analysis could not account for all 

counties in the US, as counties with very few deaths were excluded. These are likely the most 

rural counties, and their omission may be masking additional and unique challenges faced by 

rural counties in the US. Second, even though this study relies on death certificate data dating 

back to 1991, equivalent historical data for various county-level factors was not able to be 

integrated. Third, the ability to measure cultural constraints was limited and could be improved 

in the future. Regarding religious data, the data used for this research had several limitations, 

including non-response and missingness despite being the currently best available data source for 

county-level religiosity information. Additionally, voting data are not the only way to measure 

political ideology in an area and misses important nuances in political ideological expression, but 

county-level voting data are readily available, making it ideal for this study. Despite these 

limitations, this research has provided important and insightful information related to site of 

death. By applying a novel methodological tool (LCGA) to a rich source of population-level 

death certificate data commingled with county-level data, this study has provided additional 



 

 79  

evidence that there is considerable heterogeneity across counties in their site of death 

composition and trajectory that is obscured by continued emphasis on the national trend. 

Additionally, this study has provided a unique perspective on the site of death landscape 

historically, further demonstrating the important role of counties in shaping site of death and 

adding to additional determinants of site of death. Finally, these results suggest that the 

experience or quality of care provided at the end of life is not consistent across the US and that it 

is imperative to consider the variability in site of death across the US.  

Although death certificate data are limited by what variables are available, future 

research in this area could undoubtedly utilize new and novel county-level data in studying 

geographic variation in site of death as it becomes available. By assessing additional social, 

cultural, and structural county features, a more complex and detailed understanding of 

geographic variation in site of death could be reached. Additionally, future research focused on 

site of death should carefully consider its treatment of different sites of death. That is, it is 

imperative to continue to investigate site of death while also considering preconceived notions 

about what these different settings of death represent. This is not to say that we should not study 

home death as an outcome when analyzing site of death or considering quality end-of-life care. 

Instead, it suggests that we more thoughtfully consider our subjective understanding of these 

categories and not simply consider “home death” as representative of a holistically positive 

outcome related to death and dying (Carr 2016). Continuing to treat this as a positive outcome in 

and of itself likely masks the complicated experiencing of dying at home for many people in the 

US (Gray 2020; Leiter 2019). In terms of policy, these findings suggest that interventions may 

not be universally applicable or effective due to the different challenges experienced by different 

county subgroups. There are likely different mechanisms that led to these homogeneous site of 
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death trajectories, suggesting that policies put in place may not have the same impact on counties 

in different trajectories. Most end-of-life care policy takes place at the federal or state level. 

However, findings from this research suggest that county-level, tailored interventions are likely a 

necessary next step. There is likely not a one-size-fits-all approach that will address variation in 

site of death across counties since these counties are clearly so different from one another.  

In conclusion, this study contributes to a growing body of research focused on the 

important role of context in shaping social life. Using a novel method of LCGA, this work builds 

on previous work that has explored how health-related outcomes have changed across place and 

time (Berger et al. 2019; Cho, Lee, and Harper 2020). This study also contributes to research 

focused on improving end-of-life care in the US. Since site of death has been considered an 

important indicator of end-of-life care, this study demonstrates distinct differences between 

counties in the US in their overall site of death trajectories. In addition to identifying geographic 

variation, this study also brings new empirical evidence to bear concerning our subjective 

understanding of site of death in the US, especially regarding home and hospital deaths. That is, 

this study provides novel empirical evidence that various sites of death may not be as universally 

positive or negative as they have previously been made out to be. There is considerable work that 

still needs to be accomplished to improve end-of-life care in the US. However, in order to do so, 

future research must be thoughtful about approaching these questions, to begin with, 

understanding that there is considerable geographic variation at the end of life in the US.  
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CHAPTER 4. Variation in Site of Death – Compositional or Contextual Effects? 

Introduction 

Death has colloquially been referred to as “the great equalizer” (Albom 1997; Moodie 1853), but 

there remains considerable variation in many end-of-life care outcomes, including the setting 

death ultimately takes place in (e.g., site of death) (Goodman et al. 2011). There has been a 

national decrease in the overall proportion of deaths occurring in a hospital in the last several 

decades (Olaisen 2020). However, research has demonstrated that one’s likelihood of dying is 

impacted by the geographic context in which one dies – whether this is at the regional, state, or 

county level (Chino et al. 2018; Flory et al. 2004; Gruneir et al. 2007; Xu et al. 2020). Therefore, 

a growing body of scholarship has begun to demonstrate the importance of context in shaping 

site of death in the US. However, the source of this geographic variation remains unclear. That 

is, it is unknown whether the relationship between geographic context and site of death is 

attributable to the characteristics of a place (contextual effects) or the individual-level 

characteristics of people dying in that place (compositional effects). Furthermore, it may be 

possible that these contextual and compositional factors work in tandem or interact – resulting in 

different contextual effects for different decedents. One possible solution for more completely 

understanding the role of geographic variation in site of death is to investigate and identify the 

potential source(s) of this variation. 

 To date, causes of the total variation in site of death have yet to be wholly accounted for 

(Pritchard et al. 1998; Weitzen et al. 2003). Existing research has established numerous 

characteristics of both people and places associated with site of death. Studies have suggested 

that compositional factors could be important to geographic variation in site of death as several 

decedent-level characteristics–including gender, age, race, and education–have been associated 
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with site of death (Bell et al. 2010; Cross and Warraich 2019; Gomes and Higginson 2006; 

Weitzen et al. 2003). Additionally, in terms of contextual factors, previous work has begun to 

identify some social, economic, and healthcare factors at various contextual levels of social life 

that are associated with site of death (Davies et al. 2019; Gruneir et al. 2007; Pritchard et al. 

1998; Xu et al. 2020). However, these two sources of variation have not been explored in 

tandem. An exclusive focus on only one level of analysis makes it impossible to elucidate the 

potential additive or interactive relationship between macro and micro influences on site of 

death. An analysis of this type would provide empirical evidence demonstrating where resources 

should be allocated to improve outcomes most effectively for people at the end of life. 

To address this gap in the literature, this study will employ multilevel level methods 

using restricted population death certificate data merged with county-level data focused on 

various contextual-level social, economic, healthcare, religious, and political factors. This study 

aims to investigate both compositional and contextual sources of variation in site of death 

between US counties for a contemporary period of deaths (2015-2017). Results suggest that 

although compositional factors (e.g., gender, age, race/ethnicity, education, marital status, cause 

of death) are significantly associated with site of death, they do not help to account for any of the 

geographic variation in site of death between counties. However, contextual factors were 

significantly associated with site of death and accounted for some of the total variation in site of 

death between counties. This was especially the case for healthcare accessibility and economic 

factors. Overall, findings from this study suggest that the previous focus on individual-level 

characteristics of decedents may have been overemphasized. Instead, research moving forward 

should focus on county characteristics as a critical source of variation that contributes to different 



 

 83  

site of death outcomes within the US. Additionally, research should consider the inclusion of a 

multilevel perspective to connect individual-level characteristics to their geographic context.   

Background 

Research on compositional and contextual effects is a growing area of research within ecological 

perspectives on health and mortality. The crux of the issue in this line of research is whether the 

characteristics of people who live (or die) in a particular place (e.g., composition8) or whether the 

actual characteristics of that place (e.g., context) impact people’s health outcomes (Leyland and 

Groenewegen 2020). Within research on end-of-life care, the discourse of patient choice and 

autonomy has long prevailed, emphasizing individuals and individual-level characteristics 

associated with site of death (e.g., composition). To date, a handful of individual-level 

characteristics have been shown to be associated with site of death among numerous decedent 

populations. For example, older age is associated with a higher probability of home death 

relative to hospital death (Gruneir et al. 2007; Weitzen et al. 2003). Lower levels of education 

have been associated with a lower probability of home death (Weitzen et al. 2003) and a lower 

likelihood of congruence between preferred and actual site of death (Bell et al. 2010). Race has 

also been associated with site of death in that non-white decedents were more likely to have died 

in a hospital than at home (Gomes and Higginson 2006; Weitzen et al. 2003). The relationship 

between decedent gender and site of death has been somewhat inconclusive. Some research has 

found no association (Gomes and Higginson 2006; Weitzen et al. 2003), while other research has 

shown that men are significantly more likely to die in a hospital and less likely to die in a nursing 

 
8 There are two primary schools of thought for operationalizing composition. First, research refers to composition as 
the aggregate-level sociodemographic characteristics of places. Second, research uses composition to refer to 
individual-level characteristics of people who live in a particular place (see Leyland and Groenewegen 2020; 
Subramanian, Kawachi, and Kennedy 2001). For the purposes of this research, the latter definition is used, 
and composition will refer to the individual-level characteristics of people living in a particular area for the 
remainder of this dissertation. 
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home than at home relative to women (Cross, Kaufman, Taylor, et al. 2019; Cross and Warraich 

2019). Some research has shown that marital status is significantly associated with site of death, 

with widows and other unmarried decedents being more likely to die at home than in a hospital 

(Gruneir et al. 2007; Weitzen et al. 2003).  

Additionally, research has emphasized the role that cause of death has in shaping the 

likelihood of dying in a particular setting, including dementia (Cross, Kaufman, Taylor, et al. 

2019; Mitchell et al. 2005; Xu et al. 2020), cancer (Gomes and Higginson 2006), and 

cerebrovascular disease (Cross, Kaufman, and Warraich 2019). However, current research 

utilizing individual-level characteristics has been limited in two important ways. First, the 

relationship between various sociodemographic characteristics and site of death has been tested 

among various subpopulations and, therefore, may be specific only to those subpopulations. 

Second, despite the importance of identifying these disparities in site of death, decedent 

characteristics have not fully accounted for the geographic variation in site of death, suggesting 

that there may be other factors beyond characteristics of decedents that are impacting the 

likelihood of dying in a given setting.  

In an attempt to build on previous research focused on decedent characteristics, research 

has also begun to document various place-based factors associated with site of death. So far, this 

has included social, economic, and healthcare factors. In terms of social factors, a county’s racial 

and ethnic composition has been associated with an increased probability of hospital death 

(Gruneir et al. 2007). In terms of economic factors, area-level deprivation, as well as poverty and 

educational composition of a county, have been associated with site of death in that higher levels 

of poverty and lower proportions of adults with college degrees predicted an increased likelihood 

of hospital death (Davies et al. 2019; Gruneir et al. 2007). Finally, several health-care factors 
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have also been associated with site of death, including state-level Medicare reimbursement rates 

(Pritchard et al. 1998; Xu et al. 2020) and healthcare availability in a given area (Gruneir et al. 

2007; Pritchard et al. 1998; Xu et al. 2020). That is, higher rates of Medicare reimbursement 

were associated with a higher likelihood of dying in a hospital, while lower levels of healthcare 

availability (e.g., hospital, nursing home) was associated with a higher likelihood of home death. 

Despite the identification of these social, economic, and healthcare factors, to date, research has 

not yet investigated the relationship between county-level religious or political measures, 

although these could be influential in shaping norms around, attitudes about, and availability of 

end-of-life care.  

Although research focused on site of death has analyzed both individual-level and 

aggregate-level associations, research has not explored the relationship between these 

compositional and contextual effects simultaneously. An exclusive focus on just one level of 

social life makes it impossible to fully elucidate the potential additive or interactive relationship 

between macro and micro influences on site of death. This is an important area of inquiry 

because contextual effects may have unique effects on different groups of people. For example, 

if contextual factors had an equivalent impact on all people, we would expect to see no variation 

in the probability of dying in an institutionalized setting across counties based on decedent 

characteristics, like education. However, if place had a differential impact on different groups of 

people, we may expect to see a stronger (or weaker) relationship between decedent 

characteristics and site of death in different counties. Furthermore, since site of death is socially 

patterned based on decedent-level gender, age, race/ethnicity, and education, these characteristics 

may activate various structural and cultural constraints simultaneously placing limits on the 

kinds of choices available to people at the end of life.  
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To address this gap in the literature, this study will employ a series of multilevel models 

for a contemporary period of deaths (2015-2017) to test the relationship between compositional 

and contextual effects and geographic variation in site of death across counties in the US. This 

research aims to answer the following research questions: Do compositional factors and/or 

contextual factors help explain geographic variation in site of death? Are the effects of 

contextual factors the same for different decedents? To answer this question, the analysis will 

proceed in two steps. First, I will utilize two-level multilevel models to assess the relationship 

between compositional factors and site of death, contextual factors and site of death, and both of 

these factors in tandem. Second, I will conduct a series of multilevel models that include cross-

level interactions between compositional and contextual factors. This allows for the examination 

of essential and lingering questions about the mechanisms that contribute to and impact 

geographic variation in site of death.  

Data  

This study utilizes restricted Multiple Cause of Death (MCD) data that has been merged with 

several county-level covariates. MCD data comprises death certificate information for the entire 

US population and is managed by the National Vital Statistics System (NVSS) within the 

National Center for Health Statistics (NCHS). Information on a death certificate includes place 

of death (e.g., county and state of death), site of death (e.g., home, hospice, hospital, nursing 

home), sociodemographic characteristics of the decedent (e.g., age, gender, education, marital 

status), underlying cause of death, and co-occurring morbidities that contributed to death. 

Although these data are publicly available, NVSS stopped releasing geographic identifiers in 

publicly available data in 2005. Additionally, NVSS provides limited geographic identifiers in 

publicly available data for counties with more than fifty deaths in a given year. Therefore, to 
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overcome these data challenges, all analyses were conducted on restricted data (made available 

through NCHS) using a secure remote server managed by the Institute of Behavioral Science 

(IBS).  

 To construct county-level indicators, several resources were used. First, the Area Health 

Resources Files (AHRF) is a collection of geographic, demographic, and healthcare data 

maintained by the Health Resources and Services Administration (HRSA) (Area Health 

Resources Files 2021). The AHRF contains readily accessible county-level information from a 

variety of sources including the American Hospital Association (AHA), the Census Bureau, the 

Center for Medicaid Services (CMS), and the Economic Research Service (ERS). Second, the 

2020 Religious Congregations and Membership Study (Religious Census) was integrated to 

provide information about county-level religious ideology (Grammich et al. 2010). Finally, 

voting data were retrieved from the MIT Election Data and Science Lab (MIT) (MIT Election 

Data and Science Lab 2018). All these data sources are publicly available and contain county-

identifying information (FIPS codes) that can be linked directly with restricted death certificate 

data. 

Measures 

For this analysis, there were two primary outcomes of interest: 1) odds of dying in a hospital 

relative to dying at home and 2) odds of dying in a nursing home relative to dying at home. Table 

4.1 provides the coding scheme for both outcomes. Those who were indicated to be “dead on 

arrival” were not included in this analysis because their place of death could not be determined 

prior to their arrival at the hospital9.  

 
9 For more detailed information on site of death including, including the omission of “dead on arrival” and hospice 
deaths, please see the section on limitations in Chapter 5. 
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Table 4.1. Site of death coding  
Site of death categories Outcome 1  

(hospital vs home) 
Outcome 2  

(nursing home vs home) 
Hospital, Clinical or Medical Center - Inpatient 1 . 
Hospital, Clinical or Medical Center - Outpatient or 
admitted to Emergency Room 1 . 

Hospital, Clinic or Medical Center - Dead on Arrival . . 
Nursing home / long-term care . 1 
Decedent's home 0 0 
Hospice facility  . . 
Other  . . 
Unknown . . 

 

Table 4.2 provides detailed information about the compositional and contextual variables 

included in the analysis. For compositional variables, six decedent-level characteristics were 

utilized: gender, race/ethnicity, age, education, marital status, and cause of death. Gender was a 

binary outcome with male coded as the referent. Race was a four-category indicator which 

included non-Hispanic white (referent), non-Hispanic black, Hispanic, and other race. This 

variable was pre-coded by NVSS and includes all single-race options. Age was measured using 

reported age at death and was categorized as follows: 65-74 years old (referent); 75-84 years old; 

and 85 years of age and older. Educational attainment was coded into four categories (less than 

high school, high school degree (referent), some college, and college degree or more) from two 

different variables: 1) those who had a 1997 education coding, and 2) those who had a 2003 

education coding. In 1997, education was coded based on years in school (not degree 

attainment). By 2003, this was altered so that education was based on degree attainment. For the 

1997 education variable, years of schooling was roughly matched with degree attainment in 

2003, where 0-11 years of education was coded as less than high school, 12 years as a high 

school degree (referent), 13-15 years as some college, and 16 or more years as a college degree 

or more. Marital status at time of death was four-category variable including: married (referent), 

divorced, single, and widowed. Finally, cause of death was coded using of the seven leading 

causes of death in 2017: 1) heart disease (referent), 2) cancer, 3) respiratory diseases, 4) stroke, 
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5) Alzheimer’s disease, 6) diabetes, and 7) pneumonia (Kochanek et al. 2019). An eighth 

category was also added to capture all “other” natural causes of death that did not fall into one of 

the other seven categories. Cause of death coding was derived from the 39 causes of death 

ICD10 coding (National Center for Health Statistics 2018b). More detailed information about the 

coding scheme for “other” causes can be found in the Appendix A (Table A.9).  

Table 4.2. Compositional and contextual variables 
  Data Source Years Utilized 
Compositional factors     

Gender MCD Data 2014-2017 
Race/ethnicity MCD Data 2014-2017 
Age MCD Data 2014-2017 
Education  MCD Data 2014-2017 
Marital status MCD Data 2014-2017 
Cause of death MCD Data 2014-2017 

Contextual factors     
Social     

Percent 65 years of age and older Census  2010 
Percent Black Census 2010 
Percent foreign born Census ACS 2010 
Rural/urban continuum code ERS 2013 

Economic      
Percent with a college degree Census ACS 2014–2018 
Percent in poverty  Census SAIPE 2010 
Percent unemployed BLS LAUS 2010 
Percent uninsured Census SAHIE 2010 

Healthcare      
Hospital beds per 1k residents AHA 2010 
Nursing home beds per 1k residents AHA 2010 
Number of hospices per 1k residents over 65 CMS 2010 
Health professional shortage area (primary care) HRSA  2010 

Religious     
Evangelical Protestant adherents per 1k Religious Census  2010 
Mainline Protestant adherents per 1k Religious Census  2010 
Catholic adherents per 1k Religious Census  2010 

Political     
Percentage voting for a Republican president MIT 2012 
Percentage voting for a Democratic president MIT 2012 

 
 For contextual variables, measures of social, economic, healthcare, religious, and 

political context were included. Social factors included three measures of demographic 

composition of a county as measured by the 2010 Census (e.g., percent 65 years of age or older, 

percent Black, percent foreign born) as well as a measure of rurality in a given county as 
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measured by the ERS in 2013. A three-category rural-urban continuum variable was used to 

distinguish between both population and adjacency of a county to a metro area including: 1) 

metro, 2) non-metro and adjacent to a metro area, and 3) non-metro and not adjacent to a metro 

area. Four economic indicators were analyzed including percent of county residents having 

earned a college degree, percent of county residents living below the poverty line, percent of 

unemployed county residents, and percent of uninsured county residents. Five indicators of 

healthcare environment within a county were included, including the number of hospital and 

nursing home beds per 1,000 residents as well as the number of hospice agencies per 1,000 

residents over the age of 65. Additionally, an indicator of whether a county had been designated 

a health professional shortage area (HPSA) for primary care providers was also included which 

measures whether a county lacks enough healthcare providers to meet the needs of the 

population within a given county. Counties could fall into one of three categories: 1) county was 

not classified as a HPSA (referent), 2) all of the county was classified as an HPSA, or 3) one or 

more parts of a county were classified as an HPSA. For religious ideology, a measure of the 

number of religious adherents per 1,000 residents from the 2010 religious census was included10. 

There was a wide range of denominations included in the religious census, however, many of the 

non-Christian religions (e.g., Jewish, Muslim, Buddhist, Hindu) had incomplete information. 

Therefore, to test for meaningful differences within the limitations of the data, religious 

adherents was measured using three religious categories focused exclusively on Christian 

religions: Evangelical Protestant, Mainline Protestant, and Catholic. This approach considers 

about 60 percent of all religious adherents and over 85 percent of Christian adherents (Pew 

 
10 County-level religious adherents are counted by the county in which the adherents attend religious services and 
not the county in which they live. Therefore, it is possible for the number of adherents in a given county to exceed 
the number of residents.  
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Research Center 2015). Focusing on these categories best aligns with the relationship established 

in the literature between religion and end-of-life care (Sharp et al. 2012). Additionally, two 

political indicators were included based on county-level voting data for 2012: percentage of 

county votes for a Democratic and a Republican presidential candidate. All contextual variables 

were measured in years prior to the period being analyzed (2015–2017) to both avoid reverse 

causality, as well as to allow for a lagged effect of their impact on site of death. Therefore, when 

possible, 2010 county-level measures were utilized. 

Analytic sample 

There was a total of 8,288,096 decedents between 2015 and 2017. Analysis was restricted to 

decedents 65 years of age or older (n=6,038,220) and decedents who died of natural causes (e.g., 

not suicide, homicide, or accident; 195,802 decedents dropped). Additionally, decedents who did 

not die in a home, hospital, or nursing home were omitted (n=762,675; only 1,227 of these were 

truly “unknown”). There was some difficulty with model convergence when utilizing the full 

analytic sample (since there were 5,079,738 decedents in 3,099 counties at this stage). Therefore, 

all results are based on a 10% random sample (507,974 decedents in 3,009 counties). Finally, a 

total of 3.56% of the analytic sample was missing on at least one indicator. In terms of 

compositional variables, 2.92% of decedents were missing on gender, race/ethnicity, education, 

age, and marital status. In terms of contextual variables, only 0.65% of respondents were missing 

a county-level indicator. Since less than five percent of all decedents had missing data, listwise 

deletion was used to account for missingness within the data. This resulted in a final analytic 

sample of 489,890 decedents in 2,880 counties with 2,864 and 2,877 counties for the hospital 

and nursing home (relative to home) outcomes, respectively. 
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Method 

Analytic approach  

First, descriptive statistics for all compositional and contextual variables are provided. Second, a 

series of hierarchical generalized linear models (HGLM) were estimated for two binary 

outcomes: 1) the odds of dying in a hospital relative to home and 2) the odds of dying in a 

nursing home relative to home. The best way to empirically distinguish compositional from 

contextual effects is to employ multilevel modeling (Duncan, Jones, and Moon 1996, 1998). In 

the subsequent presentation of models, an equation only for the hospital outcome will be 

presented, but the same analyses will be conducted for nursing homes. I employed a stepwise 

modeling strategy that is demonstrated in Table 4.3. All analyses were conducted in Stata 16 and 

HGLM models were estimated using the “meglm” command (StataCorp 2019).  

Table 4.3. Stepwise model strategy for HGLM estimates 
Model number Model specification 

Model 1 Null model 
Model 2 Compositional indicators 
Model 3 Contextual indicators 
Model 4 Compositional and contextual indicators 
Model 5 Compositional and contextual indicators with interactions 

 

Model 1 is a two-level model with only the outcome of interest (Equation 1). This is the null 

model and will provide baseline estimates for future comparison and provides a useful 

preliminary model demonstrating the amount of variation present in the outcomes between 

counties: 

Level 1 (decedents): 
!!" = ##" 

 
Level 2 (counties): 

##" = $## +	'$" , '#" 	~	*(0, -$$) 
[E3] 
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Here, !!" is the log-odds of dying in a hospital (relative to home) for decedent i in county 

j. Additionally, "## (the mean of ##") is the estimated odds of dying in a hospital (relative to 

home) in the average county in the US while %## (the variance of ##") demonstrates the amount 

of variation in the odds of dying in a hospital (relative to home) across US counties. From these 

estimates, the plausible value range (PVR) will be calculated for each year. This value indicates 

the overall range in the probability of dying in a particular setting across all counties. This is 

calculated as a 95% confidence interval around the main model coefficient ("##) utilizing the 

level-2 variance (-##). Additionally, the intraclass correlation coefficient (ICC) will be calculated 

for each multilevel model. In a two-level HGLM, the variance is partitioned at level two. This 

represents the total variability in the outcome (probability of dying in a hospital) that is 

attributable to the county. It is possible to use this value to calculate the ICC which is the 

proportion of variance accounted for by the higher level of analysis (e.g., county). The following 

formula was used: -00 (('$ 3⁄ ) + -00)⁄  (Guo and Zhao 2000). By evaluating the ICC, it is 

possible to ascertain what proportion of the variation in site of death contextual factors account 

for.  

Model 2 is a random intercepts model that builds on the null model by incorporating 

compositional indicators (e.g., gender, race/ethnicity, age, education, marital status, cause of 

death; see Equation 2). This model demonstrates the impact of each compositional indicator on 

the likelihood of dying in a hospital (relative to home). Additionally, relative to the null model, it 

will be possible to assess how much variation in the outcome between counties is accounted for 

by compositional characteristics.  
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Level 1 (decedents): 
/!" = ##" + #&"(0123145651/78	97:57;8<4) 

 
Level 2 (counties): 
##" = $## +	'$" 

[E4] 
 

Model 3 is also a random intercepts model that builds on the null model by incorporating 

contextual indicators (e.g., social, economic, healthcare, religious, political) only (Equation 3). 

Again, from this model (relative to the null), it will be possible to see how much variation in the 

outcome between counties is accounted for exclusively by contextual characteristics.  

Level 1 (decedents): 
/!" = ##" 

 
Level 2 (counties): 

##" =	$$$ + $#&(01/6<=6'78	97:57;8<4) + '#" 
[E5] 

 

Model 4 is a random intercepts model that includes both the compositional and contextual 

indicators (Equation 4). 

Level 1 (decedents): 
/!" = ##" + #&"(0123145651/78	97:57;8<4) 

 
Level 2 (counties): 

##" =	$$$ + $#&(01/6<=6'78	97:57;8<4) + '#" 
[E6] 

Finally, Model 5 will build on Model 4 but will also include cross-level interactions in order to 

focus on the potential differential impacts of county on particular types of decedents.  

Results 

Descriptive statistics 
 
Table 4.4 provides descriptive information for all compositional and contextual variables 

included in the analysis. The average decedent was female (53.24%), non-Hispanic white 

(81.76%), with a high school degree equivalent or less (65.18%), over 75 years of age (74.74%), 

widowed (43.77%) or married (37.47%), and having died of heart disease (29.46%) or cancer 
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(20.57%). Of the 2,880 counties, the average county had 15.90% of their residents being 65 years 

of age or older, 8.42% of residents identifying as Black, and 4.82% of residents being foreign 

born. However, there was considerable variation across counties in the demographic 

composition. Counties were also relatively evenly distributed in their rural status with 38.09% of 

counties being metro, 33.26% being nonmetro but adjacent to a metro region, and 28.65% of 

counties being nonmetro and not adjacent to a metro region. In terms of economic outcomes, the 

average county had 15.27% of residents having earned a college degree, 16.59% of residents 

living in poverty, 9.14% of residents being unemployed, and 18.25% of residents were 

uninsured. For healthcare factors, counties on average had 3.46 hospital beds and 0.57 nursing 

home beds per 1,000 residents and 0.12 hospices per 1,000 residents 65 years of age or older. 

Additionally, 40.73% of counties were designated as a health professional shortage area.  
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Table 4.4. Descriptive statistics for all compositional and contextual variables, 2015-2017 

 
  

Variable name Mean/% SD Minimum Maximum 
Compositional (Level 1; n=489,890)         
Female 53.24    
Race/ethnicity     

White 81.76    
Black 9.68    
Hispanic 5.79    
Other 2.80    

Education     
Less than high school 22.09    
High school degree or equivalent 43.09    
Some college 17.46    
College, plus  17.36    

Age      
65-74 25.26    
75-84 31.93    
85+ 42.81    

Marital status     
Married 37.47    
Divorced 13.17    
Single 5.59    
Widowed 43.77    

Cause of death     
Heart disease 29.46    
Cancer 20.57    
Respiratory 6.78    
Stroke 5.98    
Alzheimer's 5.65    
Diabetes 3.07    
Pneumonia 2.54    
Other 25.95    

Contextual (Level 2; n=2,880)         
Percent 65 years of age and older 15.90 4.13 5.57 43.38 
Percent Black 8.42 13.91 0.00 85.70 
Percent foreign born 4.82 5.71 0.00 53.30 
Rural/urban continuum code     

Metro 38.09    
Nonmetro, adjacent 33.26    
Nonmetro, nonadjacent 28.65    

Percent with a college degree 15.27 7.14 3.41 61.94 
Percent in poverty  16.59 6.12 3.10 50.10 
Percent unemployed 9.14 3.10 1.70 29.90 
Percent uninsured 18.25 5.54 3.60 41.40 
Hospital beds per 1k residents 3.46 4.64 0 70.70 
Nursing home beds per 1k residents 0.57 1.48 0 38.86 
Number of hospices per 1k residents over 65 0.12 0.21 0 2.30 
Health professional shortage area (primary care)     

Not a HPSA 17.67    
Entire county is an HPSA 40.73    
Part of county is an HPSA 41.60    

Evangelical Protestant adherents per 1k 229.58 160.47 0.00 1308.69 
Mainline Protestant adherents per 1k 117.99 100.11 0.51 771.27 
Catholic adherents per 1k 130.35 133.27 0.00 999.57 
Percentage voting for a Republican president 38.78 14.44 5.77 93.39 
Percentage voting for a Democratic president 59.22 14.60 5.98 93.29 
Notes: % = percent; SD = standard deviation; HPSA = health professional shortage area; 1k = 1,000  
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Multilevel models 

In the presentation of multilevel results, all odds ratios are significant at the p<.001 level unless 

otherwise specified. Table 4.5 provides the estimated odds of dying in a hospital relative to home 

for older adults who died of natural causes between 2015 and 2017. Model 1 is the null model 

reporting the odds of dying in a hospital relative to home for a baseline estimate while also 

controlling for the random effect of counties (e.g., level-2 random effect). The overall odds ratio 

was 0.58, suggesting that there were 42% lower odds of dying in a hospital relative to home 

(Model 1). However, there is also considerable variation in the odds of dying in a hospital 

relative to home across counties. For example, calculating the 95% plausible value range (PVR), 

the odds of hospital death (relative to home) across counties ranged from 0.06 to 5.37. This 

suggests that some counties had 94% lower odds of dying in a hospital relative to home (much 

more likely to die at home), while some counties were more than five times as likely to die in a 

hospital relative to home. To account for some of this variation at the county level, subsequent 

models look to compositional and contextual factors to account for some of this variation.  

Model 2 takes into consideration key compositional factors (e.g., gender, race/ethnicity, 

and education). In terms of the fixed effects components, there was a reduction in the odds of 

hospital death for women relative to men (OR=0.97). The odds of hospital death were elevated 

for Black (OR=1.15) and other race (OR=1.31) decedents relative to white decedents. Decedents 

with some college (OR=0.93) or at least a college degree (OR=0.83) had lower odds of hospital 

death relative to those with a high school degree. In terms of age, decedents 75-84 years of age 

(OR=0.89) and those 85 years of age and older (OR=0.61) had significantly lower odds of 

hospital death relative to those 65-74 years of age. In terms of marital status, widowed decedents 

(OR=0.94) had slightly lower odds of hospital death relative to married decedents. Finally, in 
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terms of cause of death, individuals who died of cancer (OR=0.43), respiratory diseases 

(OR=0.82), Alzheimer’s (OR=0.20), and diabetes (OR=0.78) had lower odds of dying in a 

hospital relative to those who died from heart disease. However, those who died of a stroke 

(OR=1.66), pneumonia (OR=13.04), or other intrinsic causes (OR=1.78) had higher odds of 

dying in a hospital relative to those who died of heart disease. Beyond the characteristics of 

individual decedents, it is important to note that even after controlling for compositional factors, 

the level-2 county-level variation did not decrease (and, in fact, slightly increased), suggesting 

that county-level variation in the rate of hospital deaths cannot be accounted for by the 

differential composition of those dying in US counties. 
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Table 4.5. Hierarchical generalized linear model results depicting odds ratios for the odds 
of dying in a hospital relative to home 

  

  Model 1 Model 2  Model 3 Model 4 
 Unconditional 

models 
Compositional 

factors 
Contextual 

factors Full model 

Fixed effects         
Compositional Effects     

Female  0.97***  0.97*** 
Race/ethnicity (Ref: Non-Hispanic White)     

Black - NH  1.15***  1.14*** 
Hispanic  0.99  0.98 
Other  1.31***  1.31*** 

Education (Ref: High school)     
< High school  1.01  1.01 
Some college  0.93***  0.93*** 
College - plus  0.83***  0.83*** 

Age (Ref: 65-74 years)     
75-84 years  0.89***  0.89*** 
85+ years  0.61***  0.60*** 

Marital status (Ref: Married)     
Divorced  0.98  0.98 
Widowed  0.94***  0.94*** 

Cause of death (Ref: Heart disease)     
Cancer  0.43***  0.43*** 
Respiratory  0.82***  0.82*** 
Stroke  1.66***  1.66*** 
Alzheimer's  0.20***  0.20*** 
Diabetes  0.78***  0.78*** 
Pneumonia  13.04***  12.97*** 
Other  1.78***  1.78*** 

Contextual variables     
Social     
Percent 65+   0.98** 0.99* 
Percent Black   1 1 
Percent foreign born   1.02*** 1.02*** 
Rural/Urban Continuum (Ref: Metro)     
Nonmetro - adjacent   0.95 0.96 
Nonmetro - nonadjacent   1.13* 1.17** 
Economic     
Percent with a college degree   1.03*** 1.03*** 
Percent in poverty   1.04*** 1.04*** 
Percent unemployed   0.99 0.99 
Percent uninsured   0.97*** 0.97*** 
Health care     
Hospital beds per 1k residents   1.11*** 1.12*** 
Nursing home beds per 1k residents   1.08*** 1.08*** 
Hospices per 1k residents over 65   1.56*** 1.59*** 
Health provider shortage area - primary care (Ref: The county is not a shortage area)   

The whole county is a shortage area   0.81*** 0.82*** 
One or more parts of the county is a shortage area   1.11* 1.12* 

Religious     
Evangelical adherents per 1k residents   1.00*** 1.00*** 
Mainline Protestant adherents per 1k residents   1.00*** 1.00*** 
Catholic adherents per 1k residents   1.00*** 1.00*** 
Political     
Percent voting Democratic president - 2012   0.98 0.98 
Percent voting Republican president - 2012   0.98 0.98      
Constant 0.58*** 0.82*** 1.86 2.15 

 -0.01 -0.02 -2.36 -2.71      
Variance components         
Level-2 random effect 3.02*** 3.03*** 1.81*** 1.80*** 
Intraclass correlation coefficient 0.25 0.25 0.15 0.15 
-2 log likelihood -227,540.58 -210,523.29 -226,941.21 -209,921.99 
Likelihood ratio test 26,670.15*** 23,368.20*** 11,108.87*** 9,930.92*** 
Leve-1 N 348,008 348,008 348,008 348,008 
Level-2 N 2,864 2,864 2,864 2,864 
Notes: All estimates are odds ratios; all models control for year of death   
* p<0.05; ** p<0.01;  *** p<0.001     

 



 

 100  

Model 3 analyzes the association between the outcome of interest and contextual 

variables (e.g., social, economic, healthcare, religious, and political factors). I will first focus on 

fixed effects components. For social factors, a one-unit increase in the percent of individuals 

over the age of 65 resulted in a 2% decrease in the odds of dying in a hospital (p<.01) while a 

one-unit increase in the percent of foreign-born individuals resulted in a 2% increase in the odds 

of dying in a hospital. Additionally, living in a non-metro county not adjacent to a metro county 

was associated with increased odds of dying in a hospital relative to home (OR=1.13, p<.05). In 

terms of economic factors, a one-unit increase in both the percent of county residents having a 

college degree and being in poverty was associated with a 3% increase in the odds of dying in a 

hospital. For healthcare factors, all variables were significantly associated with the odds of dying 

in a hospital. The number of hospital beds (OR=1.11), nursing home beds (OR=1.08), and 

hospices (OR=1.56) were positively associated with the odds of dying in a hospital (relative to 

home). Additionally, living in a county where one or more parts of the county are designated a 

shortage area was associated with increased odds of dying in a hospital (OR=1.11, p<.05) 

relative to counties that were not designated shortage areas. Additionally, a county being a 

shortage area (OR=0.81) was negatively associated with the odds of dying in a hospital relative 

to counties that were not designated shortage areas. Finally, in terms of both political and 

religious ideology, these factors do not appear to be significantly or substantively associated with 

odds of dying in a hospital relative to home.  

 When considering the random effects for Model 3, there is a considerable reduction in the 

level-2 variance. When comparing the ICCs between Model 1 and Model 3, there is a reduction 

from .25 to .15 (a 40% reduction in the ICC). This suggests that the contextual variables included 

in the model account for 10% of the variation in the outcome at the county level. Supplementary 
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analyses suggest that this reduction in the ICC is primarily attributable to the healthcare variables 

in the model (accounting for ~70% of the 10% reduction in the ICC). Finally, Model 4 includes 

both compositional and contextual variables. Overall, there is very little change in the 

compositional parameters even after the inclusion of contextual variables. Additionally, relative 

to Model 3, the level-2 variance essentially goes unchanged with the inclusion of both 

compositional and contextual factors.  

Table 4.6 provides the estimated odds of dying in a nursing home relative to home for 

older adults who died of natural causes between 2015 and 2017. Model 1 is the null model 

reporting the odds of dying in a nursing home relative to home for a baseline estimate while also 

controlling for the random effect of counties (e.g., level-2 random effect). The overall odds ratio 

was 0.95 (p<.01), suggesting that there were, on average, 5% lower odds of dying in a nursing 

home relative to home (Model 1). However, there is also some variation in the odds of dying in a 

nursing home relative to home across counties. Calculating the 95% plausible value range 

(PVR), the odds of nursing home death (relative to home) across counties ranged from 0.08 to 

0.87. This suggests that almost all counties have lower odds of dying in a nursing home relative 

to home. However, there is still considerable variation across counties, with some counties 

having 92% lower odds of dying in a nursing home relative to home (much more likely to die at 

home), while some counties are similar in the odds of nursing home and home death (~3% lower 

odds of nursing home death). In order to account for some of this variation at the county level, 

subsequent models will look to compositional and contextual factors to account for some of this 

variation. 

  



 

 102  

Table 4.6. Hierarchical generalized linear model results depicting odds ratios for the odds 
of dying in a nursing home relative to home 

 

  Model 1 Model 2  Model 3 Model 4 
 Unconditional 

models 
Compositional 

factors 
Contextual 

factors Full model 

Fixed effects         
Compositional Effects     

Female  1.16***  1.15*** 
Race/ethnicity (Ref: Non-Hispanic White)     

Black - NH  0.83***  0.85*** 
Hispanic  0.61***  0.62*** 
Other  0.84***  0.85*** 

Education (Ref: High school)     
< High school  0.97**  0.97** 
Some college  0.89***  0.89*** 
College - plus  0.88***  0.88*** 

Age (Ref: 65-74 years)     
75-84 years  1.79***  1.79*** 
85+ years  2.75***  2.74*** 

Marital status (Ref: Married)     
Divorced  2.15***  2.15*** 
Single  3.07***  3.06*** 
Widowed  1.75***  1.75*** 

Cause of death (Ref: Heart disease)     
Cancer  0.60***  0.60*** 
Respiratory  0.98  0.98 
Stroke  2.06***  2.06*** 
Alzheimer's  2.46***  2.47*** 
Diabetes  1.07**  1.06** 
Pneumonia  3.56***  3.53*** 
Other  2.08***  2.08*** 

Contextual variables     
Social     
Percent 65+   1 1 
Percent Black   0.99*** 0.99*** 
Percent foreign born   1 1 
Rural/Urban Continuum (Ref: Metro)     
Nonmetro - adjacent   1.08** 1.10** 
Nonmetro - nonadjacent   1.14*** 1.17*** 
Economic     
Percent with a college degree   0.99*** 0.99*** 
Percent in poverty   1 1 
Percent unemployed   0.96*** 0.96*** 
Percent uninsured   0.97*** 0.98*** 
Health care     
Hospital beds per 1k residents   1.02*** 1.02*** 
Nursing home beds per 1k residents   1.03*** 1.03*** 
Hospices per 1k residents over 65   1.03 1.03 

The whole county is a shortage area   0.95 0.96 
One or more parts of the county is a shortage area   1.07* 1.07* 

Religious     
Evangelical adherents per 1k residents   1.00*** 1.00*** 
Mainline Protestant adherents per 1k residents   1.00*** 1.00*** 
Catholic adherents per 1k residents   1.00*** 1.00*** 
Political     
Percent voting democrat president - 2012   1.01 1.02 
Percent voting republican president - 2012   1.01 1.01      
Constant 0.95** 0.27*** 0.81 0.10** 

 -0.01 -0.01 -0.61 -0.07      
Variance components         
Level-2 random effect 1.46*** 1.43*** 1.19*** 1.19*** 
Intraclass correlation coefficient 0.1 0.1 0.05 0.05 
-2 log likelihood -205,699.73 -183,860.45 -204,973.64 -183,191.92 
Likelihood ratio test 14,304.86*** 10,710.97*** 6,109.45*** 5,152.06*** 
Leve-1 N 308,565 308,565 308,565 308,565 
Level-2 N 2,877 2,877 2,877 2,877 
Notes: All esitamtes depict odds ratios; all models control for year of death   
* p<0.05; ** p<0.01;  *** p<0.001     
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Model 2 presents results for key compositional factors (e.g., gender, race/ethnicity, 

education, age, marital status, and cause of death). Regarding the fixed effects components, 

women had higher odds of nursing home death relative to men (OR=1.16). Relative to whites, all 

racial and ethnic minority groups had lower odds of nursing home death. Relative to those with a 

high school degree, those with less than a high school degree (OR=0.97, p<.01), some college 

(OR=0.89), and those with at least a college degree (OR=0.88) had lower odds of nursing home 

death. In terms of age, decedents 75-84 years of age (OR=1.79) and those 85 years of age and 

older (OR=2.75) had significantly higher odds of nursing home death relative to those 65-74 

years of age. In terms of marital status, relative to married decedents, divorced (OR=2.15), single 

(OR=3.07), and widowed decedents (OR=1.75) all had higher odds of nursing home death. 

Finally, in terms of cause of death, individuals who died of cancer (OR=0.60) had lower odds of 

dying in a nursing home relative to those who died from heart disease. However, those who died 

of a stroke (OR=2.06), Alzheimer’s disease (OR=2.46), diabetes (OR=1.07), pneumonia 

(OR=2.46), or other intrinsic causes (OR=2.08) had higher odds of dying in a nursing home 

relative to those who died of heart disease. Beyond the key characteristics of individual 

decedents, after controlling for compositional factors, the level-2 county-level variation 

decreased only slightly, suggesting that compositional features of decedents in counties account 

for only a small portion of the variation across counties in nursing home versus home death. 

Model 3 analyzes the association between the outcome of interest and contextual 

variables (e.g., social, economic, healthcare, religious, and political factors). In terms of the fixed 

effects components, for social factors, a one-unit increase in the percent of individuals 

identifying as Black was associated with a 1% decrease in the odds of dying in a nursing home. 

Additionally, living in a non-metro area that was adjacent (OR=1.08, p<.01) or not adjacent to a 
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metro county (OR=1.14) was associated with increased odds of dying in a nursing home relative 

to home. In terms of economic factors, a one-unit increase in the percent of county residents 

having a college degree, being unemployed, and being uninsured was associated with a 1%, 4%, 

and 3% decrease in the odds of dying in a nursing home. For healthcare factors, the number of 

hospital beds (OR=1.02) and nursing home beds (OR=1.03) were positively associated with the 

odds of dying in a nursing home (relative to home). Additionally, living in a county where one or 

more parts of the county are designated a shortage area was associated with increased odds of 

dying in a nursing home (OR=1.07) relative to counties that were not designated shortage areas. 

Finally, in terms of political and religious ideology, these contextual factors had a minimal 

positive association with the outcome of interest. Therefore, these factors did not appear to be 

substantively associated with odds of dying in a nursing home relative to home.  

When considering the random effects for Model 3, there is a reduction in the level-2 variance. 

Comparing the ICCs between Model 1 and Model 3, there was a reduction from 0.10 to 0.05 (a 

50% reduction in the ICC). Supplementary analyses suggest that this reduction in the ICC was 

primarily attributable to the contextual economic factors in the model. Finally, Model 4 includes 

both compositional and contextual variables. Similar to the hospital versus home outcome, there 

was very little change in the compositional parameters even after including contextual variables. 

Additionally, relative to Model 3, the level-2 variance goes unchanged with the inclusion of both 

compositional and contextual factors.  

Interactions 

To test if county-level factors differentially impacted individual decedents based on important 

characteristics (e.g., gender, race/ethnicity, education), additional sets of models were run with 

the inclusion of cross-level interactions. Since there were no a priori hypotheses about which 
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county-level characteristics may differentially impact decedents, a set of stratified models for 

gender, race/ethnicity, and education were first estimated to assess differences. Models were 

evaluated to identify whether the key individual-level characteristics were substantively and 

statistically significant for various county-level indicators. Once significance was ascertained in 

the stratified models, due to the sheer volume, interaction models were estimated only in 

instances in which decedent characteristics were significantly associated with county-level 

indicators. There were no statistically or substantively significant interactions, suggesting that 

county-level factors for both outcomes had a similar impact on all county residents, regardless of 

gender, race/ethnicity, or education. Despite the lack of substantive or statistical significance for 

these cross-level interactions, this portion of the analysis is still interesting as a “non-finding”. 

Findings from these interactions suggest that county-level factors may have a consistent and 

possibly equal impact on decedents, which further bolsters the need to address county-level 

factors when thinking about research and policy related to end-of-life care quality.  

Discussion 

To date, research has identified geographic variation in site of death in the US, suggesting 

potential disparities across place in terms of end-of-life care and outcomes (Chino et al. 2018; 

Flory et al. 2004; Gruneir et al. 2007; Xu et al. 2020). However, it is unclear what the source of 

this variation is. That is, do the characteristics of places (contextual factors) and/or the 

characteristics of people who die in those places (compositional factors) contribute to the overall 

geographic variation currently being observed? Utilizing multilevel level models and restricted 

death certificate data merged with a variety of county-level data, this research aimed to address 

this gap in the literature by evaluating the impact of compositional and contextual factors on 

geographic variation in site of death. Results from this analysis suggest that compositional and 
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contextual factors are significantly related to site of death, but in different ways, which has 

important implications for both future research and policy interventions aimed at improving end-

of-life care.  

In terms of compositional factors, gender, race, age, education, marital status, and cause 

of death were all significantly associated with the hospital and nursing home (relative to home) 

outcomes and in directions that would be expected based on previous research. However, the 

inclusion of these six compositional indicators did not account for any of the variation in site of 

death across counties in the US. Therefore, this study aligns with previous work demonstrating 

that there are differences in the individual-level likelihoods of dying in different settings (Bell et 

al. 2010; Cross and Warraich 2019; Gomes and Higginson 2006; Weitzen et al. 2003). However, 

these results also suggest that individual-level compositional factors do not account for any of 

the geographic variation in either of the site of death outcomes. Given vast amounts of 

demonstrated variation in site of death across US counties, it is imperative to understand why 

this variation exists. However, these findings suggest that it is likely not a product of differences 

in the composition of individual decedents in counties. This is an important factor to rule out 

since previous research has focused extensively on differences in sociodemographic 

characteristics of decedents. Therefore, this research provides empirical evidence suggesting that 

individual-level characteristics of decedents are important but do not help explain widespread 

geographic variation in site of death. 

In terms of contextual factors, many of the county-level features were significantly 

associated with site of death while also collectively accounting for a substantial portion of the 

variation in site of death across counties in the US. In line with previous work, this indicates that 

geographic variation does exist, and some of this variation can be explained by place-based 



 

 107  

factors (Davies et al. 2019; Gruneir et al. 2007; Pritchard et al. 1998; Xu et al. 2020). Regarding, 

hospital deaths (relative to home), healthcare availability factors accounted for the most 

considerable portion of variation in the outcome. This finding enhances previous research that 

has demonstrated an association between healthcare availability factors and site of death 

(Gruneir et al. 2007; Pritchard et al. 1998). For decedents living in a county with more available 

healthcare (hospital beds, nursing home beds, and hospices) there was an overall increase in the 

odds of hospital death. This may suggest that people were dying in hospitals due to area-level 

hospital availability, which may shape healthcare utilization norms. On the flip side, dying at 

home was more likely in areas with lower healthcare availability. This suggests that home death 

may be occurring not because individual decedents want to or have chosen to die there, as 

previous discourses have purported, but because they did not have a choice in the matter due to a 

lack of healthcare availability.  

Economic factors also played a significant role for this outcome. County-level poverty 

was positively associated with hospital death, aligning with previous research (Davies et al. 

2019). Area-level insurance status has not been previously assessed but, in this case, was 

negatively associated with the odds of hospital death. Finally, area-level college degree 

attainment was positively associated with the odds of hospital death, which runs contrary to 

previous research (Gruneir et al. 2007). Although, educational composition did not align as 

expected, findings suggest that hospital death is more likely than home death for decedents living 

in counties with higher poverty levels and lower rates of insured residents suggesting a potential 

economic accessibility issue. 

For nursing home deaths (relative to home), economic factors accounted for the largest 

proportion of the variability in site of death between US counties. The percent of county 
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residents with a college degree, who were unemployed, and uninsured were all negatively 

associated with the outcome. That is, decedents living in counties with higher levels of economic 

disadvantage were less likely to die in nursing homes. This could suggest an inability to access 

high-cost care at the end of life. This may be especially true in the US context, which does not 

provide comprehensive benefits for long-term care to older adults. Additionally, nursing homes 

are distinct in their relationship to site of death; unlike hospitals, healthcare factors didn’t help 

explain a large portion of the variation in this outcome. Although, having increased access to 

hospital beds and nursing home beds was marginally associated with nursing home death relative 

to home. Overall, findings for both outcomes suggest that healthcare accessibility and the 

economic well-being of a county account for a significant portion of the variation in site of death 

and should be considered critical areas by which to enhance the provision of end-of-life care.  

Finally, I consider the relationship between the compositional and contextual factors. 

First, the parameter estimates for the contextual factors were not impacted by the inclusion of 

compositional factors suggesting that the impact of these contextual factors holds even after 

adjusting for compositional effects. Support for a compositional effect would be demonstrated by 

contextual effects disappearing after adjusting for the composition of counties. However, this 

was not the case, suggesting that the characteristics of counties do matter above and beyond the 

sociodemographic characteristics of decedents. This provides additional evidence that individual-

level factors are likely not as important for understanding disparities in site of death as previous 

research has made them out to be (Gruneir et al. 2007). Second, in terms of the interaction 

analysis, results suggest that, in general, county-level factors have similar impacts on decedents 

regardless of gender, race/ethnicity, and education. This finding provides additional evidence for 
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the continued focus on geographic context, generally, and the role of county context, 

specifically, within research and policy arenas.  

In terms of policy, findings provide additional evidence that counties are a level of social 

life that end-of-life care policy should be targeting. More specifically, to reduce geographic 

disparities in site of death across counties in the US, policy should consider targeting county-

level healthcare accessibility and economic well-being. Additionally, since the interaction 

models suggested that contextual factors had similar impacts on all decedents, policy structured 

in this fashion would likely have positive outcomes for a wide range of people at the end of life.  

This research demonstrated the role of both compositional and contextual factors in 

shaping county-level variation in site of death in the US. However, this research was limited in 

important ways. First, due to having large quantities of population-level data, there were 

challenges with convergence when running multilevel models in Stata. Therefore, all results 

presented in this research are based on a ten percent sample. Although this was an effective 

strategy to get preliminary estimates while maintaining sufficient power, this strategy may have 

prevented the inclusion of decedents in very rural or underpopulated counties in the US. Second, 

this outcome still has considerable variation that was not explained by the contextual and 

compositional features included in this research. However, future research should consider 

bringing additional county-level data to bear on this question. Since findings emphasized the 

importance of healthcare accessibility and economic well-being of counties, continued 

investigation into these areas would benefit our understanding of site of death. Beyond 

healthcare and economic factors, further identifying what contributes to the currently observed 

geographic variation in site of death would allow for additional tailoring of policy interventions 

at the county level. Finally, this study focused on a contemporary period of deaths (2015-2017). 
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Previous research has demonstrated that site of death in the US has been and continues to be a 

changing landscape (Olaisen 2020). While this research worked with the data that was readily 

available at the time, similar research in the future could update these findings to see whether 

and how they change. This is especially true when considering the role of the coronavirus 

pandemic in shaping death in the US.  

Overall, this study aimed to assess the role of compositional and contextual effects in 

shaping geographic variation in site of death in the US. Results suggest that both compositional 

and contextual factors are significantly associated with site of death in the US. However, it 

would be a mistake to consider them as equivalent or interchangeable. Instead, these levels of 

social life must be considered from a multilevel perspective. Therefore, it is necessary to 

integrate context into our understanding of site of death, specifically, and end-of-life care 

outcomes, generally. Despite a longstanding emphasis on patient choice and autonomy within 

healthcare, generally, and end-of-life care, specifically, continued reliance on the choice 

discourse will likely only detract from identifying (and ultimately diminishing) geographic 

disparities in site of death. While there are important individual-level disparities in site of death, 

this research has provided additional evidence that the contexts in which people die shape and 

constrain their choices at the end of life in significant and important ways.  
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CHAPTER 5. Conclusion 

Choice has been the preeminent discourse within research and policy focused on end-of-life care 

for several decades (Institute of Medicine 1997, 2015; World Health Organization 2004). Despite 

its altruistic focus on improving end-of-life care, a strong emphasis on patient choice and 

autonomy  has limitations. Importantly, an emphasis on choice draws attention away from the 

social and physical environments that shape dying in important ways–ones that are not altered by 

choice or preference. In addition, there is considerable geographic variability in site of death 

across the US, suggesting that where you live matters for where you die, beyond just individual 

choice. It is imperative to investigate geographic variation in site of death further to understand 

better how choice may be constrained at the end of life.  

To advance this line of inquiry, this dissertation relied upon an ecological framework to 

interrogate geographic variation in site of death for older adults who died of natural causes. To 

achieve this goal, this dissertation conducted three unique but complementary quantitative 

studies. Chapter 2 examined the relationship between site of death (e.g., home, hospital, and 

nursing home) and county of death between 1991 and 2017 in the US. Findings from this chapter 

suggest that, first, there is considerable variation in the likelihood of dying in a particular setting 

across counties in the US. Second, findings indicate that counties have been, currently are, and 

will likely remain an essential unit of analysis by which to understand differences in site of 

death, especially for hospital deaths relative to home deaths. Chapter 3 investigated site of death 

trajectories for all US counties between 1991 and 2017. First, findings from this chapter suggest 

that there are unique county trajectories in site of death composition that are not identifiable by 

focusing exclusively on the national trend. Second, findings indicated that county membership in 

these trajectories was significantly associated with social, economic, and healthcare 
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characteristics of a given county. Chapter 4 explored the distinct and complementary impact of 

compositional and contextual factors on the likelihood of dying in a particular setting across US 

counties for a contemporary period of deaths (2015-2017). This study suggests that 

compositional and contextual factors were both related to the individual-level likelihood of dying 

in a particular setting but in distinct ways. More specifically, although compositional factors 

were associated with the likelihood of dying in a particular setting, contextual factors accounted 

for a significant portion of the variation in the site of death outcomes.  

In sum, findings from this dissertation demonstrate that the county where death occurs 

matters substantially for the likelihood of dying in a particular setting, whether at home, in a 

hospital, or nursing home. Findings from this dissertation also indicate that site of death is 

further shaped by the characteristics of the context in which death occurs. This is especially the 

case when considering economic and healthcare factors which were associated with the 

likelihood of dying in a particular site of death. These findings support the idea of county-level 

constraints that influence where people ultimately die, above and beyond individual choice or 

preference. In the remainder of this chapter, I will discuss the implications of these findings, 

opportunities for future research and policy, as well as limitations.  

Patient choice at the end of life 

Individual-level choice has become a fundamental and pervasive logic in modern life. In a 

consumer society, we are confronted with myriad choices in our daily lives and as we approach 

our deaths. The contemporary experience of death and dying has fundamentally changed with the 

proliferation of choices due to advances in biomedical technology–whether this be curative 

treatments for chronic or terminal illness or options for life-sustaining measures (e.g., artificial 

nutrition, ventilator support, CPR). The end of life is a unique life course stage in which notions 
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of choice are deployed in important and strategic ways. There has been a strong emphasis on 

patient choice, patient autonomy, and patient-centered care within end-of-life care. Advance care 

planning (ACP) has been the primary mechanism for the deployment of choice within end-of-life 

care, encouraging individuals to make decisions about the kinds of care they do and do not want 

to receive at the end of life (e.g., CPR, ventilator use, artificial nutrition, comfort care). More 

recently, this includes locating the setting in which death is to take place, with the ultimate goal 

of facilitating home death (Bell et al. 2010). However, the notion of choice regarding healthcare, 

broadly, and end-of-life care, specifically, has been the subject of critique in recent years (Bryant 

et al. 2007; Collyer et al. 2015; Drought and Koenig 2002; Fotaki 2013; Nordgren 2010). At the 

heart of this critique is the notion that, despite the pervasiveness of this discourse within 

healthcare, research has rarely questioned the normative use of this discourse in practice. 

Additionally, the choice framework is not able to take into consideration the subjective meaning 

or differential availability of choice. In the introduction, I identified three specific limitations of 

the choice paradigm related to site of death. Here I return to each of those and address them 

again, considering the findings from this dissertation.  

 The first limitation states that, despite a longstanding emphasis on choice as a way to 

improve end-of-life care, this has not been documented empirically. Although this dissertation 

did not directly investigate choice (e.g., meaning, ability, preference), it has brought new 

empirical evidence to bear on issues of geographic variation in site of death. Chapter 2 identified 

this variation and documented its persistence over the years, suggesting potential disparities 

regarding end-of-life experience and care. This indicates from the outset that the likelihood of 

dying in a particular setting is unequal and requires further investigation. As demonstrated in 

Chapters 3 and 4, counties varied in their social, economic, and healthcare environments. This 
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heterogeneity shapes the likelihood of someone dying at home, in a hospital, or a nursing home. 

When thinking about choice explicitly, the findings suggest that choice is shaped, and possibly 

even constrained, at the end of life due to differences across counties. Despite research 

documenting preference for home death within a segment of the population11 (Ali et al. 2015), it 

is clear that the kinds of choices being made as well as the availability of choices are contingent 

on structural constraints in the county in which one dies. Ultimately, this dissertation does not 

entirely negate the choice logic in and of itself. Instead, it demonstrates how choice operates 

within the larger county context of constraints. Choice does not need to be abandoned entirely as 

it is still useful for understanding how we assign social and cultural meaning to the end of life 

(especially since this is still the primary frame used in both research and policy). However, 

research focused on choice at the end of life would benefit from novel and rigorous approaches 

exploring not only whether choice matters but how, why, and when it matters. Therefore, despite 

the limitations of choice presented early in this dissertation, this dissertation provides new 

empirical evidence to help address some of these questions. Specifically, this dissertation 

provided evidence demonstrating how choice is embedded within local contexts that are 

heterogeneous in their social, economic, and healthcare resources. This dissertation also adds to a 

growing literature investigating the complexity of choice as it relates to the end of life 

(Borgstrom 2015; Lewis et al. 2021; MacArtney et al. 2016).   

 The second limitation notes that the logic of patient choice is predicated on there being 

multiple feasible options from which to choose. However, this dissertation suggests that there are 

places in the US where there are limited choices available. For example, in Chapter 3, findings 

indicated that counties in the high stable home death trajectory were more economically 

 
11 Although the estimates preferring home death are debated and not entirely known (see Hoare et al. 2015). 
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disadvantaged and had less access to various forms of healthcare. This was also the case for 

counties in the low stable hospital death trajectory, in which fewer hospital beds, nursing home 

beds, and hospices were associated with membership in this trajectory. These findings were 

corroborated by Chapter 4, which demonstrated that contextual factors accounted for a large 

proportion of the overall variation in site of death, suggesting that the characteristics of counties 

do shape site of death. These findings indicate that dying at home may be a function of access 

and resources rather than simply of choice in some counties. Stated another way, rather than 

dying at home because someone wanted to, people may be dying at home due to having few 

other available options. Therefore, findings from this research do not seem to point to a choice 

frame, and instead, the geographic variation in site of death appears to be impacted by two other 

frames: an access frame (healthcare) and a resource frame (economic). Hence, choice does not 

look the same across the US and should not be treated as a universalizing logic. Therefore, future 

research and policy must take seriously the context in which a death takes place. An overreliance 

on choice as a logic will only mask the structural features of people’s lives that constrain their 

options at the end of life.  

 The third limitation focuses on home as the ideal setting to die. As a result of the hospice 

care movement, there has been a strong emphasis on the demedicalization of death and moving 

death back into the home. Due to these social changes in the meaning of site of death, home 

death is often used as an indicator of quality end-of-life care (Carr 2016). However, within a 

choice framework, this assumes that home death not only creates a higher-quality dying 

experience but is also the preferred site of death by the decedent (although this is often actually 

unknown). Findings from this dissertation demonstrate that home death does not always appear 

to be the ideal place for death. For example, the trajectory models presented in Chapter 3 suggest 
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that counties with very high and stable home death rates are more likely to be experiencing 

challenges related to healthcare availability and accessibility and are more likely to be 

economically disadvantaged. If the choice rhetoric were to be taken at face value, a high rate of 

home death within a county would likely be taken as an overall positive outcome. However, it is 

clear from this research that although home death may be a positive experience for many 

decedents (e.g., a reprieve from unnecessary or excessive medicalization at the end of life), there 

are decedents in counties across the country who are experiencing home death in contexts that do 

not lend themselves to high-quality end-of-life care (e.g., a lack of access to hospitals and 

nursing homes; higher rates of economic disadvantage).  

There has also been growing attention paid to the challenges of dying at home in recent 

years (Gray 2020; Kolata 2019; Leiter 2019). In the face of the medicalization of death and 

dying and concerns surrounding patient autonomy, the hospice and palliative care movements 

have provided a compelling alternative to the possible lonely, isolated, costly, and invasive 

experience of hospital death. However, home death comes with its own set of challenges, 

including pain and symptom management and caregiving demands. Continuing to treat home 

death as the ideal site of death only creates wider gaps between those who have wonderful home 

death experiences and those who experience immense challenges with home death – a gap that 

must be bridged if improvements are to be made to end-of-life care for all people. Furthermore, 

by subsuming all home deaths under the umbrella of “good” or “ideal,” we unknowingly 

perpetuate inequality that likely leaves the most vulnerable and marginalized to die without the 

resources or services afforded to others. Therefore, findings from this dissertation suggest that 

less emphasis should be placed on differentially valuing various sites of death, and more 
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emphasis should be placed on county context and the resources available to decedents at the end 

of life.  

This dissertation was able to bring new empirical evidence related to the limitations of 

choice presented in Chapter 1. When considering these findings in tandem, it is clear that issues 

of choice, geographic variation, and site of death are related to broader issues around the 

reproduction of inequality. Although choice insinuates the ability to make decisions based on 

personal values and preferences, certain ways of approaching the end of life have become 

normative and held in higher regard than other ways. For instance, the notion of a “good death” 

has become pervasive within end-of-life research and policy, emphasizing acceptance of death, 

limited medical intervention, free from unnecessary suffering, and often at home (Emanuel and 

Emanuel 1998; Hart, Sainsbury, and Short 1998; Kehl 2006). However, such notions of a “good 

death” are representative of the ideologies and preferences held by historically socially 

advantaged groups (e.g., white, middle/upper class) (Livne 2019). Individuals from more 

advantaged social locations have more choices available to them and can more easily control the 

circumstances of their end-of-life experience. However, the most vulnerable and marginalized 

have less power and fewer resources to control when, how, or where they die. Social 

prioritization of one kind of death constrains the choices of dying people in its own right by 

emphasizing a normal and acceptable form of dying (Hart et al. 1998). Some have referred to the 

idea of making people long for choices and investing a lot in them as a “disciplining technique” 

(Mol 2008:4). Others have referred to the universality of the “good death” as a form of symbolic 

violence (Livne 2021). Therefore, the “good death” has become a new vehicle of social control, 

by which to manage “bad patients” and eliminate “bad deaths” (Hart et al. 1998). 
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Even if individuals are not able to wield as much power or control over their dying 

experience, at times individual values just do not align with notions of the “good death,” 

regardless of the level of social persuasion. Therefore, if patients have preferences that do not 

align with current norms, their choices are not valued, and their deaths may be regarded as 

obstacles to overcome or failures (Hart et al. 1998; Livne 2021). This has been exemplified in 

research focused on the end-of-life values and preferences of working-class (Conway 2012) and 

Black individuals (Cain 2021). In the case of working-class people, sociologists have altogether 

neglected to document and examine their death-related experiences (Conway 2012). Moreover, 

in the case of Black people, their death and dying experiences are frequently framed only in 

terms of choice rather than being situated in larger systems of inequality, including systemic 

racism (Cain 2021). These findings are not new, as classical sociological work focused on death 

and dying identified that the autonomy of patients at the end of life is not equally valued and 

varies based on social location (Sudnow 1967). By focusing on choice or framing these issues as 

a choice, the reproduction of social inequality related to the experience of death and dying is 

rendered invisible. A continued emphasis on choice within end-of-life care with a reliance on 

home as the ideal site of death will likely have severe consequences for inequality in end-of-life 

care since choice is not a neutral logic but rather a moral and political one. 

Despite the limitations of choice noted throughout this dissertation and the challenges 

that have been illuminated through the empirical findings, choice remains a pervasive and 

normalized frame by which to understand and investigate death and dying. Bourdieu (1990) 

provides us with a tool to help understand the permeation of such ideas within society, which he 

calls the scholastic point of view or skholè. The scholastic point of view argues that as scholars, 

professors, and researchers who study the social world, we project our worldview, theories, and 
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ideologies onto the people we study. So what does this mean for choice? As those who study the 

social world, we value choice as a socially advantaged class of people and use these ideas in our 

research, projecting the notion of choice onto the people that we study, regardless of whether it is 

present or relevant. By treating the notion of choice as universally applicable, we implicitly 

legitimate a particular practice and the people who can engage in that practice.  

However, prioritizing one frame and one practice has serious consequences, as Bourdieu 

notes: “…there is a manner, quite comfortable in short, of ‘respecting the people’ which consists 

in confining them to what they are, in pushing them further down, as we could say, by converting 

deprivation and hardship into an elective choice” (Bourdieu 1990:387). Thus, for those who 

which choice is not available or salient, we run the risk of oppressing and delegitimizing people 

at the end of life by holding steadfastly to notions of choice. Bourdieu argues that scientific 

thought cannot be separated from the social and economic conditions that made it possible, and 

therefore it is imperative that we investigate the presuppositions of the scholastic point of view 

and uncover the bias embedded in the tools of our intellectual work. We cannot just focus on the 

necessity or quantity of choice moving forward. Instead, we need to ask more fine-grained 

questions such as: Who is allowed to have choice? What kinds of choices are available? Whose 

choices are being valued more than others? If we do not do this, we will continue to ignore the 

practical and local features that structure people’s lives.  

 A growing body of work has begun to document the complex reality of choice related to 

the end of life. Most of this work is qualitative and provides important and unique considerations 

that complement the findings of this dissertation. Borgstrom (2015) focused on two unique case 

studies from a larger project in order to explore what choice is and how it is enacted in the 

context of end-of-life care. She found that preferences and choices are often incredibly difficult 
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for people to articulate, and an emphasis on choice does not acknowledge the complex social 

contexts where care is received. MacArtney et. al (2016) explored how patients in a specialist 

palliative care unit discuss their understanding and experience related to site of death. The 

authors argue that the ways in which people understand the setting in which they die is more 

complicated than simply just focusing on choice or preference. It was commonplace for other 

factors to constrain the decision-making process, including a wide range of physical, emotional, 

and social needs. Lewis et al. (2021) investigated how choice is negotiated and made meaningful 

at the end of life among women with metastatic breast cancer. Although the women often 

embraced a choice-as-control mentality, they were also frequently concerned with making the 

‘wrong choice,’ and their decisions were also shaped by relational contexts, including 

relationship dynamics, considerations of time, and financial resources.  

Overall, the findings in this dissertation complement and are complemented by these 

qualitative deep dives into the complex nature of choice for people at the end of life. First, in 

terms of complementing, this dissertation provides empirical quantitative evidence 

demonstrating how choice is locally embedded in the counties in which people die, complicating 

choice in ways that are not easily discernable when focused exclusively on choice. The factors 

that shape site of death likely interact with the individual challenges surrounding choice 

identified in these qualitative studies. In terms of complemented, these studies provide nuanced 

and detailed narrative accounts that help to amplify further the notion that choice is complex and 

should not be exclusively used as the measure of quality end-of-life care.  

Beyond the limitations originally proposed, it has been argued that choice in and of itself 

is not bad, but it only becomes problematic when people are not able to make their own choices 

(Mol 2008). In sum, findings from this research have demonstrated considerable variation in site 
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of death across counties in the US, suggesting inequalities in the experience of death and dying. 

Additionally, this research identified county-level structural factors working to shape and 

constrain choice within local contexts. The findings underscore the significance of interrogating 

end-of-life care from new and innovative theoretical frameworks. Beyond just the implications 

of this work for the interdisciplinary field of death and dying research, this dissertation has 

contributed to a rich and growing field of inquiry focused on issues of patient choice and 

autonomy within medical sociology. Issues of choice are not new and are not going away 

anytime soon, as we have seen in instances of abortion rights and vaccine hesitancy in recent 

years. Death, dying, and the end of life serve as interesting use cases to understand these 

complex notions of freedom and autonomy in a rapidly changing society. There is still much 

work to be done, but this dissertation provides an essential launching off point for future research 

to interrogate the end of life as a unique life course stage.  

Ecological context 

The primary theoretical framework for this dissertation was an ecological perspective. An 

ecological perspective, at its core, argues that the context that we live in (and die in) matters for a 

variety of factors, including our health, wellbeing, and mortality (Monnat 2018a; Murray et al. 

2006; Subramanian et al. 2001). Places are not equal and provide differential opportunity 

structures, ultimately enabling or restricting various behaviors and choices. This dissertation 

utilized an ecological perspective to investigate geographic variation in site of death to 

understand how choice may be locally embedded within counties in the US. By merging 

population-level death certificate data with county-level datasets, it was possible to leverage a 

variety of county-level factors to help understand why such differences exist in site of death 

across counties, including social, economic, healthcare, religious, and political factors. This 
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dissertation also employed a unique array of quantitative methods that complement an ecological 

perspective. Overall, economic and healthcare factors were the most significant county features 

shaping site of death. This is not too surprising given that economic and healthcare factors have 

long been considered social determinants of health (Marmot and Wilkinson 2005). I will explore 

the broader implications of each of these factors below.  

The economic context was significantly associated with site of death in two chapters. The 

significant relationship between economic context and site of death varied across chapters but 

included county-level poverty, education, unemployment, and insurance status. In Chapter 3, 

counties with higher average rates of home death across the entire period (medium increasing 

and high stable home death trajectories) were more likely to be experiencing low employment at 

the county level. This was also the case for the low stable nursing home death trajectory. In 

Chapter 4, the percent living in poverty was positively associated with hospital death relative to 

home, while the uninsured percent was negatively associated with hospital death relative to 

home. For nursing home deaths relative to home, percent with a college degree, unemployed, or 

uninsured lowered the odds of nursing home death. These findings suggest that economic 

hardship at the county level may impact individuals’ ability to access hospital or nursing home 

care at the end of life.  

 These findings corroborate previous research focused on site of death that has identified a 

similar relationship with economic context (Davies et al. 2019; Gruneir et al. 2007). The role of 

economic context in shaping health is not a new finding, and similar results have been found for 

a variety of health outcomes, including HIV (Harrison et al. 2008), cancer (Moss, Liu, and Feuer 

2017; Saldana-Ruiz et al. 2013), and most recently COVID cases and mortality (Hawkins, 

Charles, and Mehaffey 2020). This suggests that even if someone is not economically 
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disadvantaged at the individual level, living (and dying) in an area of economic deprivation will 

impact the options for care at the end of life. Therefore, this dissertation builds on previous work 

in this area while also expanding these insights to an important end-of-life care outcome.  

Additionally, this suggests that focusing on the economic wellbeing of communities 

would likely have positive returns for people in terms of end-of-life care above and beyond their 

own socioeconomic wellbeing. Healthcare in the US is costly, and end-of-life care is 

increasingly expensive. Despite efforts to “economize” death within the hospice and palliative 

care movements (Livne 2019), it is essential to make care (regardless of the kinds of care) 

affordable to all types of individuals. Regardless of what people’s choices ultimately end up 

being regarding end-of-life care, creating affordable options for care is necessary. Continuing to 

only focus on moving people out of hospitals and into homes to die will not fix the structural 

economic challenges exhibited within these communities. Additionally, expanding Medicaid 

dual eligibility options and enhancing Medicare coverage for care at the end of life would also 

help to reduce economic hardship. Furthermore, it is unclear at this time how the relationship 

between site of death and economic context has changed over time, although this would be an 

interesting and promising arena for future investigation.  

The healthcare context was significantly associated with site of death in two chapters. 

This was measured by the availability of hospital beds, nursing home beds, hospices, hospital 

admissions, and inpatient days in the last six months of life, as well as counties being designated 

a health professional shortage area. In Chapter 3, counties with higher average rates of home 

death across the entire period (medium increasing and high stable home death trajectories) had 

fewer hospital beds, nursing home beds, lower hospital admissions, and higher inpatient days in 

the last six months of life. In Chapter 4, of all the county-level factors, healthcare factors 
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accounted for the most considerable portion of the reduction in the overall variation in site of 

death for hospital versus home death outcome. Healthcare factors accounted for the second-

largest reduction for the nursing home versus home death outcome. Additionally, the availability 

of both hospital beds and nursing home beds increased the likelihood of hospital death and 

nursing home death (relative to home). The impact of healthcare availability in a given area for 

predicting site of death is not a new finding (Gruneir et al. 2007; Pritchard et al. 1998; Xu et al. 

2020). However, what is new is that these healthcare factors are associated with county site of 

death composition over multiple decades and not just simply the individual likelihood of hospital 

or home death. Additionally, healthcare factors accounted for a significant proportion of the total 

variation in site of death. These findings suggest that healthcare factors within a county are 

significant in shaping where people will ultimately die. Also, note that since this study utilized 

county of occurrence rather than county of residence, such estimates of healthcare accessibility 

are likely conservative. That is, people living in counties without healthcare resources readily 

available may need to travel to other counties for various forms of care and may ultimately die in 

that place. 

Healthcare availability and accessibility are multidimensional, and previous research has 

documented several barriers to healthcare access in rural areas of the US. Such barriers include 

lack of services, lack of physicians, insufficient transportation, and poor internet access (Douthit 

et al. 2015). Therefore, addressing issues of healthcare accessibility will likely require a multi-

pronged approach. Ensuring access to a wide variety of services for individuals living in areas 

with fewer healthcare resources is essential for improving end-of-life care. This is especially true 

when considering current and mounting challenges related to healthcare accessibility in rural 

counties in the US (Siegler 2019). This would also allow for more choices within a given area, 
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providing a diversity of care options at the end of life. Geographic barriers to healthcare are 

important and are likely compounded by economic factors that make even potentially available 

healthcare services entirely inaccessible due to lack of economic resources or health insurance. 

Therefore, moving forward, it will also be important to consider how economic and healthcare 

access factors work in tandem to shape site of death in the US.  

 At its core, this dissertation focuses on issues that have been longstanding concerns 

within sociology around how social context shapes our reality. By explicitly engaging with an 

ecological framework to structure the framing and methods of this dissertation, the findings 

complement a contemporary genre of sociological work focused on the relationship between 

population health and geographic context (Monnat 2018b; Murray et al. 2006; Subramanian et al. 

2001; Vierboom et al. 2019). These findings also complement a classical genre of work 

originating in Durkheim’s seminal analysis of suicide (Durkheim 1951). In sum, the findings 

have identified structural features that constrain choice surrounding site of death and, therefore, 

underscore the significance of utilizing new theories to investigate issues at the end of life. It 

would be a mistake to continue to rely exclusively on the narrative of choice to analyze and 

improve end-of-life care, given the immense variation in the experience of death and dying 

across the US. There is still much work to be done to ensure improved care for the dying, but this 

dissertation serves as a comprehensive starting point by which to investigate these questions 

further.  

Future directions  

In recent years, increasing attention has been paid to site of death in both institutional arenas 

(Institute of Medicine 2015) and popular media (Gray 2020; Kolata 2019; Leiter 2019). This 

attention has been further enhanced by the coronavirus (COVID) pandemic. COVID has created 
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even more severe complications related to site of death in the US. Unfortunately, complete 

population-level data were not available prior to the completion of this dissertation and therefore 

were not included. However, it is clear from preliminary data (National Center for Health 

Statistics 2021) and news coverage (Mazzei, Halleck, and Jr 2020) that the pandemic has had 

drastic effects on site of death. Nursing homes have had a unique spotlight as they experienced 

exceptionally high rates of virus transmission and death at the onset of the pandemic (Kim 2020). 

For the first time in decades, despite general and consistent declines in hospital deaths, there has 

been an overall increase in hospital deaths. Hospitals have faced additional challenges in 

allocating healthcare resources in areas where hospitals were full or approaching capacity (Lin II, 

Money, and Campa 2021; Paz 2021). Such difficulties were also exacerbated by COVID policies 

that did not allow friends or family to be with patients at their death beds (Hafner 2020). 

Unfortunately, roughly two years later, the pandemic still feels far from over, and we are only 

beginning to uncover the direct and indirect impacts of the pandemic and the inequities that have 

patterned COVID deaths (Khazanchi et al. 2020; Laster Pirtle 2020). If anything, and why I 

mention the pandemic in my discussion, COVID has demonstrated that it is imperative to remain 

attentive to issues of end-of-life care, generally, and site of death, specifically. 

Despite the limitations of this dissertation to address these contemporary and continually 

emerging issues, there is a continued need for research focused on site of death in the context of 

the pandemic, especially as it relates to geographic inequality. New research has already begun 

to document geographic inequalities in county-level COVID cases, COVID mortality, and all-

cause mortality (Khazanchi et al. 2020; Stokes, Lundberg, Elo, et al. 2021). Additionally, 

research has begun to focus on excess deaths due to COVID-19, including inaccurate COVID 

death assignment and deaths due indirectly to the impacts of COVID (e.g., delaying care, 
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social/economic consequences of the pandemic) (Polyakova et al. 2021; Stokes, Lundberg, Bor, 

et al. 2021; Stokes, Lundberg, Elo, et al. 2021). One such study found that a larger proportion of 

excess deaths were not reported as COVID-19 in counties with lower rates of health insurance 

and primary care and higher rates of home death (Stokes, Lundberg, Bor, et al. 2021).  

Further research is needed to understand better what these findings mean for people who 

died at home in these counties, but these findings suggest that it is essential to continue the line 

of inquiry laid out in this dissertation in a pandemic setting. For example, it is necessary to 

answer questions such as, what factors were associated with a home death (or hospital death) 

during COVID? Who was more likely to die at home during COVID? What county-level factors, 

beyond healthcare accessibility, were associated with home death in this context? The pandemic 

also provides an opportunity to study choice as it relates to an emergent and evolving public 

health crisis. This will likely not be the last time we experience this kind of epidemiological 

challenge and understanding how COVID has shaped and constrained choice at the end of life is 

an important area for exploration. For example, how has COVID impacted the ability of patients 

to make choices about their end-of-life care? How is the notion of “choice” understood by 

healthcare providers in a pandemic context? Additionally, how might choice be constrained in 

ways that are unique to the pandemic period? Overall, future research should consider the 

relationship between site of death, choice, geographic variation, and an evolving pandemic 

period.  

Additionally, the restricted death certificate data utilized in this study were limited in 

what covariates could be integrated into the analysis. Future research could consider linking 

death certificate data with other external survey resources to expand this portion of the analysis. 

Due to increasing costs of deploying surveys as well as lower response rates, there has been 
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increasing movement within survey research to find ways to creatively reuse data that is already 

available, whether that be administrative records or electronic health information (Conrad, 

Keusch, and Schober 2021; Groves 2011). For example, recent work produced within the US 

Census Bureau (Census) demonstrated the utility of using Census records to study mortality 

starting as early as 1990 (Finlay and Genadek 2021). Although these records do not contain 

information on the cause of death, they have the additional advantage of being linked with the 

Census’ Data Linkage Infrastructure Program (US Census Bureau n.d.). This would allow the 

linkage of mortality records directly with the Decennial Census (dating back to 1940), the 

American Community Survey (ACS), various federal records (e.g., tax return information), 

extensive state and local government data (e.g., Medicare and Medicaid enrollment data), as well 

as MAF-ARF data which links individuals with residential addresses back to 2000, to name a 

few. Connecting these various data products would allow for the integration of variables at 

multiple levels of social life, including within individuals, families, households, neighborhoods, 

and so on. Such linkages could also fill in missingness related to county of residence, allowing 

for the inclusion of this as an important component of site of death. Overall, mortality data is a 

vital administrative record with endless potential when linking it with other administrative 

records and survey data. This would be a unique and exciting partnership that would allow for 

the further exploration of what shapes site of death in the US.  

Policy implications  

In terms of practical significance, this research also has implications for future policy. Coming 

up with concrete solutions to improve end-of-life care is no easy feat. However, the Institute of 

Medicine has recommended improving coverage for palliative care, the development of end-of-

life care quality standards, education and training for professionals, and public education and 
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engagement to improve the quality of end-of-life care (Institute of Medicine 2015). 

Unfortunately, these recommendations lean heavily on narratives of choice and do not consider 

the complex structural features of local communities that likely restrict choices at the end of life. 

Therefore, based on the findings in this dissertation, I would suggest it is necessary to move 

away from a singular and particular emphasis on choice for improving end-of-life care and 

instead redirect energy and resources to the structural features of local communities. To date, 

many end-of-life care interventions have emphasized individual-level and interactional factors, 

including sociodemographic characteristics, advance care planning, and patient-provider 

communication. Although these interventions are not unimportant, they may be unsuccessful in 

certain situations due to the considerable contextual factors that may affect site of death. 

Moreover, while state-level policy interventions have been implemented in recent decades (e.g., 

Medicaid expansion, legalization of medical aid in dying), how these policies play out in smaller 

and more heterogeneous communities within states likely differs. This is especially important 

when considering the differential access and availability of healthcare services for older adults in 

rural and urban settings (Glasgow and Berry 2013).  

 The county is an important level by which to assess geographic variation in site of death 

in the US. Counties also play a vital role in shaping overall health (e.g., public health programs 

and interventions, economic assistance programs, community-based services, healthcare 

availability) and hence provide a ripe site for social change. Although counties are highly diverse 

in their composition and needs, they are also more flexible in adapting to these challenges than 

the state. Improving the availability (both in terms of cost and access), diversity, and quality of 

care, especially for those in rural contexts, would be an excellent starting point. Additionally, 

creating or enhancing existing economic assistance programs would provide additional support 
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to individuals and their families across the life course, and importantly, at the end of life. 

Focusing on improving county-level economic and healthcare factors would be an excellent 

starting point and positively impact a host of other health outcomes beyond just end-of-life care.  

Despite the finding that home death appears to be, at times, occurring under conditions 

that are not conducive to high-quality end-of-life care, home death will likely remain the 

research and policy goal for the foreseeable future. However, it is necessary to ensure that 

adequate and appropriate resources are available for all people, regardless of needs and desires. 

This suggests that it is imperative to invest explicitly in care for the dying and make real 

investments in caregiving and caregivers. This could mean formal and informal caregiving 

support since informal caregivers comprise a significant component of unpaid care at the end of 

life (Gardiner et al. 2020). However, our attention cannot just be on improving home death 

without supporting individuals who are already more likely to die in hospitals (recall, this is still 

a common outcome for a large portion of the population). Therefore, it is essential to improve 

care for the dying in hospitals. This has long been a concern and challenge (Gawande 2015; 

Kaufman 2005). However, only focusing on improving home death leaves behind vulnerable and 

marginalized populations who are more likely to die in a hospital. Hence, improving care for the 

dying in these settings is imperative. Several approaches could be taken, ranging from enhanced 

education and training around end-of-life care issues in medical school to promoting integrated 

care teams within hospitals that include palliative care staff.  

Despite a longstanding emphasis on moving death back into homes, I am not convinced 

that ensuring that more people can die at home is going to miraculously enhance end-of-life care. 

Instead, future policy interventions should be attentive to the multifaceted and unique needs of 

people living in counties where home death is less an option and more a necessity. This should 
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be coupled with serious attempts to improve care for the dying in institutionalized settings, 

including both hospitals and nursing homes. Overall, attempts to prioritize more local solutions 

that deemphasize choice and focus more on resources will likely have important impacts on the 

end of life in ways that federal-, state-, and individual-level solutions have not.  

Limitations 

In addition to the limitations mentioned in each empirical chapter, the findings presented in this 

dissertation should be interpreted in light of a few additional limitations. First, this dissertation 

could not directly test the concept of “choice” in its own right. More specifically, this 

dissertation was unable to assess decedent values and preferences at the end of life, congruence 

between preferred and actual site of death, or the meaning of choice to decedents and their 

family members. Instead, this research relied on population-level death certificate data to assess 

heterogeneity in site of death across US counties. However, the goal of the research was not to 

directly assess choice in its own right but to utilize an ecological perspective on site of death to 

understand how choice is enabled or constrained by one’s local context. Despite this limitation, 

this research shed light on choice at the end of life by identifying considerable heterogeneity in 

the experience of dying across counties in the US. Furthermore, counties vary in the availability 

of “choices” for those at the end of life. Second, aggregate measures of county-level conditions 

may mask differences within counties. Although there is substantial heterogeneity across 

counties, there is also considerable heterogeneity within counties. There could be significant 

differences in the social, economic, healthcare, political, and religious environment within a 

given county that may have important implications for site of death in the US. However, 

restricted death certificate data provides county as the smallest unit of analysis by which to 



 

 132  

analyze geographic differences. Therefore, due to the data used in this dissertation, it was not 

possible to assess within county heterogeneity.  

Third, site of death coding has undergone numerous changes, and several decisions were 

made to enhance the efficacy of the results. This dissertation was limited by the omission of two 

site of death categories: 1) dead on arrival (at a hospital) and 2) hospice deaths. Deaths coded as 

“dead on arrival” appear to be a unique kind of death. Between 1991 and 2017, only 2 percent of 

deaths among the analytic sample (those 65 years of age and older who died of natural causes) 

were classified as “dead on arrival.” Between 2015 and 2017, this dropped to only 0.22 percent. 

Among all deaths in this category, the vast majority were male and over half (50.42%) were not 

older adults (and hence would have been omitted from the analytic sample). Additionally, in 

terms of cause, these individuals were most likely to die from heart disease (48.27%) or external 

causes (22.12%, including accidents, suicide, and homicide). Of those who did die of heart 

disease, 36 percent were younger than 65 years of age. Overall, this does appear to be a group 

with an overall unique death experience primarily composed of younger, male decedents who 

died of heart disease or external causes. Despite excluding these deaths from the analytic sample, 

there is something unique about death and dying for this group of individuals. However, it was 

not within the purview of this dissertation to explore these differences, but these still appear to be 

important socially patterned deaths that could benefit from future investigation. 

In terms of hospice deaths, death certificates do not adequately track deaths in hospice 

care and therefore analysis was restricted to hospitals, homes, and nursing homes. Starting in 

2003, NVSS included hospice as an option for all non-hospital-related deaths. A hospice facility 

was defined as “a licensed institution providing hospice care (e.g., palliative or supportive care 

for the dying), not hospice care that might be provided in a number of different settings, 
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including a patient’s home” (Department of Health and Human Services 2003:34). Therefore, 

this definition only applies to inpatient hospice, which is the most restrictive and uncommon 

form of hospice. In 2015, the majority of hospice services were received in the home and not at 

an inpatient hospice facility (NHPCO 2018:3). Additionally, 46 percent of all Medicare 

decedents received some form of hospice care in 2015 (NHPCO 2018:3). However, according to 

the NVSS mortality data, only 7.81 percent of all deaths in 2015 occurred in hospice. Based on 

these various factors, this measure of hospice deaths was a dramatic underestimate from the 

actual number of hospice deaths in 2015 and thus was omitted from this analysis. Therefore, this 

analysis could not include hospice as a site of death. Despite this limitation, these data are the 

best suited for investigating variation in site of death for home, hospital, and nursing home 

deaths, which still account for the vast majority of deaths. 

Conclusion 

Research has demonstrated the numerous ways in which death and dying as social processes are 

highly unequal. Understanding this inequality is imperative for actively and creatively improving 

end-of-life care. Although we are seeing major shifts in where people die in the US (Olaisen 

2016), findings from this dissertation suggest that the impacts of this are not felt equally. This 

study utilized an ecological perspective to analyze geographic disparities in site of death as a 

means of empirically investigating how death is shaped in different contexts within the US and 

how this has changed over time. Drawing on findings derived from various quantitative analyses, 

I have demonstrated that there is considerable geographic variation in site of death, and the 

characteristics of counties shape the likelihood of dying in a particular setting above and beyond 

sociodemographic characteristics. More importantly, this dissertation has argued that it is 

imperative to consider these findings outside of a framework focused on patient choice and 
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autonomy. Overall, the choice discourse draws attention away from the social and physical 

environments that shape where we ultimately die. However, we cannot just cast this discourse 

aside as it is still the primary frame for end-of-life care. Instead, an ecological perspective has the 

potential to transform the choice discourse by further situating the experience of individuals in 

their larger context. Moving forward, it is imperative to consider how choice is embedded within 

local contexts in future research and policy. Shifting our focus in this way will likely result in 

new research insights and creative policy interventions that will improve the experience of death 

and dying for all people.  
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APPENDIX A. Supplementary Tables and Figures 
 
Table A.1. Detailed accounting of county consolidation strategy, 1991-2017 

 
 
 

State County areas consolidated  Reason for consolidation  
New 
FIPS 
code 
used 

Alaska        

  

Hoonah-Angoon Census Area 
(2105); Skagway Municipality 
(2230); Skagway-Yakutat-Angoon 
Census Area (2231)*; Skagway-
Hoonah-Angoon Census Area 
(2232)*; Yakutat City/Borough 
(2282) 

All counties originally derived from Skagway-
Yakutat-Angoon Census Area (2231) which was 
split into Yakut City/Borough (2282) and 
Skagway Hoonah-Angoon Census Area (2231) in 
September 1992. Skagway Hoonah-Angoon 
Census Area was further divided into Hoonah-
Angoon Census Area (2105) and Skagway 
Municipality (2230) in June 2007. The total 2010 
Census population for these areas was 3,780 
people 

2105 

  

Ketchikan Gateway Borough 
(2130); Petersburg Borough 
(2195);Wrangell City (2275); 
Wrangell-Petersburg Census Area 
(2280)*; Prince of Wales-Hyder 
Census Area (2198); Prince of 
Wales-Outer Ketchikan Census 
Area (2201)* 

First, Prince of Wales-Outer Ketchikan Census 
Area (2201) was split into three parts including 
Ketchikan Gateway Borough (2130), part of 
Wrangell City (2275), and Prince of Wales-Hyder 
Census Area (2198) in May 2008. Second, 
Wrangell-Petersburg Census Area was split into 
part of Wrangell City (2275) and Petersburg 
Borough (2195) in June 2008. Finally, part of 
Prince of Wales-Hyder Census Area (2198) was 
added to the Petersburg Borough (2195) in 
January 2013. The total 2010 Census population 
for these areas was 25,220 people 

2130 

  
Kusilvak Census Area (2158); 
Wade Hampton Census Area 
(2270)* 

Changed name and code from Wade Hampton 
Census Area (2270) to Kusilvak Census Area 
(02158) in July 2015 

2158 

  Denali Borough (2068); Yukon-
Koyukuk Census Area (2290) 

The Denali Borough (2068) was created in 
December 1990 from part of Yukon-Koyukuk 
Census Area (2290) 

2290 

  Kobuk Census Area (2140)*; 
Northwest Arctic Borough (2188) 

Information was available for each of the counties 
separately: Kobuk Census Area between 1990 and 
1993 and Northwest Arctic Borough between 
1994 and 2017. Additionally, Northwest Arctic 
Borough was created from all of the former 
Kobuk Census Area in 1986. 

2188 

Arizona       

  La Paz County (4012); Yuma 
County (4027) 

County data available for death certificates only 
dating back to 1994 for La Paz County. 
Additionally, La Paz County was created out of 
parts of Yuma County in 1989 

4027 

Colorado       

  

Adams (8001); Boulder (8013); 
Broomfield (8014) 

Broomfield County (8014) created from part of 
Adams (8001), Boulder (8013), Jefferson (8059), 
and Weld (8123) counties in November 2001; the 
majority of Broomfield's population came from 
Boulder County (21,512) and Adams County 
(15,870) 

8013 
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Table A.1. Continued 

  

State County areas consolidated  Reason for consolidation  
New 
FIPS 
code 
used 

Florida       

  

Dade County (12025)*; Miami-
Dade County (12086) 

Changed name and code from Dade County 
(12025) to Miami-Dade County (12086) in July 
2007 

12086 

Hawaii       

  

Kalawao County (15005); Maui 
County (15009) 

The population of Kalawao county is 86 people 
and is a small geographic area that is surrounded 
by Maui County 

15009 

Maryland       

  
Montgomery County (24031); 
Prince George (24033) 

Takoma Park City (n=5,156) was moved from 
Prince George County to Montgomery County in 
July 1997 

24031 

Montana       

  

Park County (30067); Yellowstone 
National Park (30113)* 

Populated portion of Yellowstone National Park 
(n=52) was annexed to Park County in November 
1997  

30067 

South Dakota       

  

Oglala Lakota County (46102); 
Shannon County (46113)* 

Changed name and code from Shannon County 
(46113) to Oglala Lakota County (46102) in May 
2015 

46102 

Virginia       

  
Alleghany County (51005); Clifton 
Forge City (51560)* 

Clifton Forge City (n=4,289) was added to 
Alleghany county in July 2001 

51005 

  
Augusta County (51015); Staunton 
City (51790); Waynesboro City 
(51820) 

Waynesboro City was annexed from Augusta 
County in July 1994. Augusta County surrounds 
both Staunton City and Waynesboro City  

51015 

  Bedford County (51019); Bedford 
City (51515)* 

The independent city of Bedford, Virginia was 
changed to "town status" and added to Bedford 
County in July 2013 

51019 

  
Fairfax County (51059); Fairfax 
City (51600) 

Parts of Fairfax County were annexed to Fairfax 
City in December 1991 

51059 

  
Halifax County (51083); South 
Boston City (51780)* 

South Boston City was added to Halifax County 
in June 1995 51083 

  
Southampton County (51175); 
Franklin City (51620) 

Part of Southampton County (51175) annexed to 
Franklin City (51620) in December 1995 (n=400) 

51175 

  
York County (51199); Newport 
News City (51700) 

York County exchanged territory with Newport 
News City in July 2007 (n=293). 51199 
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Table A.2. Counties omitted due to reporting at least one year with less than five total 
deaths (n=151) 

State County FIPS 
Alaska 2013; 2016; 2060; 2070; 2100; 2105; 2158; 2164; 2240 
California 6003 

Colorado 
8027; 8033; 8047; 8053; 8057; 8079; 8091; 8109; 8111; 8113; 
8117 

Georgia 
13007; 13011; 13049; 13053; 13101; 13177; 13181; 13183; 
13209; 13239; 13249; 13265; 13301; 13307 

Idaho 16025; 16033; 16061 
Illinois 17155 
Kansas 20097; 20187; 20199 
Kentucky 21201 
Michigan 26083 
Mississippi 28055 
Montana 30011; 30033; 30037; 30045; 30069; 30075; 30079; 30103 

Nebraska 
31005; 31007; 31009; 31049; 31063; 31075; 31085; 31091; 
31103; 31113; 31115; 31117; 31165; 31171; 31183 

Nevada 32009; 32011; 32029 
New Mexico 35003; 35011; 35021 
North Carolina 37177 

North Dakota 
38005; 38007; 38013; 38025; 38033; 38043; 38065; 38083; 
38085; 38087; 38091 

Oklahoma 40129 
Oregon 41021; 41055; 41069 

South Dakota 
46017; 46021; 46031; 46041; 46057; 46061; 46063; 46071; 
46075; 46085; 46095; 46117; 46119; 46137 

Tennessee 47127; 47137; 47175 

Texas 

48033; 48045; 48079; 48101; 48109; 48111; 48125; 48137; 
48155; 48173; 48197; 48229; 48235; 48243; 48247; 48261; 
48263; 48269; 48271; 48283; 48301; 48311; 48327; 48345; 
48359; 48377; 48393; 48421; 48431; 48435; 48443; 48489; 
48507 

Utah 49009; 49031; 49033; 49055 
Vermont 50009; 50013 
Virginia 51091; 51685 
West Virginia 54105 
Wisconsin 55078 
Wyoming 56027 
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Table A.7. Counties omitted from trajectory analysis 
State County FIPS code 

Alaska All counties in Alaska omitted 
California 6003 
Colorado 8053; 8057; 8079; 8111; 8113 
Georgia 13265; 13307 
Hawaii  All counties in Hawaii omitted  
Idaho 16025; 16033 
Michigan 26083 
Mississippi 28055 
Montana 30037; 30045; 30069; 30103 
Nebraska 31005; 31007; 31009; 31075; 31085; 31103; 31113; 31115; 31117; 31165; 31171; 31183 
Nevada 32009; 32011 
New Mexico 35021 
North Dakota 38007; 38013; 38033; 38065; 38083; 38087; 38091 
Oregon 41055 
South Dakota 46017; 46021; 46031; 46061; 46063; 46075; 46085; 46117; 46119; 46137 

Texas 
48033; 48045; 48137; 48173; 48229; 48235; 48261; 48269; 48301; 48311; 48345; 48359; 48393; 
48443; 49009; 49031; 49033 

Virginia 51560; 51780 
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Table A.8. Parameter estimates for latent class growth model (3-class solution) for 
percentage of deaths occurring at home, in a hospital, or nursing home, 1991-2017 
    

Percentage of Deaths Occurring at Home 
Group Parameter Estimate Standard error 

Group 1 Intercept -809.39 11.67 
 Linear 0.41 0.01 

Group 2 Intercept -1589.59 15.02 
 Linear 0.81 0.01 

Group 3 Intercept -475.91 29.43 
 Linear 0.27 0.01 

Group membership 
Group 1 % 55.95 0.93 
Group 2 % 34.88 0.89 
Group 3 % 9.17 0.52 

Percentage of Deaths Occurring in a Hospital 
Group Parameter Estimate Standard error 

Group 1 Intercept 295.01 34.33 
 Linear -0.15 0.02 

Group 2 Intercept 1875.18 14.35 
 Linear -0.92 0.01 

Group 3 Intercept 2097.00 16.24 
 Linear -1.02 0.01 

Group membership 
Group 1 % 17.67 0.69 
Group 2 % 45.95 0.93 
Group 3 % 36.39 0.90 

Percentage of Deaths Occurring in a Nursing Home 
Group Parameter Estimate Standard error 

Group 1 Intercept -333.10 16.95 
 Linear 0.18 0.01 

Group 2 Intercept -182.50 14.82 
 Linear 0.11 0.01 

Group 3 Intercept -48.37 22.26 
 Linear 0.05 0.01 

Group membership 
Group 1 % 34.59 0.93 
Group 2 % 45.56 0.95 
Group 3 % 19.86 0.74 

 
Table A.9. ICD-10 codes used to construct cause of death categories 

  ICD-10 39 Recode ICD-10 Codes 
Heart disease 019-023; 025-026 I100-I178 
Cancer 004 C00-C97 
Respiratory  028 J40-J47 
Stroke  024 I60-I69 
Alzheimer's disease 017 G30 
Diabetes 016 E10-E14 
Pneumonia 027 J10-J18 
Other  All others excluding 038-042 Excluded V - Y 
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APPENDIX B. Methodological Appendix – Chapter 3 
 
To overcome issues of convergence due to large quantities of data as well as a need to be able to 

test for multiple class sizes and trajectory shapes, supplementary analyses were conducted using 

a sample of data. Several subsets were tested, but every five years (looking at six observations 

rather than 27) proved to provide the least challenges related to convergence (Figure B.1). 

Therefore, the next set of estimates are based on this and include the years 1991, 1996, 2001, 

2006, 2011, and 2016. Two counties were dropped from the trajectory analysis as they did not 

have sufficient information about site of death composition across the six years.  

Table B.1. Data subsets 
Year selection Summary of results 

Every year Lots of false convergence for trajectories with non-linear estimates (e.g., models 
with a quadratic) 

Every other year Lots of false convergence (more than in the normal 27-year model) 
Ever three years Lots of false convergence 
Every four years Something called "singular convergence" but no false convergence 
Every five years One case of false convergence (four-class trajectory with all quadratics) 

 
Home death trajectories  

Figure B.2 provides the fit statistics for the first outcome (percent home death) using the subset 

of data. Convergence was achieved for nearly every model except for the final four-class model 

(highlighted in red). The three best fitting models (based on BIC and entropy) for each class 

group (for three-classes and higher) are highlighted in green and my original selection is 

highlighted in blue (also see Figure 1). First is the three-class trajectory with one quadratic 

function for second subgroup. This class saw a reduction in the BIC but an increase in entropy 

relative to my original class selection. The effect of the quadratic function was very small (0.018, 

p<.001) and did not substantively change the shape of the trajectories (see Figure 1 and 2 for 

comparison). Second, the four-class with linear functions also saw a reduction in the BIC and a 

small drop in the entropy. Additionally, the fourth subgroup was small, accounting for only 
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3.11% of all counties. This is important since class size is an essential component of LCGA 

trajectory selection (Jung and Wickrama 2008). Additionally, this fourth group had extremely 

high rates of home death that remain very consistent over the period. Unfortunately, this model 

did not converge when using all years of data. Finally, the five-class solution with a quadratic 

function for the first group saw an additional decline in the BIC and an increase in the entropy. 

However, the fifth group produced by this solution accounts for only 2.6% of all counties. 

Table B.2. LCGA fit statistics based off data subset focused on every five years 

 

The selection of LCGA trajectories is interpretative and relies on several factors 

including change in BIC, entropy, parsimony, and interpretability (Jung and Wickarama 2008). 

Percent home death 

Number of classes Trajectory shapes BIC  
(n= 17,821) 

BIC  
(n= 3,041) AIC Entropy  

1 1 -74621.15 17821 -74609.46 - 
2 0 0  -71025.91 -71022.38 -71010.34 0.958 
2 1 1  -69681.71 -69676.4 -69658.34 0.961 
2 1 2  -69686.15 -69679.96 -69658.89 0.961 
2 2 2  -69689.46 -69682.39 -69658.31 0.961 
3 0 0 0  -69423.58 -69418.27 -69400.21 0.906 
3 1 1 1  -67360.01 -67352.05 -67324.96 0.921 
3 2 1 1 -67363.64 -67354.8 -67324.7 0.919 
3 1 2 1 -67327.85 -67319.01 -67288.91 0.918 
3 1 1 2 -67364.77 -67355.93 -67325.83 0.919 
3 2 2 1 -67366.91 -67357.18 -67324.07 0.921 
3 2 1 2 -67368.41 -67358.69 -67325.58 0.919 
3 2 2 2  -67371.69 -67367.08 -6732.96 0.92 
4 0 0 0 0  -68626.25 -68615.17 -68595.09 0.879 
4 1 1 1 1 -66220.71 -66210.1 -66173.98 0.909 
4 2 1 1 1 -66223.38 -66211.89 -66172.76 0.908 
4 1 2 1 1 -66225.02 -66213.53 -66174.4 0.908 
4 1 1 2 1 -66225.02 -66213.53 -66174.4 0.908 
4 1 1 1 2 -66225.61 -66214.12 -66174.99 0.907 
4 2 2 2 2 Did not converge 
5 0 0 0 0 0 -68272.84 -68264 -68233.9 0.829 
5 1 1 1 1 1  -66235.39 -66222.12 -66176.91 0.922 
5 2 1 1 1 1  -65453.62 -654399.48 -65391.32 0.932 
5 1 2 1 1 1 -65452.3 -65438.15 -65389.99 0.882 
5 1 1 2 1 1 -65447.97 -65433.83 -65385.67 0.883 
5 1 1 1 2 1 -66239.7 -66225.56 -66177.4 0.921 
5 1 1 1 1 2 -66240.27 -66226.13 -66177.91 0.92 
5 2 2 2 2 2 -65368.04 -65350.36 -65290.16 0.885 
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Figure B.1 - Figure B.4 provide plots of each of the best fitting classes. I argue that based on 

empirical indicators alone, a three- or five-class solution would be the best option. However, 

when considering parsimony and interpretability, the five-class trajectory does not add anything 

of substantive importance. Rather, the two additional trajectories in the five-class solution have 

the same slope as the other trajectories but with only slightly different y-intercepts suggesting 

only minor differences. Overall, based on these supplementary analyses, I feel confident in my 

original decision to move forward with a three-class solution for home death. Since the quadratic 

added very little, I will also continue with the linear trajectories for the three-class solution.  

Figure B.1. Original three-class solution (linear function) for percent home death 
 

 
Figure B.2. Three-class solution (one quadratic function for group two) for percent home 
death 
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Figure B.3. Four-class solution (linear function) for percent home death 

 
 
Figure B.4. Five-class solution (linear function) for percent home death 
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Hospital death trajectories   

Figure B.3 provides the fit statistics for the second outcome (percent hospital death) using the 

subset of data. Convergence was achieved for every model; however, model estimates were not 

produced for six of the models (all with quadratic functions; highlighted in red). Quadratic 

functions did not improve model fit for any of the class-solutions with model estimates, resulting 

in best fit for the linear trajectory models only. The three best fitting solutions for each class 

group (for three-classes and higher) are highlighted in green. First is the three-class solution with 

linear functions for all three groups. This class was improved upon slightly with the inclusion of 

a fourth class, although the entropy does drop slightly for this model. Finally, the smallest BIC 

observed was for the five-class solution. There is also an uptick in the entropy for this solution.  

Table B.3. LCGA fit statistics based off data subset focused on every five years 

 

Percent hospital death 
Number of 

classes 
Trajectory 

shapes 
BIC  

(n= 17,821) 
BIC  

(n= 3,041) AIC Entropy  

1 1 -71366.33 -71363.67 -71354.64 - 
2 0 0  -66033.92 -66030.38 -66018.34 0.99 
2 1 1  -63777.16 -63771.86 -63753.8 0.991 
2 1 2  -63782.29 -63776.1 -63755.04 0.991 
2 2 2  -63787.27 -63780.2 -63756.12 0.991 
3 0 0 0  -64506.49 -64501.18 -64483.12 0.863 
3 1 1 1  -60924.05 -60916.09 -60889 0.899 
3 2 1 1 No parameter estimates produced  
3 1 2 1 -60930.25 -60921.41 -60891.31 0.899 
3 1 1 2 -60928.19 -60919.35 -60889.25 0.899 
3 2 2 1 -60935.21 -60925.49 -60892.38 0.899 
3 2 1 2 -60933.15 -60923.42 -60890.31 0.899 
3 2 2 2  -60939.36 -60928.75 -60892.63 0.899 
4 0 0 0 0  -64131.65 -64124.58 -64100.5 0.809 
4 1 1 1 1 -59895.34 -59884.73 -59848.61 0.894 
4 2 1 1 1 No parameter estimates produced  
4 1 2 1 1 -59901.63 -59890.13 -59851 0.894 
4 1 1 2 1 -60707.88 -60696.39 -60657.26 0.918 
4 1 1 1 2 -60707.88 -60696.39 -60657.26 0.918 
4 2 2 2 2 -59915.74 -59901.59 -59853.43 0.894 
5 0 0 0 0 0 -63963.09 -63954.25 -63924.15 0.839 
5 1 1 1 1 1  -59357.16 -59343.9 -59298.75 0.92 
5 2 1 1 1 1  No parameter estimates produced  
5 1 2 1 1 1 No parameter estimates produced  
5 1 1 2 1 1 -59361.52 -59347.37 -59299.21 0.92 
5 1 1 1 2 1 No parameter estimates produced  
5 1 1 1 1 2 No parameter estimates produced  
5 2 2 2 2 2 -59382.78 -59365.1 -59304.9 0.92 
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Figures 4-6 provide plots of each of these best fitting classes. I would argue that based on 

empirical indicators alone, a three- or five-class solution would be the best option. However, 

when considering parsimony and interpretability, the five-class trajectory does not add anything 

of substantive importance. For example, the two additional trajectories in the five-class solution 

have the same slope as the other trajectories but with only slightly different y-intercepts 

suggesting only minor differences. Based on these supplementary analyses, I feel confident in 

my original decision to utilize a three-class solution for hospital death. The three-class solution 

provides excellent fit, high entropy, and provides sufficient information without going overboard 

into a realm of more difficult and complicated interpretation that would likely blunt the 

effectiveness of future multinomial models.  

Figure B.5. Three-class solution (linear function) for percent hospital death 
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Figure B.6. Four-class solution (linear function) for percent hospital death 

 
 
Figure B.7. Five-class solution (linear function) for percent hospital death 

 
 
Nursing home death trajectories   

Table B.4 provides the fit statistics for the third outcome (percent nursing home death) using the 

subset of data. Convergence was achieved for every model. The three best fitting models for 

each class group (for three-classes and higher) are highlighted in green and my original selection 

is highlighted in blue (also see Figure B.8). First is the three-class trajectory with all quadratic 

functions. This trajectory is very similar to the original selection even with the inclusion of the 

quadratic function for each group (Figure B.9). The general impact of the quadratic function for 

each group is quite small, with a parameter estimate of -0.02, -0.03, and -0.01, respectively. This 
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three-class solution was improved upon with the inclusion of a fourth class; there is both a small 

decrease in the BIC and a slight increase in the entropy. Although, there are improvements to this 

solution, the fourth class is small, accounting for only 3.2% of counties (Figure B.10). However, 

what is interesting about this group is that they had virtually no nursing home death reported 

over the six-time observations between 1991 and 2016. Upon further investigation, this 

observation is not reflected when all years are included in the analysis (Figure B.11). More 

specifically, this group appears to have very low levels of nursing home death but not as low as 

portrayed when using only six observation times. Finally, the smallest BIC observed was for the 

five-class solution. However, there was an uptick in the entropy for this solution. Additionally, 

the five-class solution results in two relatively small trajectories, one with 3.1% of counties and 

one with 4.7% of counties (Figure B.12). 

Table B.4. LCGA fit statistics based off data subset focused on every five years 

 

Percent nursing home death 

Number of classes Trajectory 
shapes 

BIC  
(n= 17,821) 

BIC  
(n= 3,041) AIC Entropy  

1 1 -74440.25 -74437.59 -774428.56 - 
2 0 0  -70556.99 -70553.46 -70541.42 0.873 
2 1 1  -70448.05 -70442.74 -70424.68 0.875 
2 1 2  -70453.29 -70447.1 -704226.03 0.875 
2 2 2  -70458.81 -70451.73 -70427.65 0.875 
3 0 0 0  -68810.35 -68805.01 -68786.95 0.872 
3 1 1 1  -68661.37 -68653.41 -68626.32 0.874 
3 2 1 1 -6866.7 -68657.86 -68627.76 0.874 
3 1 2 1 -6866.91 -68658.07 -68627.97 0.874 
3 1 1 2 -6866.43 -68657.59 -68627.49 0.874 
3 2 2 1 -68672.25 -68662.53 -68629.42 0.874 
3 2 1 2 -68671.76 -68662.04 -68628.93 0.874 
3 2 2 2  -68453.41 -68442.8 -68406.69 0.878 
4 0 0 0 0  -67976.75 -67969.71 -67945.63 0.905 
4 1 1 1 1 -67788.26 -67777.65 -67741.53 0.91 
4 2 1 1 1 -67793.13 -67781.64 -67742.51 0.91 
4 1 2 1 1 -67793.82 -67782.33 -67743.2 0.91 
4 1 1 2 1 -677793.65 -677882.16 -67743.03 0.91 
4 1 1 1 2 -67793.29 -67781.8 -67742.67 0.91 
4 2 2 2 2 -67547.86 -67533.71 -67482.56 0.913 
5 0 0 0 0 0 -67285.85 -67277.01 -67246.91 0.883 
5 1 1 1 1 1  -67063.64 -67050.38 -67005.23 0.889 
5 2 1 1 1 1  -67068.52 -67054.37 -67006.21 0.889 
5 1 2 1 1 1 -67069.17 -67055.02 -67006.86 0.889 
5 1 1 2 1 1 -67068.52 -67054.37 -67006.21 0.895 
5 1 1 1 2 1 -67068.95 -67054.8 -67006.64 0.889 
5 1 1 1 1 2 -67068.48 -67054.33 -67006.17 0.889 
5 2 2 2 2 2 -66797.54 -66779.86 -66719.66 0.898 
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Figure B.8. Original three-class solution (linear function) for percent nursing home death 

 
 
Figure B.9. Three-class solution (quadratic function) for percent nursing home death 

 
 
Figure B.10. Four-class solution (quadratic function) for percent nursing home death 
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Figure B.11. Four-class solution (quadratic function) for percent nursing home death with 
the inclusion of all 27 years (rather than six) 

 
Figure B.12. Five-class solution (quadratic function) for percent nursing home death 

 
 

Figure B.9, Figure B.10, and Figure B.12 provide plots of each of these best fitting 

trajectory classes. I argue that, based on empirical indicators of BIC and entropy, a three- or 

four-class solution would be the best overall fit. However, when considering parsimony and 

interpretability, the four-class solution does not appear to add anything of substantial importance 

to the understanding of nursing home death trajectories. Across all the solutions, there were very 

few differences in the overall slope for these county subgroups (e.g., virtually flat) with only 

small changes in the y-intercept. Additionally, the three-class solution is more easily 

interpretable as low, medium, and high nursing home death subgroups. Therefore, the selection 
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of a three-class solution for this outcome is the best fit. Overall, the three-class solution provides 

a low BIC, high entropy, and provides interpretable information about the county subgroups. 

Since the quadratic function in each trajectory was significant but very small, I feel confident in 

moving forward with my original selection of the three-class model with all linear trajectories.  

 


