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Abstract 
 
Daniels, Austin Lewis (Ph.D., Chemical and Biological Engineering)  
 
Flow imaging microscopy and machine learning methods and applications for particle 
morphology analysis 
 
Thesis directed by Gilespie Professor Theodore W. Randolph and Associate Professor 
Adjunct Christopher P. Calderon 
 
 
 
Flow imaging microscopy (FIM) is an increasingly popular technique for collecting light 
microscopy images of particles larger than 1 μm in samples such as therapeutic protein 
formulations. While FIM is commonly used to monitor the number of particles in a sample, the 
particle images returned by FIM contain particle morphology information that may be used to 
distinguish between different types of particles. For example, this morphology information may 
be used to differentiate between protein aggregates formed by different mechanisms or identify 
cells of different species. However, this analysis has previously been prohibited by the difficulty 
of extracting and analyzing relevant particle morphology information from FIM images. 
 
This thesis describes the development of algorithms that use statistical and machine learning 
methods to analyze particle morphology information in FIM images and applications of these 
algorithms in protein formulation development. Several algorithms were developed that use 
convolutional neural networks (ConvNets) and other approaches to analyze the morphology of 
both individual particles as well as the particle population in a sample. These algorithms were 
then used to identify the impact of conditions such as accelerated and real-time stability 
stresses on protein aggregate morphology. This thesis will also describe generalizations of this 
approach for analyzing light and fluorescence microscopy images collected from imaging flow 
cytometry (IFC) and for distinguishing between blood cells and cells of different bacterial 
species as proof-of-concept for a FIM-based bloodstream infection (BSI) diagnostic test. These 
results demonstrate the effectiveness and usefulness of FIM-based particle morphology 
analysis techniques for analyzing particle morphology in therapeutic protein formulations, blood 
samples, and other particle-containing samples. 
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Chapter 1: Introduction 

 

 

 

 

 

 

1.1 Protein Formulations and Aggregation 

 

Therapeutic protein formulations are among the fastest growing classes of pharmaceuticals. 

When properly designed, these protein formulations can mimic the functions of native human 

proteins and can be used to replace (e.g. insulin replacement for diabetes patients) or augment 

(e.g. monoclonal antibodies targeted against pathogens like the COVID-19 virus) the function of 

native human proteins. However, the limited stability of proteins in aqueous conditions1 poses 

challenges in designing and manufacturing stable, effective protein formulations. This instability 

often results in the formation of aggregates both under quiescent conditions and in response to 

stresses these formulations experience during manufacturing and development. These stresses 

include agitation2, air-water and container-water interfaces3–5, extreme pH1 and freeze-thaw 

cycles6–8 as well as combinations of these stresses8. Thus, many routine processes that these 

formulations undergo such as filtration9, fill-finish10–12, and shipping13 can trigger aggregation. 

Other formulation components such as the container-closure system can also contribute 

particles to the formulation (e.g. glass flakes from glass containers14, silicone oil microdroplets 

from prefilled syringes15). Virtually all therapeutic protein formulations contain particles due to 

these varied and often ubiquitous aggregate and particle sources.16 
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Strategies for monitoring protein aggregates and other particles in protein formulations are of 

interest both to companies and regulatory agencies like the FDA. This interest is due in large 

part to regulations such as USP <788> and <789> that require companies to monitor the 

particle content of these formulations to the best of their ability while also setting firm limits on 

the number of visible particles and those larger than 10 and 25 μm that can be present in the 

final formulation. Particle monitoring not only is essential to ensure formulations meet these 

regulations but may be useful in designing formulations and manufacturing processes that 

effectively control the particle content they generate. Particle monitoring strategies may also be 

essential to control the risk of adverse responses that these particles may influence. Both in 

vitro studies17–20 and clinical experiences21,22 have indicated that changes in particle content 

between samples are correlated with changes in adverse responses to the formulation including 

patient fatalities22. It is currently unknown if the relationship between particle content and 

adverse drug responses is causal and, if so, what features of these particles results in elevated 

immunogenicity. Until such information is available strategies for monitoring and controlling the 

particle content in a formulation would minimize the potential risk of adverse responses these 

particles pose.  

 

 

1.2 Flow Imaging Microscopy (FIM) and Particle Imaging 

 

Flow imaging microscopy (FIM) is an increasingly popular technique for imaging subvisible 

particles or particles larger than 1 µm in protein formulations23,24. FIM instruments such as 

FlowCam (Yokogawa Fluid Imaging Technologies, Inc, Scarborough, ME.) or MFI 

(ProteinSimple, San Jose, CA)24 flow a sample through a small microfluidics channel and use 

light microscopy to image each particle in the sample with higher throughput than typical light 

microscopy. This analysis typically returns >103 images per milliliter of sample analyzed each 
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typically containing only a single particle. These images will be referred to as “FIM images” or, 

since there is usually only one particle per FIM image, as “particles” in the context of FIM data 

analysis. The FIM images from a sample can be counted to determine the number and 

concentration of particles. These images are also rich in morphology information about the 

particles which can be analyzed to determine the types of particles in a sample25–28.  

 

FIM has been increasingly used to monitor the particle content in therapeutic protein 

formulations. One common use for FIM is to monitor particle generation in accelerated stability 

studies, studies in which protein formulations are exposed to conditions designed to accelerate 

aggregation in a manner that simulates common aggregation-inducing conditions17,29. FIM can 

be used in these analyses to monitor the level and potentially the types of particles formed in 

different protein formulations (e.g. different containers) or by different stresses30,31. FIM has also 

shown promise for detecting changes in particle content in formulations due to either intentional 

(e.g. change in primary packaging type) or unintentional (e.g. process upset) deviations in 

manufacturing conditions31. 

 

The success of FIM in protein formulation applications has also generated interest in developing 

new and/or adapting existing particle imaging modalities to analyze particles in protein 

formulations. FlowCam Nano instruments operates in a similar fashion to standard FIM 

instruments but uses immersion oil-based optics to obtain higher particle magnification, enabling 

the instrument to image particles between 300 nm – 1 µm typically too small to detect via FIM. 

Imaging flow cytometry (IFC) obtains fluorescence microscopy images along with the standard 

light microscopy images collected by FIM32. Holographic video microscopy collects holographs 

of each particle which can be used to obtain 3D reconstructions of particle morphology as well 

as accurate measurements of particle size and refractive index33,34. Background membrane 

imaging uses membrane microscopy to mount images in a solvent-free environment before 
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image collection35, resulting in more effective imaging of translucent particles that can be nearly 

invisible in FIM images collected in solvent36. While each of these techniques improves on the 

particle information that can be collected from FIM, standard FIM image analysis is more 

commonly used in practice and will be the focus of the subsequent discussion. 

 

 

1.3 FIM and Particle Morphology 

 

While FIM is increasingly used to monitor the particle content in formulations, most researchers 

in pharmaceuticals use FIM to measure particle concentrations. For example, researchers 

performing accelerated stability studies to compare formulations often use FIM to determine 

which formulation generated the fewest particles under accelerated stress conditions in hopes 

that the formulation will also mitigate particle formation under more realistic storage and stress 

conditions30,31,37,38. However, the particle images returned by FIM may also contain information 

about the particle types and morphologies in the sample. As protein aggregates and other 

particles can be made by dramatically different mechanisms39–41, it is likely that different 

mechanisms can produce particles detectable via FIM that exhibit morphologies characteristic of 

that mechanism. If so, the particle morphologies present in FIM images can act as “fingerprints” 

of these different mechanisms of particle formation—potentially relevant information about the 

formulation and any damaging conditions it was exposed to. For example, this information could 

be used to identify the sources of an unexpected particle type in a formulation such as those 

that might be generated by a process upset. This information could also be used to determine if 

a change in formulation or process conditions such as formulating a protein in a different 

primary container induces a change in aggregation mechanisms formed during stresses 

encountered during shipping and storage—a potentially relevant difference in product stability. 
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While the discussion so far has centered on analyzing protein formulations via FIM, other 

samples contain particles that can be analyzed via FIM. For example, FlowCam instruments 

were initially used by water quality researchers to analyze algae in water25,42 and have seen use 

for analyzing cell-based medicinal products27. It is easy to envision applications for these 

morphology analysis tools when analyzing other types of particles. For samples containing cells, 

these morphology tools could be used to identify different cell types in a sample such as 

identifying a contaminating microorganism in pond water or detecting rare cell types like 

bacteria or cancer cells in a blood sample to diagnose diseases. 

 

 

1.4 Prior FIM Particle Morphology approaches 

 

Unfortunately, analyzing particle morphology using FIM instruments has historically been 

difficult for researchers due in part to the difficulty of analyzing FIM image data. Typical FIM 

images can be thought of as 20 x 20-pixel images with either one or three channels per pixel for 

grayscale or color images respectively. As these images are effectively 1,200-dimension 

vectors, it is difficult to analyze all the information encoded in the raw image directly especially 

since individual pixels do not typically contain significant particle morphology information. To 

 
 
Figure 1: Sample Flow Imaging Microscopy (FIM) images  
FIM images of protein aggregates made by freeze-thaw stress (left) and shaking stress 
(middle) as well as silicone oil microdroplets (right, not to scale) 
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make this analysis feasible, most image analyses will first develop a set of image features for 

raw FIM images that capture the most relevant information from the raw FIM image in a much 

lower dimensional representation. These lower-dimensional representations are more likely to 

be discriminative of different particles types than the raw pixel data and can then be more easily 

analyzed using standard statistics or machine learning tools. The effectiveness of any particle 

morphology analysis scheme thus depends both on the quality of the image features and the 

algorithm used to analyze particles in terms of these features. 

 

Previous work used combinations of standard particle properties like particle size and aspect 

ratio as image features when trying to distinguish between different particle types. Most prior 

work in this area has focused on differentiating FIM images of protein aggregates from those of 

simple, spherical particles like silicone oil microdroplets26,43,44 or air bubbles23. While these 

studies have used increasingly complex machine learning tools to perform this classification 

ranging from simple property thresholds43 to random forest classifiers26, each of these methods 

used the simple particle properties returned by FIM instruments as image features and typically 

focused on those that can be used to detect circular particle morphologies. A similar property-

based approach was also previously used to distinguish between viable and unviable 

mammalian cells27. 

 

While these particle properties are useful for describing simple particle morphologies, these 

properties bias subsequent analysis towards changes in the simple particle morphology features 

these properties describe. As it is unlikely that these properties fully capture the relevant particle 

morphology information encoded in the image, these approaches may miss changes in complex 

particle morphology features that are not captured in these simple particle properties. It is 

desirable to develop image features that more effectively capture complex particle morphologies 

than is possible using simple particle properties. It would also be ideal for these image features 
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to be developed in an automated fashion. While manual feature engineering is possible, the 

heterogeneous nature of FIM image sets (see Figure 1) makes it difficult to manually identify 

and quantify the relevant morphology features present in raw FIM images.  

 

Another key issue with these previous techniques for analyzing protein formulations is their 

focus on analyzing the morphology of individual particles rather than that of the particle 

population in a sample. Protein formulations encountered in practice may exhibit numerous 

particle morphologies due to the many aggregation-inducing stresses these formulations can be 

exposed to. While identifying individual particle morphologies can be useful in some 

applications, in pharmaceutical applications we are often more interested in analyzing the 

“particle morphology distribution” or the types and relative amounts of different particle 

morphologies in a sample. Strategies for analyzing particle populations could be used to 

compare aggregate populations between different samples of a formulation more effectively 

than techniques for analyzing individual particles. 

 

 

1.5 Thesis Overview 

 

This thesis describes my work in developing and applying machine learning tools to extract and 

analyze particle morphology information found in FIM measurements. These techniques use 

machine learning and statistical tools to either identify different types of particles in a sample or 

to check if a sample contains a particle population consistent with that in another sample. While 

much of the work involved developing and implementing these approaches, this work also 

focused on demonstrating how these techniques can be useful to researchers working with FIM 

or similar imaging platforms. Most of these applications were focused on protein formulations 

and how these techniques may be used to identify changes in protein aggregate morphology 
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between formulations or to identify potential sources of those aggregates. However, we also 

show how similar techniques may be useful for differentiating between different species of cells 

and how this approach may be useful for applications such as diagnosing sepsis. We also 

demonstrate how the approaches developed using FIM can also be generalized to other 

imaging modalities such as imaging flow cytometry that extract additional morphology 

information through orthogonal measurements that can be included in the analysis. 

 

The remaining sections of the thesis are organized as follows. Chapters 2 discusses the 

evolution of the algorithm from a more sophisticated technique to analyzing common particle 

properties to convolutional neural network (ConvNet)-based strategies to learn more 

sophisticated and useful image features. Chapters 3 and 4 describes two of these algorithms in 

more detail as well as some of the initial applications that were pursued when developing these 

algorithms. Chapters 5 and 6 focus on applications of these algorithms to analyze aggregation 

caused by shipping stress (Chapter 5) and severe mechanical stresses and cavitation (Chapter 

6). Chapters 7 and 8 discuss generalizations of these algorithms to imaging flow cytometry and 

sepsis diagnosis, respectively. Lastly, chapter 9 summarizes the findings described elsewhere 

in the thesis. 
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Chapter 2: Algorithm Development 

 

Sections of this chapter based on Maddux et al. 20171, Calderon et al. 20182, and Daniels et al. 

20203. Full citations can be found in the references section of this chapter 

 

 

2.1 Overview 

 

Several algorithms were developed for analyzing particle morphology information embedded in 

FIM datasets. These algorithms were designed to address one of two core problems: particle 

classification and particle population analysis. 

 

In particle classification problems, the goal was to distinguish between several known particle 

types similar to previous silicone oil detection approaches4–7. These algorithms were trained on 

labelled FIM images of different particle types to learn the particle morphology features that 

distinguished these particle types. The trained algorithm was then applied to new, unlabeled 

FIM images to predict which of those particle types was present in the image. One possible 

application for this approach is in root cause analysis; this approach could be used to recognize 

protein aggregates generated by known stresses and process upsets to help identify the root 

cause of a process upset.  

 

In particle population analysis problems, the goal was to instead check if the particle 

morphology distribution or the types and relative amounts of different particle morphologies in a 

sample are consistent with the distribution in a separate sample. Instead of individual particles 

like classification approaches, these methods were trained to analyze sets of FIM images from a 
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sample. This approach could be used in fault detection applications to check if the particle 

population in a new batch of product is consistent with that typically generated by the 

manufacturing process.  

 

This chapter provides an overview of the algorithms developed as part of the studies described 

in this thesis. Subsequent sections in this chapter contain a general description of each 

algorithm and a brief discussion of the strengths and weaknesses of each approach. Additional 

details about these algorithms can be found in later chapters in this thesis. 

 

 

2.2 Method 1: KLD-MDS 

 

2.2.1 Overview 

 

Particles found in a single protein formulation are often highly heterogeneous in size and 

structure8. This variability often makes it difficult to compare particle populations between 

samples as the inherent variability in particle morphology within a sample can obfuscate any 

morphology differences between samples. A simple yet commonly used strategy to compare 

particle morphology between samples is to use graphical techniques to compare the distribution 

of common particle properties like size between samples. These methods use a small number 

of particle properties available from FIM instruments to represent the morphology of each 

particle and plot the distribution of either individual (i.e. as histograms) or sets of properties (i.e. 

as scatter plots) from each sample. The resulting plots can easily be compared between 

samples to determine if the samples exhibit different distributions of these properties. This 

approach is commonly used with size distributions in which histograms of particle diameters 

from different samples are compared against each other. A major weakness of these graphical 
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techniques is the limited number of particle properties that can be visualized and compared 

between samples as a time (i.e. up to three properties). To perform this analysis, the user must 

select which particle properties are to be used in the analysis--a decision that can bias the 

analysis so that only differences in the selected properties can be detected. Additionally, these 

graphical techniques are typically qualitative and cannot be used to directly quantify how 

different two samples are. 

 

The initial method we developed to analyze FIM datasets was designed to perform a similar 

analysis to these graphical techniques. This initial algorithm used the Kullback-Liebler 

Divergence (KLD) to compare distributions of particle properties between samples quantitatively 

and without graphical techniques. To perform this analysis on FIM image sets from different 

samples, the user first decides which particle properties are to be used to compare samples. 

These particle properties are then computed for each particle in each FIM image set and the 

resulting dataset of particle property values are then used to estimate the probability density 

function (PDF) of these properties in the sample. These PDF estimates are constructed directly 

from particle properties of each FIM image using a kernel density estimate9. Property PDFs from 

two samples are then compared using a symmetrized KLD to quantify how different the particle 

populations in the two samples are from each other.  

 

While the KLD measures how similar the particle morphology distributions in two samples are 

from each other, we were also interested in using these measurements to help compare particle 

morphologies between multiple samples at once. To perform this analysis on multiple samples, 

the KLD was first computed between all pairs of samples. The resulting pairwise similarity 

measurements were then analyzed via multidimensional scaling (MDS) to map each dataset 

onto points on a 2D plot that grouped samples with low KLD values and thus similar particle 
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morphology distributions together. More details on this KLD-MDS method can be found in the 

methods section in Chapter 3. 

 

 

2.2.2 Application: Comparing particles made by accelerated stress conditions 

 

In an early study1, this algorithm was used to compare aggregates of a monoclonal antibody 

(mAb) donated by Medimmune, Inc. (Gaithersburg, Maryland) exposed to one of three 

accelerated stress conditions: freeze-thaw stress, low pH + shaking stress, and elevated 

temperature stress. The mAb was formulated in 230 mM KCl solution at pH 6 and in 2 mL 

plastic microcentrifuge tubes for each stress. Freeze-thaw stress consisted of exposing samples 

to 10 freeze-thaw cycles. Each cycle consisted of a 20 min freeze in a -80°C freezer followed by 

a 20 min thaw in a room temperature water bath. pH + shaking stress consisted of dialyzing 

mAb solution into a 20 mM citrate, 230 mM KCl solution at pH 3, dialyzing the solution into 20 

mM histidine, 230 mM KCl solution at pH 6, and agitating the resulting protein solution on a 

plate shaker at 400 RPM overnight. Elevated temperature stress consisted of incubating 

samples at 60°C for three days. Three replicates were prepared per stress and imaged via a 

FlowCam VS system (Yokogawa Fluid Imaging Technologies, Inc., Scarborough, ME). Two 

separate FIM datasets were collected per replicate. Sample FIM images yielded by freeze-thaw 

and pH + shaking stress are shown in Figure 2. 

 

The KLD-MDS algorithm described above was used to compare aggregates generated by each 

replicate of each stress. The PDF of particle aspect ratio was estimated for each sample using a 

kernel density estimate constructed from 1,000 FIM images per replicate and using a hard 

sphere kernel of radius 0.4. These PDFs were then analyzed using the KLD-MDS algorithm, 

yielding the 2D representations shown in Figure 3. The resulting embeddings generally group 
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FIM datasets by stress condition: FIM image sets from freeze thaw and pH samples appear 

clustered with other samples exposed to that stress in the right hand side of the figure while the 

elevated temperature samples appear on the left side of the figure. This plot indicates that 

aggregate populations generated by at least freeze-thaw and pH stress each exhibited a 

characteristic distribution of particle aspect ratios that can be used to distinguish particles made 

by that stress from those made by other stresses. 

 

 

2.2.3 Benefits and Drawbacks 

 

The KLD-MDS approach provides a quantitative way to compare particle populations between 

protein formulations—an analysis that previous machine learning methods for analyzing FIM 

images were not designed to do. Unlike previous graphical methods for doing this analysis, in 

principle this approach allows the user to easily analyze samples using a larger number of 

particle properties. Since this approach does not rely on plotting these properties, this analysis 

can be performed using many particle properties simultaneously assuming a sufficiently large 

number of FIM images are available to obtain an accurate PDF estimate. The MDS step also 

allows the user to compare these PDFs from multiple samples simultaneously which can be 

difficult to do using plots of the particle properties. While this approach still uses traditional 

 
 
Figure 2: Sample FIM images of aggregates used in KLD-MDS/ConvNet algorithm 
development 
 

Freeze-Thaw-stressed mAb pH + shaking-stressed mAb Pump A-stressed IVIg Pump B-stressed IVIg
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particle properties to perform the analysis, this design ensures that the changes in particle 

morphology identified by this approach are related to changes in human-interpretable particle 

properties—behavior that is not guaranteed with the other approaches described in this thesis. 

 

One of the most significant weaknesses of this approach is the need to estimate the PDF for a 

potentially large number of particle properties to perform the analysis. Obtaining accurate PDF 

estimates using kernel density estimates becomes increasingly difficult as the number of 

dimensions in the data increases. Due to the curse of dimensionality9, the number of particles 

needed to obtain a PDF estimate at a fixed accuracy increases exponentially as the number of 

particle properties used in the analysis increases. While this approach can technically be used 

to analyze datasets using several particle properties, constructing accurate PDF estimates 

 
 
Figure 3: KLD-MDS plot of aggregates generated by accelerated stability stress 
KLD-MDS plot of mAb aggregate populations generated by different stress conditions. Each 
alphanumeric label corresponds to the KLD-MDS representation a single FIM dataset 
generated by the stress denoted by the color letter (Red F for Freeze-thaw, Green S for pH 
and Shaking, Blue I for incubation at elevated temperature) and a replicate indicated by the 
number. Two technical replicates were taken via FIM per sample, resulting in two 
representations on this figure per sample. These representations were computed using 
particle aspect ratio. Dimensions 1 and 2 are the dimensions identified by MDS and do not 
have discernable physical meaning 
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using many particle properties would require the user to collect a massive number of FIM 

images. While >1,000 FIM images is sufficient to perform this analysis using a single particle 

property, a significantly larger image set (>10,000 images) must be collected to achieve similar 

algorithm performance using even a single additional particle property. This large particle 

requirement is not practical especially for samples with low particle concentrations like those 

encountered in commercialized protein formulations. This problem is exacerbated by the need 

to estimate the PDF for all samples in the analysis. This technique therefore requires a similarly 

large number of particles from all samples to be analyzed. Performing this analysis on a more 

appropriate number of particles requires the user to restrict the number of dimensions used to 

perform the analysis, resulting in many of the same issues described earlier with graphical 

techniques. 

 

While KLD-MDS approach was useful for the applications we investigated initially, this flaw 

invalidated the logic behind the design of this algorithm. This flaw combined with other issues in 

this ad hoc approach ultimately led to us abandoning the algorithm in later projects. However, 

the early results obtained even with this crude algorithm suggested that the particle morphology 

information contained in FIM images was sensitive to the history of the sample and the types of 

stresses it was exposed to. The results obtained with this method in Chapter 3 also suggested 

that changes in particle morphology were correlated with different adverse responses in 

patients. While this technique was abandoned, this early success motivated us to iterate on this 

algorithm and develop effective methods for comparing particle morphology distributions. 
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2.3 Method 2: ConvNet Classifiers 

 

2.3.1 Overview 

 

A key limitation of many previous methods for analyzing particle morphology is the difficulty of 

developing a descriptive, usually low-dimensional representation of the particle morphology 

information encoded in FIM images. In both our first approach and other previous approaches 

this representation was constructed using sets of traditional particle properties returned by FIM 

instruments. Unfortunately, these particle properties contain limited particle morphology 

information and may not capture the most relevant particle morphology features to include in the 

analysis. It is desirable for FIM image analysis to develop more sophisticated image features 

and, since identifying and designing a quantitative measure of more relevant image features is 

time consuming, for this feature engineering to be performed automatically. 

 

Convolutional neural networks (ConvNets) are an increasingly popular family of models 

designed to perform image analysis tasks in large part due to their ability to automatically learn 

image features from large image sets10,11. ConvNets primarily consist of a sequential series of 

convolutional layers, processing units that are designed to detect how well regions of an input 

image match small (usually 3 x 3) pixel patterns that the layer is designed to detect. These 

layers accept image data and return feature images that describe how well regions of the input 

match these patterns. The feature images returned by this layer can then be analyzed by an 

additional convolutional layer, allowing the subsequent layer to analyze the image in terms of 

the patterns identified by the previous layer. Stacking these layers on top of each other thus 

allows deeper layers of the network to detect complex pixel patterns in the raw input image. The 

final feature images are then processed using a few additional layer types to compute the final 

output the network is designed to yield such as an image classification.  
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Much of the usefulness of ConvNets stems from their ability to learn relevant image features for 

a given image analysis task directly from image data. The pixel patterns detected in each 

convolutional layer are optimized by training the network on images along with the desired 

network output. This feature allows us to leverage the large number of FIM images available in 

a typical FIM dataset to automatically “learn” relevant image features that are useful at mapping 

FIM images onto a desired output. These image features are usually only computed as an 

intermediate step in the network towards some other desired output and are not directly 

outputted or optimized. However, ConvNets can be trained to optimize and return these image 

features directly and an approach for doing so will be described later in this chapter. The ability 

of the network to automatically learn effective image features is incredibly useful for image 

analysis and has led to these networks being used to perform image analysis in areas ranging 

from traditional computer vision tasks (e.g. object12,13 and facial14 recognition) to image analysis 

tasks in science and medicine (e.g. cancer diagnosis15–17). 

 

The first algorithm that was developed for ConvNet image analysis used these neural networks 

to perform image classification. To perform this analysis, a ConvNet is first trained on large 

numbers (e.g. >10,000) of FIM images of several different particle types labelled by the type of 

the particle in the image. During training, the network automatically learns image features that 

can be used to map these FIM images onto the label supplied with each image. Once trained, 

the ConvNet is then used to analyze new FIM images to predict which of the particle types the 

network was trained on best resembles the particle present in each inputted image. 
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2.3.2 Application: Identifying particles made by accelerated stress conditions 

 

The first application investigated with this ConvNet method was identifying protein aggregates 

generated by different accelerated stress conditions2—conditions that we knew from earlier 

studies generated distinguishable aggregate morphologies. A ConvNet was trained to recognize 

FIM images of particles generated by one of four accelerated stress conditions: mAb 

aggregates generated by freeze-thaw and pH + shaking stress and intravenous immunoglobulin 

(IVIg; Gammagard Liquid; Baxter, Deerfield, IL) aggregates made by recirculation through one 

of two nominally identical piston fill-finish pumps. Freeze-thaw and pH aggregates were the 

same aggregates imaged and analyzed during development of the KLD-MDS algorithm. 

Pumping aggregates were generated by recirculating 45 mL of IVIg solution in 1x phosphate 

buffered saline (PBS) through one of two (denoted “Pump A” and “Pump B”) Filamatic FUS-10 

pumps (Filamatic, Inc., Baltimore, Maryland) at a 200 mL/min flowrate for 9 minutes. The 

resulting aggregates were then imaged using a FlowCam VS. Sample FIM images used to train 

the algorithm are shown in Figure 2 

 

50,000 labelled FIM images of each particle type were used to train a ConvNet to identify 

aggregates generated under each of these four classes. The trained network was then used to 

analyze an additional 10,000 images of each particle type that were excluded from algorithm 

training and without their corresponding label. Table 1 shows a confusion matrix for this neural 

network which shows the frequency that individual images of each particle type (Table 1, rows) 

were identified as each of the four particle types the network was trained to identify (Table 1, 

columns). The accuracy of this network on individual images (i.e. the average of the values 

along the diagonal of the table) was 78%—great accuracy given the heterogeneity of FIM 

images generated by a single condition and the similarity between images generated under 

different conditions. These results indicated that even individual particles within an FIM dataset 
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can contain morphology information that could be used to identify the underlying conditions that 

sample was exposed to. 

 

2.3.3 Benefits and Drawbacks 

 
ConvNet-based methods in general benefit from their ability to automatically learn effective FIM 

image representations from the data. This feature not only allows the user to bypass the often-

difficult process of selecting particle properties to use as image features in the analysis but can 

be used to easily include particle morphology features that are not normally accessible through 

simple particle properties returned by FIM instruments. These improved image features come at 

the cost of their interpretability. Unlike the human eye, ConvNets analyze images in 3x3-pixel 

segments rather than looking at the entire image at once. This difference in length scale allows 

the ConvNet to learn image features that are not necessarily human interpretable to differentiate 

between image types18. While these features will usually be effective at distinguishing between 

different particle morphologies for a given FIM image analysis task, it is difficult to interpret 

these features to identify the underlying structural changes in the FIM images these networks 

identify between particle types.  

 

Table 1: ConvNet classifier accuracy on accelerated stability stress aggregates  
A confusion matrix showing the fraction of individual FIM images from four samples (table 
rows) that were identified as each of the four possible classes the network was trained on 
(table columns). Values along the diagonal of the matrix indicate a correct classification 

 

 Pump A Pump B 
pH + 

Shaking 
Freeze-
Thaw 

Pump A 70% 30% 1% 0% 

Pump B 18% 81% 1% 0% 

pH + 
Shaking 

0% 0% 71% 28% 

Freeze-
Thaw 

0% 1% 8% 91% 
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Another key benefit of ConvNets is the limited number of images necessary to analyze samples. 

While training these networks requires a substantial number of images (>10,000 per particle 

type), the trained network can easily be used to analyze individual FIM images from a sample. 

This contrasts with the previous method we developed which required at least 1,000 images 

from each sample to perform the analysis1. 

 

While ConvNets were found to be useful for analyzing FIM images, training these networks to 

perform classification was not useful for many protein aggregate analyses of interest in protein 

formulation development and production. This stems in part from the large number of particle-

generating conditions that protein formulations may be exposed to in practice. Each of these 

conditions may generate a characteristic particle morphology that a classifier would need to 

correctly identify. However, classifiers do not effectively generalize beyond the image types they 

are trained to recognize and will therefore only be able to effectively analyze a subset of all 

possible particle types that may appear in a sample. Additionally, classifiers are inherently 

designed to only analyze individual images at a time and not particle populations. While this 

approach is useful in cases where analyzing the morphology of individual images is useful, for 

most protein analysis tasks we are generally more interested in techniques for comparing 

populations of these particles. However, some applications did require us to analyze the 

morphology of individual rather than sets of FIM images one of which is described in Chapter 8. 

 

 

2.4 Method 3: ConvNets for Comparison 

 

One strategy to mitigate some of the problems of the previous ConvNet approach is to set up 

the network to return image “embeddings” or a low-dimensional representation (i.e. set of image 

features) of the contents of the image instead of image classifications. These embeddings are 
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commonly used in facial recognition strategies14,19 to represent images of different faces in a 

low-dimensional form that can easily be compared between images. These representations are 

much more generalizable than image classifications and can be used to analyze image types 

that were not explicitly included in the training set such as the faces of people not used to 

initially train a facial recognition algorithm. A ConvNet trained in this fashion on FIM image data 

would return similar low-dimensional representations that describe the morphology information 

contained in the image. Sets of these potentially very low-dimensional (e.g. 2D) embeddings 

can easily be analyzed using traditional statistical techniques such as hypothesis testing to 

determine if the sample exhibits a particle population consistent with that in another sample. 

 

The final algorithm we developed used these facial recognition ideas combined with statistical 

techniques to determine if a sample exhibits a statistically different particle population than 

another sample. To perform this analysis, a ConvNet is first trained on labelled images of 

different particle types using a triplet loss approach borrowed from facial recognition14. This 

strategy involves training ConvNets to return two-dimensional embeddings of FIM images. 

These embeddings are optimized based on triplets of FIM images consisting of an image of a 

single particle type (anchor image), an FIM image of the same particle type (positive image), 

and an FIM image of a different particle type (negative image). The parameters of the network 

are optimized to reduce the distance between the embeddings of the anchor and positive 

images while increasing that between the embeddings of the anchor and negative image. This 

optimization results in a low-dimensional FIM image embedding scheme that groups together 

images of the same particle type and separate images of different particle types.  

 

The trained network can be used to convert FIM images from two samples to low-dimensional 

embeddings that can easily be compared graphically. Additionally, goodness-of-fit hypothesis 

testing can be used to check if the FIM image embeddings from one sample are consistent with 
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those obtained from a second sample. To perform hypothesis testing, one of the samples to be 

compared is selected as a baseline sample with the other used as a test sample. The 

embeddings from the baseline sample are then used to construct a kernel density estimate of 

the PDF of embeddings from that sample. Goodness-of-fit hypothesis testing is then used to 

analyze small sets (c.a. 20-200) of FIM image embeddings from the test sample to test the null 

hypothesis that these embeddings are consistent with the embedding PDF estimated for the 

baseline sample. Rejection of this null hypothesis indicates that the two samples exhibited 

statistically significantly different particle morphology distributions. This hypothesis testing can 

be performed on multiple subsamples from the test sample and the rejection rate or the fraction 

of these subsamples that can be distinguished from the baseline sample is recorded as a 

measure of particle morphology distribution similarity. More details about this algorithm can be 

found in Chapter 4 and Appendix A while examples of how this algorithm can be used are found 

in Chapters 5-7. 

 

This algorithm blends together features from the previous algorithms while also fixing a few 

problems with these earlier approaches. While this approach analyzes particle morphology 

distributions in a similar fashion as the initial KLD-MDS approach, this algorithm compares 

particle morphology distributions using hypothesis testing rather than the KLD metric. This 

change allows the user to easily determine if a difference in particle morphology distribution is 

statistically significant. This analysis also uses the potentially more descriptive but harder-to-

interpret image features derived from ConvNets rather than combinations of simple particle 

properties. The low dimensionality of these ConvNet embeddings in addition to the use of 

hypothesis testing to compare samples also dramatically reduces the number of particles 

required to perform the analysis relative to the KLD-MDS algorithm: while >10,000 FIM images 

are required from a few samples to train the ConvNet and set up a baseline sample, very few 

(>20) images are required from test samples in order to compare them against a baseline 
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sample. Compared to the original ConvNet approach, this algorithm can more easily be used to 

analyze sets of FIM images and offers much better generalization to particle types that were not 

included in the ConvNet training. 

 

One problem with triplet loss-derived embeddings is that, as a supervised technique (i.e. one 

that is trained on labelled data), the morphology information used to compute FIM embeddings 

is biased towards particle morphology features that discriminate between particles assigned 

different labels. Thus, if the particles assigned a single label exhibit multiple types of particle 

morphologies the algorithm does not reward an embedding scheme that maps these different 

particle types to different locations in the embedding space. This contrasts with unsupervised 

(i.e. label-free) techniques for computing similar embeddings such as variational autoencoders 

that, while not capable of extreme dimensionality reduction like the triplet loss algorithm, learn 

features that more heavily depend on the information in the image20. However, it may be difficult 

for these techniques to learn discriminative FIM image features since images from different 

samples often exhibit visually similar particles and backgrounds. This visual similarity may be 

especially problematic for features learned to minimize an image reconstruction error due to the 

very limited morphology information in individual pixels in FIM images. Additionally, as shown in 

subsequent chapters embeddings derived by triplet loss can still divide particle populations 

assigned a single label into subpopulations of visually similar aggregate types. While this 

behavior is not guaranteed by the loss function used to train these networks, this behavior does 

suggest that networks trained in this fashion can be used to capture particle morphology 

information beyond what is necessary distinguish between the labelled particle types. 

 

It should also be noted that how the ConvNet is trained using this approach can influence the 

final performance of the model21. The triplets used to optimize the model’s parameters are 

typically mined from all valid FIM image triplets during training due both to the large number of 
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valid triplets available and issues that can occur when training on triplets that have either very 

high or zero triplet loss. While this mining is critical to ensure the network trains effectively, how 

this mining is performed can impact the final FIM image embeddings the trained model returns 

and may influence the final conclusions drawn from that model. It is essential to compare the 

conclusions drawn from a ConvNet trained in this fashion against ConvNets trained using a 

simpler approach (e.g. classification) to ensure that the results do not depend on how the 

method was trained. However, the FIM datasets presented in this thesis were relatively robust 

against these changes in mining strategy and the results based on this algorithm were not 

significantly impacted by changes to the triplet mining strategy. 
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Adverse Reactions. J Pharm Sci. 2018;107(5):1313-1321. 

 

 

3.1 Abstract 

 

The presence of subvisible particles in formulations of therapeutic proteins is a risk factor for 

adverse immune responses. Although the immunogenic potential of particulate contaminants 

likely depends on particle structural characteristics (e.g., composition, size, and shape), exact 

structure-immunogenicity relationships are unknown. Images recorded using flow imaging 

microscopy reflect information about particle morphology, but flow microscopy is typically used 

to determine only particle size distributions, neglecting information on particle morphological 

features that may be immunologically relevant. We recently developed computational 

techniques that utilize the Kullback-Leibler divergence and multidimensional scaling to compare 

the morphological properties of particles in sets of flow microscopy images. In the current work, 

we combined these techniques with expectation maximization cluster analyses, and used them 

to compare flow imaging microscopy datasets that had been collected by the US FDA after 

severe adverse drug reactions (including seven fatalities) were observed in patients that had 

been administered some lots of peginesatide formulations. Flow microscopy images of particle 
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populations found in the peginesatide lots associated with severe adverse reactions in patients 

were readily distinguishable from images of particles in lots where severe adverse reactions did 

not occur. 

 

 

3.2 Introduction 

 
Protein therapeutics offer numerous clinical benefits, and now comprise the fastest-growing 

class of drugs1. A challenge in the development of protein therapeutics is that they may elicit 

adverse drug reactions (ADRs) which include acute responses such as anaphylaxis during IV 

administration, or long-term adverse reactions such as immune responses wherein patients 

produce anti-drug antibodies (ADAs)2–4. The majority of current protein therapeutics are 

immunogenic in at least some patients5, and in some cases (e.g., interferon beta6–8) adverse 

immune responses may be observed in up to half of patients treated, reducing efficacy8. 

Adverse immune responses can result in clinical trial failures9. 

 

There are a number of potential causes and risk factors associated with ADRs against protein 

therapeutics10–17. Among these risk factors is the presence of aggregates within protein 

formulations11,18–28. Numerous animal studies29, human clinical studies30–34 and in vitro studies35–

37 have associated particulate contaminants with infusion reactions, anaphylaxis, and activation 

of the innate and adaptive immune system38,39. Aggregation occurs as a result of various 

stresses to which proteins may be exposed, and different stresses such as freeze-thawing, 

exposure to air-water interfaces, pH extremes, elevated temperatures or chemical degradation 

produce different distributions of aggregates that are polydisperse in size and morphology40.  

In vivo, these aggregate populations may provoke different levels and types of immune 

responses22,36,40. For example, in one study, protein aggregates produced by process-related 
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conditions and low pH were not immunogenic41. Another study showed that larger, insoluble 

aggregates found in an antibody formulation after UV-light exposure were more immunogenic 

than soluble oligomeric aggregates of the same protein. At the present time, it is unclear which 

characteristic(s) of protein aggregates dictate their immunogenicity, in part because of the 

difficulties involved analyzing the different populations of particles (e.g., particles generated 

through different mechanisms of formation) that may be present in a given sample. Better 

techniques for characterizing aggregates are necessary in order to identify the features of 

protein aggregates that influence their ability to trigger ADRs upon administration—features that 

could be then monitored to assess the risk of ADRs and allow the most dangerous aggregate 

populations to be identified and prioritized for removal. 

 

Protein drug manufacturers frequently use flow-imaging microscopy (FIM) to monitor the 

concentrations of micron-sized subvisible particles (e.g., protein aggregates, silicone oil 

droplets, air bubbles) present in protein formulations. In this technique, a sample is pumped 

through a microfluidic channel where a microscope records digital images of particles of size 

greater than about 2 µm. This technique yields either grayscale or color images representative 

of the 104- 106 individual particles larger than 2 µm typically present in a given sample. These 

image datasets are frequently large, with data file sizes of up to a gigabyte per sample. These 

collections of images potentially offer a wealth of particle structural information, but FIM is 

frequently used to obtain only particle size distributions as a histogram for a given sample. 

While convenient, this practice neglects other potentially relevant morphological features that 

could be extracted from these images. We hypothesize that the neglected information about 

particle morphology contained in the rich data sets generated by FIM could be relevant to 

determining risk of ADRs from particles within a protein formulation. 
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We recently developed a technique42 to analyze collections of FIM datasets in order to 

differentiate between various populations of particles represented in the datasets. In this 

technique, the distributions of particle properties in each sample are compared to the 

distributions of properties in other samples via the symmetrized Kullback-Leibler divergence 

(KLD). A matrix of pairwise values of this divergence can then be processed via 

multidimensional scaling (MDS) to obtain a low-dimensional embedding of the data that 

captures the relative similarity between one dataset and the others included in the analysis. We 

previously demonstrated42 that this technique can successfully differentiate between populations 

of particles formed in monoclonal antibody solutions that had been subjected to different 

aggregation-inducing stresses (freeze-thawing, shaking and pH changes, and elevated 

temperatures). 

 

A recent study by the US FDA associated elevated levels of nano- and microparticles found in a 

marketed formulation of peginesatide (Omontys®; Affymax, Inc., Cupertino, CA) with severe 

ADRs in patients43. The drug, an erythropoiesis-stimulating agent consisting of a covalently 

dimerized synthetic peptide linked to polyethylene glycol, received FDA approval in 2012 for two 

formulations: a single-use vial formulation (SUV) and multi-use vial (MUV) formulation. The two 

formulations contain peginesatide at the same concentration, but have different excipients44. 

Although the SUV formulation was used predominantly during the clinical trials, only the MUV 

formulation was marketed. The marketed MUV formulation was linked to 49 cases of 

anaphylaxis (7 of which were fatal) and a hypersensitivity rate of 3.5 per 1000 exposed 

patients—significantly higher than the 0.84 per 1000 exposed patients rate that had been noted 

for the SUV formulation during the clinical trials. After the product was recalled voluntarily, the 

FDA investigated both the SUV and MUV formulations, conducting a variety of analyses in 

search of potential causes of the severe ADRs. Standard testing of the SUV and MUV 

formulations revealed that both formulations conformed to product specifications, including the 
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pharmacopeial limitations on the concentrations and size distributions for particles described by 

USP <788>. However, although both formulations met current limitations on particle content, it 

was discovered that the marketed MUV formulation had higher and more variable 

concentrations of subvisible particles than did the SUV formulation. Direct causality could not be 

established, but the analysis conducted by the FDA found that elevated subvisible particle 

content in the MUV formulations compared to that in the SUV formulations was associated with 

the observed increased hypersensitivity reactions seen for the marketed MUV formulation of 

peginesitide43. 

 

The FDA study43 found that higher particle levels in MUV formulations of Omontys® were 

associated with increased rates of ADRs, but did not examine whether the formulations differed 

in particle characteristics other than concentration. Such differences might reflect different 

mechanisms by which the particles formed in the SUV and MUV formulations, which in turn 

could affect the propensity of the particles to generate ADRs. In the present study, we apply our 

KLD-MDS approach to the flow microscopy image datasets collected by the FDA in order to 

discern whether flow microscopy imaging can be used to differentiate between the ADR-

associated particles found in MUV formulations of Omontys® and the particle populations that 

did not provoke adverse responses found in SUV formulations. 

 

 

3.3 Materials and Methods 

 

3.3.1 Materials 

 

Intravenous immunoglobulin (IVIg; GAMMAGARD LIQUID) was obtained from Baxter 

International (Deerfield, IL). 1x phosphate buffered saline (PBS) containing 144 mg/mL 
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potassium phosphate monobasic, 795 mg/mL potassium phosphate dibasic, and 9000 mg/mL 

sodium chloride was obtained from Gibco (Waltham, MA). Hellmanex III was obtained from 

Hellma Analytics (Mullheim, Germany). All other salts and materials used in buffer preparation 

were reagent grade or higher. 

 

 

3.3.2 Flow-Imaging Microscopy (FIM) 

 

Flow-imaging microscopy datasets from the peginesatide investigation were provided by the 

FDA under a Freedom of Information Act (FOIA) request. In their investigation of the drug43, the 

FDA analyzed samples from several SUV and MUV lots using a FlowCam VS1 system (Fluid 

Imaging Technologies, Inc., Scarborough, ME). The instrument used an 80-µm flow cell and a 

10x objective. 450 µL of sample were analyzed in each measurement.  

 

FIM datasets that we obtained from the FDA had been collected in three sets of FlowCam 

measurements referred to as “experiments” in the original study. We will use their nomenclature 

and denote these data collections as “Experiment A”, “Experiment B” and “Experiment C”. Due 

to limited sample volume, FIM settings were optimized over the course of data collection and 

thus each experiment used slightly different FIM settings. Both SUV and MUV samples were 

measured in each experiment. Experiment A contains 12 FIM datasets taken from 4 MUV lots 

and 4 datasets taken from a single SUV lot. Experiment B contains 11 datasets taken from 4 

MUV lots and 8 datasets taken from 3 SUV lots. Experiment C contains 12 datasets taken from 

4 MUV lots and 12 datasets taken from 3 SUV lots. Representative images taken from 

Experiment C for both formulations are shown in Figure 4. 
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3.3.3 Image Analysis  

 

Data analysis was performed in Python 3.6 (Python Software Foundation, OR). Images of the 

particles identified via the FlowCam instrument were imported into the software and segmented 

using custom image processing code to identify the particle-containing regions of the image. 

This analysis results in a “particle mask” or the portion of the raw image identified as a particle. 

The particle mask was then used to calculate several morphological properties for each particle. 

The area-based diameter of a particle was calculated by calculating the area of the particle 

mask in pixels and calculating the diameter of a circle with the same area. The aspect ratio of a 

particle was calculated by fitting the shape of the particle mask to an ellipse using principle 

components analysis (PCA) and dividing the length of the minor axis by the length of the major 

axis. The circularity of the particle was calculated by calculating the perimeter of the particle 

mask and dividing by the perimeter of a circle with the same area as the particle. The average 

particle intensity (i.e. grayscale color) was calculated by averaging the intensity of the pixels 

over the area of the particle. Histograms of the various particle properties were constructed in 

 

Figure 4: Sample peginesatide FIM images 
Sample images taken from a) SUV and b) MUV samples analyzed in experiment C. Scale 
bars represent 20 µm 
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order to visualize the distribution of properties within the datasets. The properties included in 

this analysis vary in scale. Aspect ratio, circularity, and average intensity values may vary from 

0 to 1, but particle diameters can take on a much wider range of values. To avoid bias resulting 

from these differences in scale, each property was normalized by subtracting the mean value 

and dividing by the standard deviation before further analysis, effectively giving each observed 

property equal weighting in our analysis.  

 

 

3.3.4 Kullback-Leibler Divergence (KLD) 

 

The Kullback-Leibler Divergence is an information theory metric that can be used to estimate 

the similarity between two probability distribution functions (PDFs). A low value of this 

divergence indicates little difference in the distributions of particle properties and increasingly 

higher values indicate more strongly dissimilar distributions. 

 

The KLD between two PDFs 𝑃(𝑑) and 𝑄(𝑑) over a vector of particle properties 𝑑 can be 

calculated by: 

 

𝐾(𝑃||𝑄) = ∫ 𝑃(𝑑) ln (
𝑃(𝑑)

𝑄(𝑑)
) d𝑑 

 

where 𝐾(𝑃||𝑄) is the KLD between distributions 𝑃(𝑑) and 𝑄(𝑑) and 𝑑 is a vector containing 

normalized values of the four particle properties included in this analysis: diameter, aspect ratio, 

circularity, and average intensity. In this analysis 𝑃(𝑑) is an estimate of the distribution of 

particle properties in a FIM measurement containing 𝑛𝑝 = 2000 particles with properties 𝑑𝑘 

(1) 
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where 𝑘 = 1 … 𝑛𝑝 indexes particles. 𝑃(𝑑) is estimated from 𝑑𝑘 using a kernel density 

approximation with a hard sphere kernel of radius 0.6. 𝑄(𝑑) is defined similarly for 2000 

particles taken from a separate FIM dataset. As previously described43, since 𝑃(𝑑) describes 

the frequency of specific values of 𝑑𝑘 appearing in 𝑛𝑝 particles, we can approximate 𝐾(𝑃||𝑄) as: 

 

𝐾(𝑃||𝑄)  =
1

𝑛𝑝
∑ ln (

𝑃(𝑑𝑘)

𝑄(𝑑𝑘)
)

𝑛𝑝

𝑘=1

 

 

It is important to note that the KLD is not symmetric about the two distributions; 𝐾(𝑄||𝑃) will 

yield a different value than 𝐾(𝑃||𝑄) unless 𝑃 = 𝑄 due to the 𝑃 weighting on the integral in eq. 

(1). This asymmetry can pose issues when trying to interpret the KLD as a measure of 

distribution similarity. We therefore use a symmetrized form of the KLD: 

 

𝐾(𝑃, 𝑄) =
1

2
((𝐾(𝑃||𝑄) + 𝐾(𝑄||𝑃)) 

 

where 𝐾(𝑃, 𝑄) is the symmetrized KLD. Future mentions of the KLD will refer to this 

symmetrized form.  

 

We wish to use eq. (2-3) to compare all possible pairs of FIM measurements in a dataset 

containing 𝑁 FIM measurements. To compare dataset 𝑖 to dataset 𝑗 where 𝑖 = 1 … 𝑁 and 𝑗 =

1 … 𝑁 for both index datasets, we first compute 𝑃𝑖 and 𝑄𝑗, the distribution of particle properties in 

datasets 𝑖 and 𝑗 respectively. The particle properties that we utilize in this analysis are the 

particle diameter, aspect ratio, circularity, and average intensity, but other measures derived 

from the images, such as estimated masses of the individual particles45 could also be used. We 

(2) 

(3) 
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can then use these distributions to construct a matrix 𝐴 whose elements 𝑎𝑖𝑗 are the squared 

pairwise divergences between datasets 𝑖 and 𝑗. 𝑎𝑖𝑗 can be calculated as: 

 

𝑎𝑖𝑗 = 𝐾(𝑃𝑖 , 𝑄𝑗)
2
 

 

 

3.3.5 Multidimensional Scaling (MDS) 

 

While matrix 𝐴 contains significant information about the similarity between pairs of datasets, it 

is challenging to extract global similarity information from these pairwise divergence values. We 

can use multidimensional scaling (MDS) to find a low-dimensional embedding of the datasets 

that best captures the pairwise similarity information contained in 𝐴 as was described and 

performed in previous work42. MDS techniques are designed to operate on a matrix of pairwise 

distances like the distances between cities on a map. Although the KLD is a divergence 

between distributions and not a distance metric, in this analysis we will treat the symmetrized 

KLD as a distance measurement and use MDS techniques as a method to visualize the relative 

similarity between datasets. 

 

In classical multidimensional scaling (CMDS), we seek values of hypothetical points �⃑�𝑖 where 

𝑖 = 1 … 𝑁 again indexes datasets whose values are set so that the distance between �⃑�𝑖 and �⃑�𝑗 

(where 𝑗 = 1 … 𝑁 again indexes datasets) is similar in value to the corresponding entry in matrix 

𝐴 𝑎𝑖𝑗. To perform this analysis, we first apply double centering to 𝐴 using the centering matrix J 

whose elements 𝑗𝑘𝑙 are defined as: 

 

𝑗𝑘𝑙 = 𝛿𝑘𝑙 − (
1

𝑁
) 

(4) 

(5) 
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where 𝑘 = 1 … 𝑁 and 𝑙 = 1 … 𝑁 are now indices in the centering matrix and 𝛿𝑘𝑙 is the Kronecker 

delta. This matrix can be used to double center matrix 𝐴 or to subtract the mean of each row 

and each column from the matrix: 

 

𝐵 = −
1

2
𝐽𝐴𝐽 

 

where 𝐵 is the double centered matrix. The minimization to find points �⃑�𝑖 can now be written in 

terms of entries in the double centered matrix 𝑏𝑖𝑗 as: 

 

min
𝑥

∑ ∑ ‖𝑏𝑖𝑗 − ‖𝑥𝑖⃑⃑⃑⃑ − 𝑥𝑗⃑⃑⃑⃑ ‖
2

‖
2

𝑁

𝑗=1

𝑁

𝑖=1

 

 

The values �⃑�𝑖 that minimize equation (N) can be found by performing eigendecomposition 

analysis on matrix 𝐵. Matrix B can be represented in terms of a matrix of 𝑁 eigenvalues and 𝑁 

corresponding eigenvectors: 

 

𝐵 = 𝑄ΛQ−1 

 

where Λ is a diagonal matrix of eigenvalues and 𝑄 is a matrix of the corresponding 

eigenvectors. To find values two dimensional coordinates that satisfy the minimization in eq. (7), 

we simply select the two eigenvectors with the largest corresponding eigenvalues. �⃑�𝑖 can then 

be calculated using: 

 

𝑥𝑖⃑⃑⃑⃑ = 𝑄2Λ2
1/2

 

 

(6) 

(7) 

(8) 

(9) 
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Where Λ2 is a diagonal matrix of the two highest eigenvalues and 𝑄2 a matrix containing the 

corresponding eigenvectors. This equation yields a two-dimensional representation of the 

pairwise KLD values that can easily be plotted and analyzed. 

 

 

3.3.6 KLD-MDS Plots 

 

To compare the FIM datasets, the distribution of particle diameter, aspect ratio, circularity, and 

average intensity in each dataset were compared to those of the other datasets via the 

Kullback-Leibler divergence. The pairwise divergences were then analyzed via classical 

multidimensional scaling to obtain a 2D embedding for each dataset. The resulting 2D 

coordinates reflect the underlying similarity between datasets as measured by the KLD: two 

datasets that are similar as indicated by a low value of the KLD will generally appear closer 

together on the figure than two datasets that are more dissimilar.  

 

It is important to note that MDS assigns coordinates to the datasets so that the distance 

between any two points describes the relative value of the corresponding value of the KLD. The 

distances between points on the 2D projection thus are the main quantities that can be used to 

interpret the FIM datasets described by the figure. The axes on which the coordinates are 

oriented are chosen to represent these distances and do not have any easily discernable 

physical meaning in terms of either the underlying particle properties or the values of the KLD 

between datasets. Since only the relative locations of the points in the embedding is significant, 

for ease in visualization we chose to rotate the axes obtained from KLD-MDS so that the 

average coordinate of both SUV and MUV datasets lay on the x-axis and that the SUV was on 

the left of the embedding. 
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KLD-MDS embeddings were obtained using data from Experiments A, B, and C individually. 

Additionally, we also performed the analysis using data from all three experiments at once. 

Since the FlowCam settings varied between the three experiments, it is possible that the 

differences in settings could introduce artifacts into the final KLD-MDS embedding. To account 

for these potential differences, data in each experiment was normalized to the mean and 

standard deviation of properties within that experiment before normalizing to the overall mean 

and standard deviation. 

 

 

3.3.7 Clustering Analysis  

 

KLD-MDS can be used to compare the types of particles present in the two formulations to 

determine whether the formulation influences the morphology of the particles present in a 

dataset. Since only a finite number of particles are present in a given sample, we expect some 

variation in the types of particles present between every pair of FIM measurements in a given 

dataset—even for samples taken from the same formulation. If the formulation significantly 

influences the morphology of the particles in the sample, two FIM measurements taken from 

different formulations will have more dramatic differences in particle morphology than two 

measurements taken from the same formulation. These differences in particle morphology will 

then be apparent as larger KLD values for pairs of measurements taken from different 

formulations than for measurements taken from the same formulation. This pattern in KLD 

values will manifest as clustering in the final embedding: FIM measurements on SUV samples 

will embed closer to other measurements performed on SUV samples and further away from 

MUV measurements. We can therefore identify a formulation-dependent shift in subvisible 

particle properties by assessing the clustering in the final KLD-MDS plots. If the samples can be 
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successfully clustered by formulation, then the subvisible particles likely exhibit a formulation-

dependent shift in particle properties indicative of a change in the subvisible particle population. 

 

The clustering in the KLD-MDS plots can be assessed visually to determine if the datasets 

cluster by formulation. Alternatively, various metrics can be used to quantitatively measure the 

resolution of the clustering. One such metric is the silhouette coefficient46, which is a measure of 

how similar a given data point in a cluster is to other points in its cluster relative to its similarity 

to points outside its cluster. The silhouette coefficient for a given point 𝑥𝑖 in a set of two clusters 

𝑠𝑖(𝑥𝑖) is calculated as 

 

𝑠𝑖(𝑥𝑖) =
𝑑𝑖𝑛𝑠𝑖𝑑𝑒(𝑥𝑖) − 𝑑𝑜𝑢𝑡𝑠𝑖𝑑𝑒(𝑥𝑖)

𝑚𝑎𝑥(𝑑𝑖𝑛𝑠𝑖𝑑𝑒(𝑥𝑖), 𝑑𝑜𝑢𝑡𝑠𝑖𝑑𝑒(𝑥𝑖))
 

 

Where 𝑑𝑖𝑛𝑠𝑖𝑑𝑒(𝑥𝑖) and 𝑑𝑜𝑢𝑡𝑠𝑖𝑑𝑒(𝑥𝑖) are the average Euclidean distance between point 𝑥𝑖 and 

points inside the cluster 𝑥𝑖 belongs to and outside the cluster, respectively. The silhouette 

coefficient can take on values from -1 to 1 with higher values indicating increasing relative 

similarity to the other points in the cluster 𝑥𝑖 is assigned to. Since every point in the KLD-MDS 

dataset will have a silhouette coefficient associated with it, we report the average silhouette 

coefficient for SUV and MUV datasets in each of the 3 experiments.  

 

We can also identify if the known clustering in formulation can be recovered using an 

unsupervised clustering technique. To accomplish this, expectation maximization47 (EM) was 

applied to the unlabeled coordinates from each experiment to estimate two 2D Gaussian 

Distributions to represent the two expected clusters. Starting from an initial guess of the two 

distributions, EM iteratively calculates the probability of each point in the KLD-MDS embedding 

belonging to the two clusters and, using these probabilities as weights, re-estimating the mean 

(10) 
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and covariance matrix of the two distributions. This process is repeated until two distributions 

that represent the clustering in the coordinates are obtained. Points in the KLD-MDS embedding 

with 𝑝 > 0.01 for a given distribution were then assigned to the cluster that distribution 

represents. We anticipate that this process should group datasets by the formulation of the 

sample if the subvisible particles in the two formulations are significantly different in morphology. 

 

 

3.3.8 Effect of Formulation Differences 

 

The two approved Omontys® formulations contain identical concentrations of peginesatide as 

well as sorbitol, but the SUV uses a phosphate buffer and contains micromolar concentrations 

of Tween 20, whereas the MUV uses a methionine buffer and contains phenol as a 

preservative. These differences in formulation might have affected particle formation 

mechanism(s) and consequently the resulting particle morphologies in the two formulations. 

However, it is also possible that these differences might have affected the capability of FIM to 

accurately detect and measure morphological features of particles. For example, differences in 

refractive index (RI) can alter the apparent transparency of particles in FIM48. It is therefore 

possible that different populations of particles detected using KLD-MDS analysis could reflect 

formulation differences, rather than differences in particle morphologies.  

 

To test whether the KLD-MDS analysis was detecting only formulation differences between SUV 

and MUV formulations rather than differences in the morphologies of particles within the 

respective formulations, we created a standard population of protein aggregates, and then 

spiked small amounts of these pre-formed aggregates into solutions whose excipient 

concentrations matched those of the SUV and MUV formulations. FIM and KLD-MDS analyses 



 

45 
 

were then conducted to determine whether the standard protein aggregate particles appeared to 

be different in the two formulations. 

 

Preparation of suspensions of standard protein particles in MUV and SUV formulations: To 

generate a standard suspension of protein aggregates, 0.5 mg/mL IVIg in 1xPBS were 

centrifuged at 20,000 g at 4°C for 20 minutes to remove small aggregates. 0.9 mL aliquots of 

the supernatant were placed in 1.5 mL microcentrifuge tubes and exposed to six freeze-thaw 

cycles. Each cycle consisted of suspension in liquid nitrogen for 2 minutes followed by 

suspension in a hot water bath at 30 ºC for 6 minutes. Two buffers were made which matched 

the excipient profile of the SUV and MUV formulation as described in the prescribing 

information. The SUV formulation contained 47 mg/mL sorbitol, 2.3 mg/mL anhydrous sodium 

phosphate monobasic, 0.12 mg/mL sodium phosphate dibasic, and 0.04 mg/mL polysorbate 20. 

The MUV formulation contained 47 mg/mL sorbitol, 5 mg/mL phenol, 1.5 mg/mL L-methionine, 

and 0.6 mg/mL glacial acetic acid. The pH of the SUV and MUV formulations were 6.0 and 5.4, 

respectively. 50 μL aliquots of the standard suspension fo protein aggregates were mixed with 

950 μL aliquots of either the SUV and MUV formulation buffers to form triplicate 1 mL aliquots of 

IVIg particles in the SUV and MUV formulations.  

 

Analysis of standard protein particles spiked into MUV and SUV solutions: Flow-imaging was 

performed on three 300 μL aliquots of each sample using a FlowCam® VS (Fluid Imaging 

Technologies, Inc., Scarborough, ME) instrument using a 100-µm flow cell and the 10x 

objective. The flowcell was flushed with 1% Hellmanex III solution followed by water before 

running samples and with water between individual measurements. Images obtained from the 

FlowCam were analyzed using the KLD-MDS algorithm using the same particle properties used 

to analyze the full Omontys dataset (i.e. size, aspect ratio, circularity, and average intensity). 

Since the FlowCam model used in this analysis collects RGB color images as opposed to the 
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grayscale images available in the initial dataset collected by the FDA researchers, color images 

were converted to grayscale images prior to analysis. RGB pixel values were converted to 

grayscale intensities using the luminosity conversion: 

 

𝑐𝑔𝑟𝑎𝑦 =  0.2126𝑐𝑟𝑒𝑑 ⥂ +0.7152𝑐𝑔𝑟𝑒𝑒𝑛 + 0.0722𝑐𝑏𝑙𝑢𝑒 

 

where 𝑐𝑔𝑟𝑎𝑦 is a grayscale pixel value (i.e. pixel intensity) and 𝑐𝑟𝑒𝑑, 𝑐𝑔𝑟𝑒𝑒𝑛, and 𝑐𝑏𝑙𝑢𝑒 are the red, 

green, and blue channel values, respectively, of the corresponding RGB pixel.  

 

 

3.4 Results 

 

3.4.1 Image Analysis 

 

Figure 5 (a, b) shows representative histograms of the particle size distributions obtained from 

the image analysis for randomly chosen SUV and MUV vials, respectively, taken from 

experiment C. The two samples have relatively similar size distributions and would otherwise be 

difficult to differentiate by visual analysis, especially in a quantitative manner. 

 

 

(11) 
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Figure 5: Peginesatide size distributions 
Histograms of SUV and MUV particle sizes. Histograms of particle size of a random a) SUV 
and b) MUV sample taken from experiment C. The MUV sample shows the presence of 
generally larger particles than the SUV sample. However, the histograms otherwise indicate 
generally similar distributions of particle sizes. 
 

Figure 6: Peginesatide KLD-MDS plots (individual experiments) 
KLD-MDS plots of the FIM data collected in (a) experiment A, (b) experiment B, and (c) 
experiment C. Plots were constructed using the distribution of particle diameter, aspect 
ratio, circularity, and average intensity in the FIM datasets. Also shown on these figures 
are the p > 0.01 regions of the 2D Gaussians obtained from expectation maximization as 
represented by the red and blue ovals. As can be seen visually, datasets in experiment B 
exhibit moderate clustering by formulation and datasets in experiments A and C exhibit 
much more substantial clustering by formulation. This clustering is confirmed by EM; 
most SUV datasets (open blue circles) are within the p > 0.01 region of the SUV cluster 
(blue oval) and most MUV datasets (red-filled circles) are within the p > 0.01 region of the 
MUV cluster (red oval). 
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3.4.2 KLD-MDS Plots  

 

Figure 6 (a, b, c) shows the two-dimensional embeddings obtained from the KLD-MDS analysis 

for experiments A, B, and C, respectively. Grouping of samples by formulation can be observed 

in all three figures. For all three experiments SUV samples appear closer to other SUV samples 

than MUV samples in the KLD-MDS embedding. Although three MUV samples overlap with 

SUV samples in figure 6(b) and two samples are separated from the MUV samples in figure 

3(c), in general MUV samples also generally exhibit clustering behavior. 

 

 

3.4.3 Clustering Analysis 

 

Table 2 shows the average silhouette coefficient for each formulation in each of the three 

experiments as well as the average overall silhouette coefficient for the experiment. 

Experiments A and C have approximately similar values of the silhouette coefficient while 

Experiment B has a significantly lower average silhouette coefficient as was expected from 

Figure 6(b). Note that, with the exception of MUV vials in experiment B, all formulations have 

moderate positive average silhouette coefficients, indicating that the datasets are generally 

clustered by formulation. 

 

Table 2: Silhouette coefficients for peginesatide KLD-MDS plots 
 

Experiment
SUV Silhouette 

Coefficient

MUV Silhouette 

Coefficient

Average Silhouette 

Coefficient

A 0.37 0.53 0.49

B 0.78 -0.04 0.31

C 0.71 0.25 0.48  
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Figure 6(a, b, c) also shows the boundary of clusters obtained from EM analysis for 

Experiments A, B, and C, respectively. The boundaries represent the 𝑝 > 0.01 probability region 

of the two 2D Gaussians representing the two clusters. The clusters obtained from EM generally 

separate the datasets by formulation. As shown in figure 6(a), 14 of the 16 datasets in 

Experiment A are correctly sorted by formulation. Similarly, 16 of the 19 datasets are correctly  

sorted by formulation for Experiment B and 21 of the 24 datasets are correctly sorted for 

Experiment C. 

 

Figure 7 shows the two-dimensional embedding obtained from performing the KLD-MDS 

analysis using data from all three experiments at once. In spite of the differences in FlowCam 

analysis parameters used by the FDA for the three experiments, with proper normalization the 

Figure 7: Peginesatide KLD-MDS plots (all experiments) 
KLD-MDS plot showing data for all three experiments. Plots were constructed using the 
distribution of particle diameter, aspect ratio, circularity, and average intensity in the FIM 
datasets. Although the plot lacks resolved clusters for the SUV (open blue circles) and MUV 
samples (red-filled circles), the datasets still exhibit noticeable segregation by formulation 
indicative of a formulation dependency in the subvisible particle populations. 
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KLD-MDS analysis still indicates a significant formulation dependency on the properties of 

subvisible particles present in the sample. Although only a single cluster appears in the figure, 

the coordinates are segregated by formulation within this cluster with the majority of SUV 

datasets appearing on the left of the cluster and the majority of MUV datasets appearing on the 

right. 

 

 

3.4.4 Effect of Omontys formulations on FIM analysis 

 

Figure 8 shows the results of KLD-MDS analysis of suspensions of standard protein aggregates 

in the MUV and SUV formulations. The populations of standard protein aggregates in the two 

Figure 8: Formulation effect on KLD-MDS plots 
KLD-MDS plot of the IVIg particles suspended in SUV (red-filled circles) and MUV (open blue 
circles) formulation buffers. As in figure 6 plots were constructed using the distribution of 
particle diameter, aspect ratio, circularity, and average intensity in the FIM datasets. Visually 
the clustering present in figures 6-7 is mostly absent when both formulations contain identical 
particles, suggesting that the refractive indices of the two formulations does not significantly 
influence the KLD-MDS analysis 
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formulations were indistinguishable by KLD-MDS analysis, with silhouette coefficients of 0.023 

and 0.14 for the SUV and MUV formulations, respectively. 

 

 

3.5 Discussion 

 

Automated image processing techniques are continuously growing in prominence in 

performance in tasks ranging from object recognition49 to developing self-driving cars50. These 

image processing techniques have also shown potential in areas of biomedical research such 

as diagnosing lung cancer from CT imaging51 and diagnosing melanoma from smartphone 

images52. In these cases, image analysis techniques could diagnose cancers with accuracy 

meeting or exceeding that of trained clinicians. These image processing techniques may greatly 

enhance the amount of subvisible particle information that can be extracted from FIM. Although 

machine learning techniques have recently been used to analyze these images, these 

approaches have primarily been used to perform simple classification tasks such as the 

differentiation of silicone oil droplets from protein aggregates53–55. It is anticipated that more 

sophisticated image analysis techniques such as this Kullback-Leibler divergence-based 

approach may allow users to perform more complicated characterization tasks. 

 

KLD-MDS can be applied to FIM datasets to identify a difference in particle morphology 

between the two formulations of peginesatide. In the 2D embedding obtained from KLD-

MDS,most FIM measurements in the three experiments cluster with other measurements taken 

from the same formulation, e.g., FIM datasets from MUV samples are closest to datasets from 

other MUV samples, and similarly FIM datasets from SUV samples are closest to datasets from 

other SUV samples. The clustering is most apparent for datasets collected in Experiments A 

and C. Although the measurements taken in Experiment B exhibit less well-resolved clusters, 
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the majority of datasets is still reasonably clustered in the KLD-MDS embedding. These 

formulation-dependent differences can also be identified when comparing FIM datasets from 

multiple experiments at once with proper normalization. Although the KLD-MDS embedding 

obtained from performing the analysis on the combined FIM data sets from all three 

experiments A, B and C lacks the more resolved clustering observed for the individual 

experiments, the new datasets still appear to be readily sorted by the formulation from which the 

dataset was obtained. 

 

Clustering analysis by EM analysis was performed using a fixed number of clusters (two), as 

opposed to traditional clustering problems where the number of clusters may be a fitted 

variable. The clustering of these datasets as determined by application of EM algorithms agrees 

well with a simple visual analysis of the KLD-MDS plots, in which it is apparent that the data are 

largely segregated into two groups composed mostly of either SUV- or MUV-derived samples. 

Because the goal of this analysis is to see how well an unsupervised clustering technique can 

recover the anticipated formulation-dependent subvisible particle differences, fixing the number 

of clusters at two is sufficient for our purposes. 

 

In the KLD-MDS analysis, the sets of data from the SUV and the MUV lots were relatively well-

separated, so the value of 𝑝 used to specify the decision boundary of the clusters calculated by 

EM had relatively little effect on which points were contained within the given clusters. However, 

we anticipate that the choice of p value will be more important for eventual applications of these 

techniques in process monitoring and control. For instance, consider a process-monitoring 

application in which FIM datasets recorded on new lots of a product are compared to sets of 

FIM measurements from older lots that are known to meet product specifications. 𝑝 is the 

significance level threshold that determines whether or not a given lot has particles that match 

those found in the lots that meet product specifications. In this example 𝑝 should be set high 
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enough to identify samples with particles that dramatically vary in subvisible particle populations 

and potential immunogenicity from the normal product, but low enough to avoid unnecessary 

process downtime due to an incorrectly identified process upset. Optimization of the value of 𝑝 

needed to balance these two risks was outside the scope of this study. 

 

The clustering of datasets by formulation suggests that populations of subvisible particles in the 

two peginesatide formulations exhibit significantly different morphologies; these differences in 

particle characteristics are larger than any differences between samples of the same 

formulation. These subtle differences in particle morphology are difficult to detect, even at a 

qualitative level, using currently standard FIM analyses like the particle size distribution 

histograms shown in Figure 5. Although histograms such as those shown in Figure 5 are 

visually difficult to differentiate even in a qualitative manner, the KLD-based approach is capable 

of identifying a quantitative difference in subvisible particle populations between the two 

formulations. This variation correlates with the difference in the frequency of severe ADRs that 

was observed in the clinic, suggesting that a change in particle morphology could have 

contributed to the change in immunogenicity.  

 

The SUV and MUV formulations of peginesatide were slightly different in composition and were 

filled into different containers. These differences in formulation and container-closure systems 

likely contributed to differences in the mechanisms by which the particles were created, and in 

turn resulted in differences in particle morphology that could be detected by our KLD-MDS 

analyses of FIM datasets. An alternative explanation is that apparent differences in particle 

populations detected in SUV and MUV datasets are the result of formulation-generated biases 

in the FIM analyses, rather than actual differences in particle morphology. This alternative 

explanation can be discounted, because an analysis conducted on suspensions of standard 
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aggregates in the same formulations yielded no detectable differences in particle populations 

that could be ascribed to formulation effects on FIM images. 

 

Although the FDA researchers had previously identified differences in the numbers of subvisible 

particles found in the clinical and marketed Omontys® formulations43, we stress that we have 

identified a separate difference in between their populations of subvisible particles. The FDA 

reported that the MUV formulation generally had higher concentrations of subvisible particles 

than did the SUV formulation. In contrast, our analysis is not influenced by the concentration of 

particles in the sample but is instead focused on identifying differences in morphology between 

populations of particles in the two samples. Our analysis therefore identifies particle morphology 

as a separate factor that could have contributed to the ADRs to the marketed Omontys® 

formulation. 

 

Our findings in conjunction with the earlier findings of the FDA43 indicate that the two Omontys® 

formulations exhibited substantial differences in subvisible particle populations. Although both 

formulations met particle concentration limitations set by USP <788> for particles of size larger 

than 10µm and larger than 25 µm43, subvisible particle populations for the two formulations 

differed both in particle concentration and, as is evident from our KLD-MDS analysis, particle 

morphological properties. Although they are associated with the serious ADRs experienced by 

patients receiving the MUV formulations of Omontys®, neither the population distributions of 

subvisible particles nor their respective morphologies can be causally linked to the ADRs. It is 

apparent in retrospect, however, that had the differences in concentrations and morphologies of 

subvisible particles between the safe, clinically-tested SUV formulation and the ADR-provoking 

MUV formulation been known, a red flag should have been raised prior to initiation of marketing. 
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4.1 Abstract 

 

Therapeutic proteins are exposed to numerous stresses during their manufacture, shipping, 

storage and administration to patients, causing them to aggregate and form particles through a 

variety of different mechanisms. These varied mechanisms generate particle populations with 

characteristic morphologies, creating “fingerprints” that are reflected in images recorded using 

flow imaging microscopy. Particle population fingerprints in test samples can be extracted and 

compared against those of particles produced under baseline conditions using an algorithm that 

combines machine learning tools such as convolutional neural networks with statistical tools 

such as nonparametric density estimation and Rosenblatt transform-based goodness-of-fit 

hypothesis testing. This analysis provides a quantitative method with user-specified Type 1 error 

rates to determine whether the mechanisms that produce particles in test samples differ from 

particle formation mechanisms operative under baseline conditions. As a demonstration, this 

algorithm was used to compare particles within intravenous immunoglobulin (IVIg) formulations 
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that were exposed to freeze-thawing and shaking stresses within a variety of different 

containers. This analysis revealed that seemingly subtle differences in containers (e.g., glass 

vials from different manufacturers) generated distinguishable particle populations after the 

stresses were applied. This algorithm can be used to assess the impact of process and 

formulation changes on aggregation-related product instabilities. 

 

 

4.2 Introduction 

 

Aggregation is a major challenge in the manufacturing of therapeutic proteins1–3. Numerous 

stresses encountered during protein production cause aggregation. These different stresses 

(e.g., freeze-thawing4–6, interactions at air-water and container-water interfaces7–11, exposure to 

excipient degradation products such as those from polysorbates12–14, pH extremes15,16, and 

elevated temperatures) produce polydisperse distributions of aggregates17. As a result, 

aggregates may be observed in protein formulations following purification18, filtration19–21, 

pumping22–24, freezing5,25–27, vial filling28, viral clearance steps and shipping29. The potential role 

of these aggregates in provoking unwanted immune responses30–34 has generated interest in 

developing techniques to identify their root causes. 

 

The root cause of protein aggregation is often elusive. However, the various stresses that 

promote protein aggregation each induce aggregation by somewhat different molecular 

mechanisms35,36. These distinct mechanisms lead to particle populations whose size and 

morphology distributions comprise particle “fingerprints” that reflect the root cause of their 

formation. Better techniques for characterizing these particle fingerprints would provide methods 

to rapidly determine the root causes of particle formation in a sample. 
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Flow imaging microscopy (FIM) is a commonly used technique for analyzing size distributions of 

protein aggregates37–40 and other particles. FIM uses light microscopy combined with 

microfluidics to capture digital images of particles larger than one micron in size contained 

within a sample. The output from this instrument is a set of digital images of individual particles 

in a small liquid sample (usually about 103-105 images per 200 µL sample). The images contain 

a large amount of morphological information. However, in common practice most of the 

morphology information potentially available from FIM measurements is not utilized. 

 

Convolutional neural networks (ConvNets) can be used to extract and analyze morphological 

information embedded in FIM images41,42. ConvNets are a family of neural networks capable of 

learning relevant features from a collection of images that are useful when performing tasks 

such as classification and dimension reduction41,43–45. ConvNets trained on FIM datasets can 

accurately classify protein aggregates produced by different stresses. In Calderon et al. 2018 

and Gambe-Gilbuena et al. 2020, a set of single, well-defined stresses (e.g., freeze-thawing, 

heating) was applied to protein solutions, causing aggregates to form. ConvNets were then 

trained on FIM images of the resulting particles in order to train classifiers to recognize particle 

morphologies generated by one of these stresses. The resulting classifiers were then used to 

classify FIM images of particles from new samples that had been subjected the same set of 

stresses.  

 

Although these previous approaches are useful for analyzing protein aggregates within 

formulations exposed to single stresses, protein aggregates encountered in practice are likely 

the result of a superposition of a variety of stresses, yielding more varied fingerprints. The 

potentially large number of different aggregate sources may mask subtle but relevant changes 

in particle populations due to minor changes in process conditions such as changes in 

container-closure systems. This issue is compounded by the inherent variability in particle 
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morphology even under tightly controlled conditions42. Thus, it can be difficult to determine if 

morphology differences within a particle population reflect different root causes of aggregation 

or merely sample-to-sample variability.  

 

In the present study, we demonstrate a ConvNet algorithm that can be used to quantitatively 

determine if particle morphologies recorded in a small collection of FIM images are statistically 

different from those generated under a user-defined baseline condition. This analysis uses a 

combination of dimension reduction and hypothesis testing. Facial recognition strategies46,47 

such as triplet loss approaches45 can reduce the dimensionality of FIM image data sets, 

compressing the information contained in color FIM images to two-dimensional feature vectors 

(i.e. the fingerprints). The extreme information compression enables the use of nonparametric 

techniques such as kernel density estimates of the probability density of these low-dimensional 

representations for particles made under a single baseline condition. Goodness-of-fit hypothesis 

test with user-tunable false positive rates can then be used to compare collections of particle 

images from other samples to this density. 

 

One potential application of this approach is testing whether formulation design decisions (e.g. 

pH, excipient concentrations, container-closure types) affect protein aggregate populations. In 

this work, we focus on the impact of container-closure systems on protein aggregate 

morphology. The geometry and chemistry of the container can affect protein aggregation48. 

Container-induced particles may come directly from the container (e.g. glass flakes from 

delamination in glass vials49) as well as from protein aggregates triggered by the container 

itself50,51. Aggregation may depend not only on the type of container52–54 but also may vary 

between different lots of the same container from a given manufacturer.  
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4.3 Materials and Methods 

 

4.3.1 Materials 

 

Intravenous immunoglobulin (IVIg; GAMMAGARD LIQUID) was obtained from Takeda 

International (Lexington, MA). Phosphate buffered saline (PBS) containing 144 mg/L potassium 

phosphate monobasic, 795 mg/L potassium phosphate dibasic, and 9000 mg/L sodium chloride 

at pH 7.4 was obtained from Gibco (Waltham, MA). Polypropylene, 2 mL microcentrifuge tubes 

(“Plastic”) were from Fisher Scientific (Waltham, MA). FIOLAX Clear 3 mL Type 1 borosilicate 

glass vials (“Glass 1”) were obtained from Schott (Elmsford, NY). A second 3 mL Type 1 

borosilicate glass vial (“Glass 2”) was obtained from Duran Wheaton Kimble (Mainz, Germany). 

Micro-90 was obtained from International Products Corp. (Burlington, NJ). Polystyrene 20-µm 

calibration beads were from Thermo Scientific (Waltham, MA). 

 

 

4.3.2 Generation of Protein Aggregates 

 

IVIg aggregates were made using combinations of two aggregation-inducing stresses in three 

container types. Five experimental replicates were made per combination of container and 

stress. In each replicate, two containers were cleaned by filling the container with ultrapure 

water generated using a PURELAB flex 1 water deionization system from ELGA Labwater 

(Wycombe, UK), shaking the filled container, then emptying the container and allowing the 

container to air dry for one hour. IVIg stock solution was made by centrifuging the as-received 

drug product containing 100 mg/mL IVIg at 15,000 g for 20 minutes at 4°C. in. The supernatant 

was then diluted to 0.5 mg/mL using filtered PBS, and 1.5 mL of this solution was filled into each 
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container. Samples were then exposed to either freeze-thawing or shaking stresses as 

described below. 

 

Freeze-Thaw Stress: Samples stressed by freeze-thawing underwent four freeze-thaw cycles. 

During each cycle, the samples were suspended in a fixed orientation in liquid nitrogen for 4 

minutes and then suspended in a 30°C water bath for 10 minutes. FIM analysis was performed 

immediately after the final freeze-thaw cycle was completed. 

 

Shaking stress: Samples were taped in a horizontal orientation onto an orbital plate shaker and 

shaken at 800 RPM for 4 hours. FIM analysis was performed immediately after the shaking was 

completed. 

 

 

4.3.3 Flow Imaging Microscopy 

 

FlM images were recorded with a FlowCam® VS instrument (Fluid Imaging Technologies, Inc., 

Scarborough, ME) with a 10x objective, a field-of-view flow cell with a depth of 80 μm and width 

of 700 μm, and color imaging. The instrument was focused using the built in autofocus protocol 

for optimal image quality using 20-μm calibration beads. 1% Micro-90 solution followed by 

filtered ultrapure water were flushed through the instrument before and between measurements. 

The flash duration of the instrument was adjusted between replicates to achieve a constant 

background intensity of 150. Three 0.2 mL aliquots were analyzed from each replicate vial. 

Images were collected at a flow rate of 0.05 mL/min using 15 light and 17 dark pixel thresholds 

for particle segmentation.  
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4.3.4 Image postprocessing 

 

FIM images of particles were imported into Python 2.7. Before further analysis, the size of each 

image was adjusted to 24 x 24 pixels. Smaller images were padded with pixels sampled from a 

normal distribution with the same mean and variance as the border of the image and smoothed 

using Gaussian smoothing. For larger images a centered 24 x 24 crop of the image was used. 

Three experimental replicates for each combination of container and stress were used to train 

the algorithm, while the remaining two independent replicates were retained for use in 

subsequent testing. 14,000 images were randomly selected from each of the three training 

replicates to be used as training data for the algorithm described in the next section. The 

remaining two replicates for each condition were not shown to the algorithm at all during 

training. 2,000 images from each replicate, including those not included in algorithm training, 

were set aside during algorithm training and used to test the performance of the trained 

algorithm.  

 

 

4.3.5 Algorithm Overview 

 

An algorithm was developed to determine if FIM images from a test sample were statistically 

consistent with those in a baseline sample. Hereafter, we refer to these FIM images as 

“particles” since each FIM image is recorded on a single particle. Figure 9 shows the process of 

training the algorithm to identify particles in a baseline sample. First, a convolutional neural 

network (ConvNet) is trained on the collection of FIM images (Figure 9, first row, first column) to 

compress information within these images into a low-dimensional (2D here) point cloud of 

embeddings (Figure 9, second row, first column). A nonparametric kernel density estimate is 

then constructed from this low-dimensional point cloud to estimate the probability density of 
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embeddings in the baseline sample (Figure 9, second row, second column). The estimated 

probability density is subsequently used to define a Rosenblatt transform which maps an 

embedding to a new random vector having the same dimensions of the embedding point 55 

(Figure 9, second row, third column). Goodness-of-fit hypothesis tests can be applied in 

conjunction with this Rosenblatt transform to determine if sets of FIM image embedding points 

are consistent with the estimated baseline density. The hypothesis test exploits the following 

mathematical fact: if a collection of embedding points are distributed according to the probability 

density associated with the baseline sample, the Rosenblatt transform yields multivariate 

random vectors whose components are independent and identically distributed with each 

component being a uniformly distributed random variable between 0 and 1. Goodness-of-fit 

 
 
Figure 9: Particle comparison algorithm training flow chart 
Flow chart showing how the algorithm is trained to detect particle populations similar to those 
made under some baseline condition. FIM images of particles made under the baseline 
condition (first figure) are used to train a ConvNet capable of compressing the image into a 
two-dimensional embedding (second figure). The probability density of these embeddings is 
then estimated using a kernel density estimate (third figure). A Rosenblatt transform defined 
using this distribution can then be used to map embeddings from the baseline sample onto a 
uniform distribution (fourth figure). The transformed embeddings can then be used to set up 
goodness-of-fit hypothesis tests by estimating the distribution of a test statistic for the 
baseline sample (fifth figure, curve) and using the distribution to determine an appropriate 
critical value for the test (fifth figure, dashed line). 
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hypothesis testing can formally check sets of transformed embeddings for this property. Critical 

values for this hypothesis test are set by repeatedly subsampling Rosenblatt-transformed 

embedding points from the baseline sample, calculating test statistics for each subsample, 

selecting a value based on the resulting test statistic distribution to obtain a user specified Type 

I error (i.e. false positive) rate (Figure 9, first row, third column) 

 

Once trained, the algorithm can be used to quantify how statistically similar particle populations 

in test samples are to that in the baseline sample. Figure 10 shows the application of the trained 

algorithm to test samples containing either similar or different particle populations. To analyze a 

 
 
Figure 10: Particle comparison algorithm testing flow chart 
Flow chart showing the application of the algorithm to test samples that either resemble the 
baseline sample (top row) or do not resemble the baseline sample (bottom row). To perform 
the analysis small sets of images are selected from each sample (first column) and analyzed 
with the ConvNet to obtain 2D embeddings for the images (second column, points). These 
embeddings are then compared against the distribution of embeddings for the baseline 
sample (second column, contour) using a combination of Rosenblatt transforms and 
hypothesis testing (third column). If the test statistic for the test sample (third column, solid 
line) is less than critical value for the baseline sample (third column, dashed line), the 
algorithm identifies that the particles in the test sample are consistent with the baseline 
sample. 
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test sample, a small number of FIM images (e.g. 5-200) are subsampled from the test sample, 

converted to 2D embeddings with the trained ConvNet, and transformed using the Rosenblatt  

 

Transform defined by the baseline density. Goodness-of-fit hypothesis tests using the critical 

values from the baseline sample are then used to test if the transformed embeddings are 

consistent with a uniform distribution. Applying this algorithm to particles that resemble those in 

the baseline sample (Figure 10, top row) results in embeddings that are both visually and  

statistically consistent with those in the baseline sample. Conversely, particles that do not 

resemble the baseline sample (Figure 10, bottom row) yield embeddings less consistent with 

the baseline sample and are thus identified through goodness-of-fit hypothesis testing as a 

different particle population from the baseline sample. 

 

 

4.3.6 Convolutional Neural Networks (ConvNets) 

 

Convolutional neural networks (ConvNet) are used in this analysis to extract and compress 

information in FIM images into a set of image features. While previously these image features 

were used as the input to a classifier that predicted the stress to which a sample had been 

exposed41, in the current analysis nonparametric techniques were used to estimate the 

distribution of these features. To apply these techniques, the ConvNet needed to be trained to 

learn extremely low-dimensional (i.e. 2-3 image features) representations of FIM images in 

order to avoid the exponential decrease in accuracy of these techniques with each additional 

dimension in the data56.  

 

The ConvNet used in this analysis was trained using a triplet loss algorithm, an approach that 

was developed for facial recognition to learn highly-compressed image representations45. In this 
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algorithm, a ConvNet is trained to learn a low-dimensional representation or embedding of 

images that acts to cluster together images from similar sources (e.g. faces of the same person, 

or protein aggregates made by the same stress and in the same container). During training, 

triplets (i.e. sets of three images) are assembled from the training data consisting of an image of 

one particle type (the anchor image), another image of the same particle type (a positive 

image), and a third image of a different particle type (the negative image). These triplets are fed 

through the neural network to calculate embeddings for each of the three images. The network’s 

parameters are then adjusted to minimize a modified triplet loss function57: 

 

𝑙 = log(exp(−(𝑑𝑎𝑝 − 𝑑𝑎𝑛 + 𝛼)) + 1) 

 

Where 𝑙 is the triplet loss, 𝑑𝑎𝑝 is the Euclidian distance between the representations of the 

anchor and positive images returned by the ConvNet, 𝑑𝑎𝑛 the distance between the 

representations of the anchor and negative image, and 𝛼 is the margin, a small number used to 

scale the distances between dissimilar particle types in the embedding. This loss function is 

minimized when particles from a common source are close to each other in the embedding 

space and far apart from particles from other sources. In addition to allowing nonparametric 

density estimation techniques to be used, the resulting ConvNet can also be used to effectively 

analyze FIM image types not shown to the network during training. The algorithm is trained on a 

modest number (e.g. >10,000) of particles made under a small set conditions, but once trained, 

the network can then be used to analyze conditions not shown to the network during training 

using a smaller number of particles. 

 

A ConvNet was trained to compress the particle information in 24 x 24 x 3 preprocessed FIM 

images into a 2D representation of the image. The network structure used in this study is shown 

(1) 
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in Table 3. The Visual Geometry Group (VGG)-inspired network58 uses convolutional layers with 

rectified linear unit (ReLU) activations in conjunction with max pooling and dropout layers. 

Unlike the VGG structure, the first dense layer of the network used softplus activations59 as the 

sparsity introduced by ReLU activations was found to cause non-smooth features in embedding 

point clouds which subsequently complicated obtaining accurate kernel density estimates of the 

probability density of the points.  

 

The ConvNet was trained on FIM images of particles produced in Plastic and Glass 1 vials after 

applying either freeze-thaw or shaking stresses. Particles generated within Glass 2 vials were 

not used to train the ConvNet, but instead were used to test the network’s generalization to 

unseen particle types. The network was trained with a margin of 0.5 using minibatches of 64 

triplets using an Adam optimizer60 with a 0.001 learning rate. Triplet minibatches were 

generated by assembling minibatches of 64 anchor images from the training images and 

calculating image embeddings for each training image at the start of each epoch. Positive and 

Table 3: ConvNet structure used in glass comparison study 
 

Layer Layer Type 
# of 

Features Kernel Size Activation 
Input 
Shape 

Output 
Shape 

1 Convolutional 32 3x3 ReLU 24x24x3 22x22x32 

2 Convolutional 32 3x3 ReLU 22x22x32 20x20x32 

3 Dropout (10% rate) - - - 20x20x32 20x20x32 

4 Convolutional 32 3x3 ReLU 20x20x32 18x18x32 

5 Convolutional 64 3x3 ReLU 18x18x32 16x16x64 

6 Max Pooling (2x2) - - - 16x16x64 8x8x64 

7 Dropout (10% rate) - - - 8x8x64 8x8x64 

8 Convolutional 64 3x3 ReLU 8x8x64 6x6x64 

9 Convolutional 64 3x3 ReLU 6x6x64 4x4x64 

10 Flatten - - - 4x4x64 1,024 

11 Dropout (10% rate) - - - 1,024 1,024 

12 Dense 64 - Softplus 1,024 64 

13 Dense 2 - None 64 2 
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negative images for each anchor image were then randomly selected from all training images 

until a triplet was found that met semi-hard triplet mining criteria45 based on the most recently-

calculated embeddings. This approach filters out triplets that have low and high values of the 

loss function which can prevent the network from learning effective image representations. 

Image augmentation including flipping images horizontally and vertically 50% of the time as well 

as adding a random RGB value sampled from a normal distribution with zero mean and 0.01 

standard deviation to all pixels in the image was performed.  The current value of the triplet loss 

function as well as the variance in embeddings from each condition was monitored during 

training at the end of each epoch. The network was trained for 100 epochs and the network 

parameters that minimized the triplet loss was used in subsequent steps of the analysis. 

 

 

4.3.7 Kernel Density Estimation 

 

Kernel density estimation is a nonparametric technique for estimating the probability density 

function (PDF) of a dataset using data sampled from this distribution56. This technique was used 

to estimate the distribution of the low-dimensional FIM image embeddings for the baseline 

sample directly from the embeddings. Embedding sets from test samples were then compared 

against this distribution to decide if the particles in the test sample were consistent with those in 

the baseline sample. 

 

Kernel density estimates of the distribution of embeddings for the baseline sample were 

constructed using a product kernel and using normal distributions as the kernel in each 

dimension. This kernel function was chosen so that the estimated PDF has an infinite support, 

which was helpful in obtaining meaningful evaluations of the Rosenblatt transform on particles 
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that embedded far away from the mode of the PDF. The bandwidth of the kernel in each 

dimension was calculated using a normal reference rule56: 

 

ℎ𝑖 = (
4

𝑑 + 2
)

1
𝑑+4⁄

𝜎𝑖𝑛
−1

𝑑+4⁄  

 

where ℎ𝑖 is the bandwidth in dimension 𝑖, 𝑑 is the number of dimensions of the embeddings (2 

in this study), 𝑛 is the number of datapoints used to construct the density estimate and 𝜎𝑖 is the 

standard deviation of the embeddings in dimension 𝑖. 

 

 

4.3.8 Rosenblatt Transform 

 

The Rosenblatt Transform is a statistical normalization that maps a 𝑑-dimensional random 

variable onto a new 𝑑-dimensional random variable using the PDF believed to govern the 

original variable55. If the PDF does govern the initial random variable, the resulting random 

variable will be governed by a 𝑑-dimensional uniform distribution in which each dimension is 

independent and identically distributed. Goodness-of-fit hypothesis testing can then be used to 

check if the transformed variable is consistent with the uniform distribution. Performing this 

testing on the transformed variable allows us to use simple goodness-of-fit hypothesis test 

statistics with known distributions for a uniform null PDF—regardless of the initial null PDF that 

would be used if the testing was performed on the untransformed embeddings. The Rosenblatt 

transform also ensures that the two dimensions of the embeddings are independent under the 

null hypothesis. This feature of the transform simplifies setting critical values for the hypothesis 

test as the critical value does not need to be adjusted to account for dependencies in the 

embedding dimensions under the null hypothesis. Embedding sets from test samples were 

(2) 
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transformed based on the embedding PDF for the baseline sample prior to performing 

goodness-of-fit hypothesis testing. 

 

 

4.3.9 Goodness-of-Fit Hypothesis Testing 

 

After applying the Rosenblatt Transform defined by the density estimate for the baseline sample 

to image embeddings from the test sample, goodness-of-fit hypothesis tests were used to test 

the null hypothesis that the transformed embeddings are consistent with a uniform distribution. 

Rejection of this null hypothesis indicated that the particles in the test sample were not 

consistent with those in the baseline sample and thus potentially formed under a different set of 

conditions.  

 

All goodness-of-fit hypothesis testing was performed using a Kolmogorov-Smirnov (KS) test,61 a 

1D goodness-of-fit hypothesis test that compares the cumulative distribution function (CDF) of 

the embeddings to the CDF of a 1D uniform distribution. Two 1D KS tests were performed on 

each dimension of the transformed embeddings to test the null hypothesis as the dimensions of 

the transformed embeddings are independent under the null hypothesis. The null hypothesis 

was rejected if either dimension was not consistent with a uniform distribution. The desired 

overall Type I error (i.e. false positive) rate of the test can be used to set error rates for the two 

individual tests obtained using the Bonferoni correction. The overall null hypothesis was rejected 

if either of the two tests rejected the null hypothesis. A 5% overall Type I error rate was used in 

this analysis. 

 

Test statistics for the hypothesis test were calculated using sets of a small number (e.g. 5-200) 

of particles randomly selected from the test sample. Since the statistical power of these 
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hypothesis tests scales with the number of data points used in the analysis, restricting the 

number of particles that are analyzed at once helped control the sensitivity of the analysis. In 

this study sets of either 20 or 200 particles were used to compare test samples to the baseline 

sample.  

 

Monte Carlo simulations were used to select appropriate critical values (aiming at obtaining a 

user-specified type I error rate) of the test statistic to account for the bias introduced by both the 

nonparametric density estimate and subsampling scheme. The test statistic distribution for sets 

of 20 particles was estimated by randomly subsampling 10,000 sets of 20 training particles from 

the baseline condition and evaluating the test statistics for each subsample. These distributions 

were then used to select critical values at the appropriate significance level for each test. This 

process was repeated using sets of 200 particles, resulting in a second test statistic distribution 

and critical value for these larger particle sets.  

 

Test samples were compared against baseline samples by repeatedly subsampling sets of 

particles from the test sample and using the algorithm to identify the fraction of these 

subsamples that were consistent with the baseline sample. 2,500 sets of either 20 or 200 

particles were subsampled from the test sample. After computing the Rosenblatt transformed 

embeddings for each subsample, the hypothesis test was used to determine if each subsample 

was consistent with the baseline sample. The similarity between the test sample and the 

baseline sample using a given number of particles was recorded as the fraction of the 2,500 

subsamples that did not contain particles consistent with the baseline sample. 
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4.3.10 Particle Morphology Comparison 

 

The algorithm described above was used to compare samples of aggregated IVIg formed under 

different stress conditions and in different containers. A ConvNet was trained on FIM images of 

particles made in Plastic and Glass 1 containers with a triplet loss approach. The remaining 

steps of the algorithm were then trained to identify sets of either 20 or 200 particles that 

resemble sets of the corresponding number of particles made in one container after exposure to 

one stress. These later steps were separately trained twelve times to cover the six possible 

baseline classes (particles made by one stress in one container) and the two particle set sizes 

(20 or 200) that were used during testing. 

 

The trained algorithms were used to investigate the impact of different stresses and different 

containers on particle morphology. This comparison was performed by comparing small sets of 

test particles from each sample to all the training particles from a single container and stress. To 

investigate the impact of stresses on particle populations, the algorithm was used to compare 

particles generated by freeze-thaw stress (the baseline stress class) in each of the three 

containers to particles made in the same container type after exposure to shaking and freeze-

thaw stresses. Similarly, the effect of container on particle populations was investigated by 

comparing particles made in Glass 1 containers after exposure to each stress to samples of 

those made in each of the three containers after exposure to the same stress.  
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4.3.11 Surface characterization 

 

The two glass vial types used in this analysis were characterized using contact angles and 

surface profilometry. Each of these measurements was performed by cutting off the bottom of 

the vial and cleaning the inner surface with ethanol, water, and nitrogen before measurements. 

 

To assess the hydrophobicity of the glass containers, contact angles were measured for each 

vial using a ramé-hart Model 210 goniometer / tensometer with DROPimage Pro software 

(Succasunna, NJ). This instrument was used to measure static, advancing, and receding 

contact angles on each of the three surfaces. These measurements were performed in triplicate. 

Between measurements, the surfaces were cleaned with ethanol, water and nitrogen gas. 

 

Surface profilometry was performed with a Dektak 3030 Profilometer (Billerica, MA) to measure 

the roughness of the two vials. Surface profiles were measured along a flat 1 mm length along 

the inner surface of the vial. These profiles were fitted to a second-degree polynomial which 

was then subtracted from the raw data in order to account for the macroscopic curvature of 

these surfaces. The flattened surface profiles were then used to calculate the arithmetic 

average roughness 𝑅𝑎 of each container which is calculated using: 

 

𝑅𝑎 =
1

𝑛
∑|ℎ𝑖|

𝑛

𝑖=1

 

 

Where 𝑛 is the total number of locations along the 1 mm length that the height was measured, 𝑖 

indexes the different height measurements and ℎ𝑖 is the height measured at point 𝑖.  

 

 

(3) 
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4.4 Results 

 

4.4.1 Flow Imaging Microscopy 

 

Figure 11 shows collections of randomly selected FIM images obtained from each of the six 

conditions compared in this analysis. These images reveal obvious differences between 

particles generated by freeze-thawing and shaking stresses; particles observed after shaking 

(figure 11, a-c) are typically large and exhibit complex morphologies while particles imaged after 

freeze-thaw cycling (figure 11, d-f) are much smaller with simple morphologies. Conversely, the 

effect of different containers on particle morphologies generated by these stresses is not 

visually obvious from the images. 

 

 

4.4.2 Convolutional Neural Network: 

 

Figure 12 shows contour plots of the distribution of embeddings returned by the trained 

ConvNet for particles made by freeze-thawing and shaking stresses. The contours for the 

different stresses are visually separated within this embedding space, indicating that the 

network can distinguish between particles generated by shaking and freeze-thaw stresses.   

Figure 12 also shows sample particles that are mapped to different locations in the embedding 

space. In this embedding scheme, small particles with simple but common structures are 

mapped near the mode of the freeze-thaw distribution whereas large, complex heterogeneous 

particles are mapped near the mode of the shaking distribution.  
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Figure 11: Sample container and stress FIM images 
Sample collages of IVIg aggregates generated by (a-c) shaking and (d-f) freeze-thaw stress 
in (a, d) Plastic, (b, e) Glass 1 or (c, f) Glass 2 vials 
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Figure 13 shows contour plots of the estimated PDF of embeddings returned by the trained 

ConvNet for all particles not included in the network--including those from the four samples per 

condition that were not used to train the network. Figure 13(a) shows the embeddings for 

particles formed in Plastic containers, figure 13(b) shows those formed in Glass 1 containers, 

and figure 13(c) shows those formed in Glass 2 containers. These contour plots indicate an 

observable difference in the particle morphologies produced in the three containers as a result 

 

Figure 12: Stress and container embedding contours and collages 
Contour plot of the FIM image embeddings of particles used to train the ConvNet. The colors 
of the plot indicate the density (i.e. PDF value) of image embeddings from a specific stress in 
that region of the embedding space. The darker orange-to-red contour corresponds to 
particles formed using shaking stress while the lighter blue-to-purple contour corresponds to 
particles formed using freeze-thaw stress. Regions of a single color have PDF values 
between the values indicated on the color bar. The values of the color transitions were 
manually selected to aid in viewing these PDFs. Also shown on each figure are typical FIM 
images that embed within specific regions of the contour plot. 
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of shaking stresses. Compared to particles produced by shaking Glass 2 or Plastic containers, 

particles produced by shaking samples in Glass 1 containers (figure 13(b)) have a much tighter 

density in the embedding space than either of the other samples. Particles produced by freeze-

thawing stress appear to be influenced to a lesser extent by the container in which they were 

formed; particles produced freeze-thaw cycling in Glass 1 containers exhibit a slightly more 

diffuse distribution than those produced in the other container types.  

 

 

4.4.3 Particle comparisons 

 

The remaining steps of the algorithm were used to compare the particle populations produced 

within different containers when exposed to different stresses. This comparison was done by 

choosing one of the samples being compared to be the baseline sample, subsampling small 

sets of particles from the other (test) sample, and testing the null hypothesis that each 

subsample contained particles that were consistent with those in the baseline sample. Table 4 

 

Figure 13: Stress and container effects on FIM image embeddings 
Contour plots of the FIM image embeddings of particles not shown to train the algorithm 
made in (a) Plastic microcentrifuge tubes (b) Glass 1 vials and (c) Glass 2 vials. The darker 
orange-to-red contours in each plot correspond to particles made using shaking stress while 
the lighter blue-to-purple contours in each correspond to particles made using freeze-thaw 
stress. Colors in this figure are interpreted as described for figure 12 
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shows the rejection frequencies when comparing sets of 20 particles from each of the three 

containers to those made by applying freeze-thaw stress to the same container. As was 

expected from both the raw flow imaging data shown in figure 11 and the embeddings in figure 

13, the algorithm can easily identify morphology differences between particle populations that 

had been exposed to these two stresses using only a small number of particle images. 

Additionally, the algorithm only mis-identified unseen test particles made under baseline 

conditions as being different from the baseline population around 5% of the time--the type I error 

rate that the test was designed to give.  

 

Table 5 shows the rejection frequencies when comparing sets of either 20 or 200 test particles 

made by each stress to those produced in Glass 1 containers when exposed to the same 

stress. Interestingly, the ability of the algorithm to distinguish between particles produced in 

each of the three containers depended on the applied stress. Sets of 20 particles produced by 

exposing IVIG solutions in Plastic or Glass 2 containers to freeze-thawing stress were only able 

to be distinguished from those produced in Glass 1 containers at approximately the same rate 

as the Type I error rate. In contrast, sets of 20 particles produced by shaking stress in each 

container were distinguishable from those made in Glass 1 containers approximately 40% of the 

Table 4: Stress comparison rejection rates 
Probability that a set of 20 images of particles produced by freeze-thaw or by shaking stress 
in a container will be distinguishable from a baseline population of particles made by freeze-

thaw stress in the same container 
 

Baseline Sample: Particles Made 
by Freeze-Thaw Stress in 

Denoted Container 

Probability of Rejecting Test Particle Sets (20 Particles) 

Aggregates Made by Freeze 
Thaw Stress 

Aggregates Made by 
Shaking Stress 

Glass 1 5.0% 100.0% 

Glass 2 5.9% 100.0% 

Plastic 5.0% 100.0% 

 



 

83 
 

 

time—eight times the type I error rate of the test. Increasing the size of the particle sets to 200 

increased the fraction of shaking particle sets from Glass 2 and Plastic containers that were 

distinguished from those produced in Glass 1 containers with only a small increase in the false 

positive rate when the test was applied to held-out baseline samples. In addition, the larger 

particle sets allowed the algorithm to distinguish between particles made by freeze-thawing 

stress in Glass 1 and Glass 2 ~ 40% of the time and those produced in Glass 1 and Plastic 20% 

of the time. 

 

 

4.4.4 Surface characterization 

 

Table 6 shows the surface characterization results for the two types of glass vials. The contact 

angle measurements suggest that the two glasses have similar hydrophobicities, with Glass 1 

being slightly more hydrophilic than Glass 2. Both surfaces were also found to have similar 

roughnesses.  

 

Table 5: Container comparison rejection rates 

Probability that a set 20 or 200 random particles formed in Glass 1, Glass 2, or Plastic 
containers by freeze-thaw or shaking stress will be distinguishable from a baseline 

population of particles made in the Glass 1 containers by the respective stress. 
 

Baseline Sample: 
Particles Made in 

Glass 1 
Containers by 

Denoted Stress  

Number of 
Particles 

Probability of Rejecting Test Particle Sets 

Particles Formed in 
Glass 1 Containers 

Particles Formed in 
Glass 2 Containers 

Particles Formed in 
Plastic Containers 

Freeze-Thaw 
20 5.0% 6.8% 5.1% 

200 6.6% 40.6% 21.5% 

Shaking 
20 5.1% 36.0% 13.4% 

200 4.0% 100.0% 70.6% 
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4.5 Discussion 

 

This study presents and demonstrates a novel algorithm designed to compare FIM images of 

protein aggregates and other particles obtained from one sample to those obtained in some 

baseline sample. This approach is a departure from previous techniques used to predict to 

which of a small set of conditions a sample was exposed41,42. The primary advantage of this 

new approach is its ability to determine, using only a small number of FIM images, if a new 

sample exhibits significantly different particle populations than those found under baseline 

conditions. The combination of traditional statistical tools with powerful machine learning 

algorithms can be used to determine if two samples exhibit a morphology difference that cannot 

be explained by sample-to-sample variance in particle morphology under a single root cause. 

This approach is effective at identifying (statistically) significant differences in particle 

morphology occurring due to different root causes such as manufacturing changes or process 

upsets that could warrant further investigation.  

 

The use of statistical tools in this algorithm also give users control over the sensitivity of the 

analysis to changes in particle morphology. Decreasing the Type I error rate or increasing the 

number of particles used in the hypothesis test increases the sensitivity of the test so that 

smaller deviations in particle morphology from the baseline condition are identified as 

significant. This feature allows the sensitivity of the algorithm to be tuned for a specific 

application. For instance, the sensitivity of the algorithm can be increased for formulation 

Table 6: Contact angle and surface roughness measurements for Glass containers 
 

Container 
Static Contact 

Angle 
Advancing 

Contact Angle 
Receding Contact 

Angle 
Contact Angle 

Hysteresis 
Ra (nm) 

Glass 1 16 23 <5 <18 28. 

Glass 2 27 31 <5 <26 12 
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development in order to better detect subtle changes in particle morphology between possible 

formulations. In contrast, in process monitoring applications the sensitivity of the algorithm can 

be decreased to minimize the chances that a false positive difference between a baseline 

“normal” reference batch and a new batch of product triggers unnecessary process shutdowns. 

 

The techniques used to learn low-dimensional FIM image representations, calculate density 

estimates, and perform goodness-of-fit hypothesis testing were chosen to demonstrate the 

algorithm using relatively simple techniques. While the techniques used here were effective in 

this analysis, in practice other techniques for these analyses could be considered in order to 

further improve the performance of the algorithm. For example, different goodness-of-fit 

hypothesis tests62–64 may provide better statistical power against deviations in particle 

morphology than the test used here. 

 

The performance of this algorithm was demonstrated on particles made by subjecting IVIg 

solutions in three types of containers to two different stresses. Freeze-thawing and shaking 

stresses produced particle populations that would be easy to distinguish by visual inspection of 

the FIM images (Figure 11). These stresses produced visually-resolved embeddings in the 

learned embedding space (Figures 12-13) which can then be easily distinguished using 

hypothesis testing (Table 4). It should be noted that this approach can still be used to classify 

samples by the stresses that they were exposed to as was done in previous papers41,42. If FIM 

images of different suspected stresses are available, this algorithm can be used to check if the 

particles in a sample are consistent with those produced by one of these stresses. 

 

The algorithm was also able to identify the impact of container surfaces on particle populations. 

The results shown in Table 5 suggest that the particle populations produced by freeze-thaw and 

shaking stress are influenced by the container, but that the effect is more obvious when shaking 
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stress is used to create particles. The larger impact of the container on the particles produced 

by shaking stress agrees with the mechanistic understanding of these stresses. Agitation-

induced aggregation likely occurs at interfaces including the air-water and container-water 

interfaces51,54. In contrast, during freeze thawing aggregation due to adsorption to ice-water 

interfaces and cryoconcentration effects65 may occur at locations removed from container 

interfaces. Thus, the container interfaces might be expected to impact particle populations more 

when shaking stresses rather than freeze-thawing stresses are used to cause aggregation. 

 

While the effect of container type was more subtle for particles made via freeze-thaw stress, the 

distribution of FIM image embeddings showed increased density near the mode of the 

distribution for Glass 2 vials as compared to that for Glass 1 vials (Figure 13). This difference 

was statistically discernible when sets of 200 particle images were analyzed. This result is 

somewhat surprising given the expected limited role of the container-water interface on 

aggregation induced by freeze-thawing. One possible explanation for the different particle 

fingerprints observed following freeze thaw cycling in the two types of glass vials is differences 

in heat transfer through the vial walls. Differences in the thickness or geometry of the glass 

between the two vial types could cause a difference in the heat transfer rate through the 

container walls. Higher heat transfer rates would accelerate the growth of ice crystals from the 

walls of the container that occurs during liquid nitrogen-induced freezing66. This faster growth 

results in a larger amount of ice interfacial area67 and increased protein inclusion within growing 

ice crystals6,68 which can induce protein unfolding and aggregation69,70.  

 

The algorithm was not explicitly trained to detect the observed differences between particle 

populations produced in Glass 1 and 2 containers as particles generated in Glass 2 were not 

used to train the ConvNet embedding step. The ability to compare unseen particle types against 

those in a user-defined baseline allows new samples to be analyzed using a fraction of the FIM 
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images (20-200) that would be required to retrain a ConvNet on a new particle type (>10,000). 

The required number of FIM images can be recorded rapidly using small volumes of sample. 

 

The algorithm revealed that different types of particles can form in a single protein formulation 

when stressed in different types of containers, even when the containers are as similar as the 

two borosilicate glass container types tested here. The container-dependent formation of 

different particles would have been difficult to predict using simple surface characterization 

techniques, since the glasses have similar roughness and hydrophobicity (Table 6).  

 

The analysis presented here can be used to compare the effect of changes in container types 

(e.g., new lots of glass vials) on protein stability using an approach that incorporates standard 

accelerated stability protocols. Prior to any change, a baseline set of FIM images should be 

obtained after subjecting the protein formulation to accelerated stability conditions (e.g. 

agitation, freeze-thawing), capturing images of the resulting particles using FIM and training the 

algorithm to recognize the imaged particles The accelerated stability protocol can then be 

repeated on a small number of containers in the new lot, and then the trained algorithm can be 

used to analyze whether new types of particles are associated with the new container lot. If the 

new container lot is found to produce statistically different particle populations, the lot may 

require additional characterization prior to use with the drug product  
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Chapter 5: Machine learning and accelerated stress 

approaches to differentiate potential causes of aggregation 

in polyclonal antibody formulations during shipping 

 

Based on a manuscript in press: Witeof AE, Daniels AL, Rea LT, Movafaghi S, Kurtz K, Davis 

M, Calderon CP, Randolph TW. Machine learning and accelerated stress approaches to 

differentiate potential causes of aggregation in polyclonal antibody formulations during shipping. 

Journal of Pharmaceutical Sciences. 2021 

 

5.1 Abstract 

 

Therapeutic protein formulations are distributed through wide, complex supply chains to ensure 

these drugs reach the growing number of patients they are prescribed to. While it is known that 

shipping these formulations results in protein aggregation, the mechanism(s) of aggregation 

during shipping are unknown. This study investigated the mechanism of aggregation during 

shipping using a recently-developed algorithm for analyzing particle populations using flow 

imaging microscopy (FIM). This algorithm was used to compare aggregate populations formed 

during real-time shipping stress with those formed during accelerated shipping stresses 

mimicking the sporadic high g-force events and continuous low g-force events that may 

contribute to shipping-induced aggregation. A similar comparison was also performed between 

aggregates formed in two different secondary packaging types to modulate high g-force 

stresses. These comparisons revealed that aggregate populations formed during real-time 

shipping stresses resemble those formed by continuous low g-force events and not those 
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formed by infrequent high g-force events, suggesting that low g-force events play a dominant 

role in the mechanisms of aggregation during shipping. 

 

 

5.2 Introduction 

 

After manufacturing, protein formulations must be shipped through wide, complex supply chains 

to reach the patients that will ultimately use the formulation. Shipping can expose protein 

formulations to mechanical stresses that can induce protein aggregation1–6. The mechanical 

stresses the formulations are exposed to can be broken down into two major types: high g-force 

and low g-force stresses. High g-force stresses are infrequent but severe agitation events such 

as dropping that can induce cavitation in the formulations3. Low g-force stresses consist of less 

severe but more frequent agitation events such as vibrations on a truck or gentle rocking during 

normal package handling. Previous studies on shipping-induced aggregation often focus on 

aggregation induced by high g-force events such as dropping during shipping6 and strategies for 

mitigating these extreme stresses7. However, the relative contribution of infrequent high g-force 

events and frequent low g-force events towards shipping-induced aggregation is unknown. If the 

relative contributions of these stresses could be identified, secondary packaging could be 

developed to mitigate the most harmful stress on the formulation to minimize aggregation during 

shipping. 

 

Flow imaging microscopy (FIM)-based aggregate morphology analysis may be useful for 

probing the relative contributions of low and high g-force events on aggregation during shipping. 

It has been shown that aggregates formed by different mechanisms exhibit characteristic 

morphologies when imaged via FIM8–10. It is anticipated that aggregates formed due to constant 
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low g-force events like vibrations will exhibit characteristic morphologies that differ from those 

formed by infrequent high g-force events like dropping. We recently developed an algorithm that 

uses machine learning and statistics approaches to analyze the particle morphology distribution 

of a sample or the types and relative amounts of different aggregate morphologies present in 

the sample10. This approach also allows the user to check if the particle morphology distribution 

present in one sample is consistent with that present in a separate sample, strongly suggesting 

that the aggregates were generated by a common mechanism. This approach could be used to 

compare the aggregate population generated by shipping stress to those made by 

representative low and high g-force stresses to identify which stress generated aggregate 

morphologies that best resembled those generated during shipping. 

 

This study used our recently-developed flow imaging microscopy (FIM)-based particle 

morphology distribution comparison algorithm to compare aggregates formed by shipping to 

those generated by low g-force vibrations during a shaking stress and high g-force drops during 

a tumbling stress. Intravenous immunoglobulin (IVIg) formulations were filled in glass vials and 

packaged in one of two secondary packaging types to modulate high g-force stresses on the 

formulation. The packaged formulations were then exposed to either real-time shipping, 

shaking, or tumbling stresses to generate aggregates. The resulting aggregates were then 

imaged via FIM and analyzed using the algorithm to compare aggregates formed by the real-

time and accelerated agitation stresses as well as by the two packaging materials. 
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5.3 Materials and Methods 

 

5.3.1 Materials 

 

All stress experiments were performed on formulations of intravenous immunoglobulin (IVIg; 

Gammagard Liquid; Baxter, Deerfield, IL) in 1x phosphate buffered saline (PBS) at pH 7.4 

(Gibco, Carlsbad, California). Primary formulation packaging consisted of 5 mL Type 1 

borosilicate glass vials (DWK Life Sciences, Milville, NJ) and butyl rubber stoppers (Fisher, 

Waltham, MA). Both the vials and stoppers were washed with ethanol and water and allowed to 

air dry before use.  

 

 

5.3.2 Sample preparation 

 

Stock 100 mg/mL IVIg solutions were diluted to 0.5 mg/mL using PBS. 8.74 mL of this solution 

were filled into clean 5 mL glass vials. After capping, the filled vials were then placed in one of 

two secondary packaging types: lab packaging (LAP) in which the vials were bubble wrapped 

and placed in a plastic pipette tip box and Sealed Air Packaging (SAP) which consisted of 

custom-fitted rigid foam obtained from Sealed Air Corporation (Charlotte, NC). SAP was 

designed to mitigate high g-force stresses on the vials relative to LAP. The packaged vials were 

then exposed to either real-time shipping stress or one of two accelerated model shipping 

stresses (shaking or tumbling). 

 

Real-time shipping stress: Vials in LAP and SAP were packaged together in a single cardboard 

box with ice packs to maintain temperature. This box was then shipped back and forth between 

Boulder, Colorado and Charlotte, NC. 
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Shaking stress: To simulate low g-force stresses during shipping, vials in LAP or SAP were 

placed on an orbital shaker and agitated at room temperature for 30 minutes at 700 RPM. 

 

Tumbling stress: To simulated high g-force stresses during shipping, vials in LAP and SAP were 

placed in a commercial clothing dryer (Roper, Sarasota, FL) and tumbled at room temperature 

for 5 minutes. During tumbling, the packaging was repeatedly dropped from a height of 

approximately 18 inches once every second. 

 

 

5.3.3 Flow Imaging Microscopy 

 

FIM was used to image the aggregate populations generated by each stress. Samples were 

analyzed using a FlowCam VS (Yokogawa Fluid Imaging Technologies, Inc., Scarborough, ME) 

fitted with a FC80 FOV flow cell and a 10x objective. 150 µL of each sample was loaded into the 

instrument, of which 100 µL was analyzed at a flow rate of 0.05 mL/min. Color images of 

particles larger than 2 µm in diameter were recorded and analyzed. 

 

 

5.3.4 Particle Comparison Algorithm 

 

FIM images of particles produced in IVIg solutions during shipping and accelerated stress 

testing were analyzed with an image analysis algorithm described previously10. This approach 

uses ConvNets to compress FIM images into very low-dimensional image representations or 

embeddings and statistical tools such as nonparametric density estimates and goodness-of-fit 

hypothesis testing to determine if a sample exhibits embeddings consistent with those present 

in a different sample. We briefly describe the application of this algorithm here, noting that the 
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omitted details such as details of how the ConvNet was implemented and trained match those 

used in the study described in Chapter 4.10 

 

FIM images of particles were imported into Python 2.7 and rescaled to 24 x 24 pixels. A 

ConvNet was trained on FIM images of IVIg aggregates formed in both LAP and SAP as a 

result of the two accelerated simulated shipping stresses (tumbling or shaking) using a triplet 

loss approach11. The trained network was used to map FIM images onto 2D image 

representations or embeddings to capture particle information recorded in the raw images. 

9,000 FIM images of aggregates generated by each combination of accelerated shipping stress 

and packaging were used to train this network. The trained network was applied to the 

remaining (test) images collected from all conditions—including those from the live shipping 

study that were not used to train the initial ConvNet. The resulting point cloud of 2D embeddings 

were used to compare particles formed by different stresses (real-time shipping or the 

accelerated shipping stresses) in the same packaging or different packaging when exposed to 

the same stress. These comparisons were performed both by visual inspection of the 

embeddings from these conditions as well goodness-of-fit hypothesis testing. To perform 

hypothesis testing, the ConvNet was used to compute embeddings of all training images 

recorded under one of the conditions being compared, which we denote as the baseline 

condition. The resulting embeddings were then used to construct a kernel density estimate of 

the probability density function (PDF) of embeddings for the baseline condition. Sets of 20 test 

images were then subsampled from the images recorded under another condition (denoted as 

the test condition), converted to 2D embeddings using the trained ConvNet and analyzed using 

a goodness-of-fit hypothesis test to test the null hypothesis that these embedding sets were 

consistent with the embedding PDF for the baseline sample. This analysis was performed using 

a Rosenblatt transform-based goodness-of-fit hypothesis test10 using a 5% Type I (false 

positive) error rate to determine critical values for the test. This process was repeated 10,000 
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times per pair of baseline and test samples and the rejection rate or fraction of these 

subsamples that were not consistent was recorded as a measure of dissimilarity between the 

conditions. Samples with very similar particle morphology populations yielded rejection rates 

close to the 5% Type I error rate of the test whereas samples with more significant differences 

in particle populations yielded higher rejection rates. 

 

 

5.4 Results 

 

5.4.1 Flow Imaging Microscopy (FIM)  

 

FIM was used to collect images of protein aggregates generated by real-time and accelerated 

shipping stresses in both LAP and SAP. Sample FIM images from these samples are shown in 

 
 
Figure 14: Shipping study FIM images 
Randomly selected FIM images of particles from vials packaged in LAP or SAP. Particles 
were formed via shaking, tumbling, or shipping the vials.  
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Figure 14. As expected, particles generated by different accelerated stress conditions exhibited 

visually distinguishable particle morphologies; particles generated by shaking stress generally 

were small and lightly colored while those generated by tumbling stress were darker on 

average. Many particles during tumbling qualitatively resembled an air bubble but often with 

small protein aggregates attached to the surface of the bubble. Particles generated by shipping 

stress qualitatively resembled the lighter particles generated by shaking rather than the darker 

particles generated by tumbling. 

 

 

5.4.2 Particle Comparison Algorithm 

 

Raw FIM images were converted using a ConvNet to 2D embeddings that best captured the 

particle information in the full image. Figure 15 shows the estimated population density of image 

embeddings obtained from aggregates generated by shaking, tumbling, and shipping stresses 

when packaged in either LAP or SAP. The embedding space learned by the network appears to 

divide FIM image embeddings into two main clusters on the left and right side of the embedding 

space. These groups delineate particles formed by shaking and tumbling stress: aggregates 

formed by shaking generally embed in the right cluster while those formed by tumbling generally 

embed in the left cluster. Figure 15 also shows sample FIM images from each stress condition 

that maps to specific regions of the embedding space. FIM images that embed in the left cluster 

typically exhibit dark, circular morphologies while those that embed in the right cluster exhibit 

lighter, more amorphous morphologies. FIM images that were mapped to the same region of the 

embedding space in Figure 15 exhibit visually similar particle morphology between different 

samples. While it is important to note that the image features used to compute image 

embeddings are not always readily human interpretable10,12, the visual consistency between FIM 
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images that are mapped to a single region of the embedding space suggests that these 

embeddings may be related to visually observable particle morphology features. 

 

The ConvNet trained in this analysis was able to easily differentiate particle morphologies 

generated by shaking from those arising from application of tumbling stress but was less 

 

 
Figure 15: Shipping study embeddings and FIM image collages 
Contour plots showing the probability density function of ConvNet-derived FIM image 
embeddings from IVIg aggregates produced in vials filled to a 1.3 cm-1 IAV ratio that had 
been (a) shaken, (b) tumbled, or (c) shipped in LAP as well as those (d) shaken, (e) tumbled, 
or (f) shipped in SAP. Dimensions 1 and 2 are arbitrary dimensions learned by the trained 
ConvNet to differentiate the embeddings of aggregates generated by shaking and tumbling 
as well as those generated in LAP and SAP. The color at a given region of each plot 
indicates the fraction of FIM image embeddings for that sample located at that region of the 
embedding space. The density of embeddings at different regions of the figure can be 
determined using the color bar associated with each figure. Sample FIM images from each 
image that embedded in the circled regions of the embedding space are shown in the 
collages to the right of each figure. 
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effective at differentiating particle morphologies in vials packaged in LAP compared to those 

packaged in SAP. Particle morphology distributions produced by tumbling were more impacted 

by packaging than those produced by shaking. Particles formed by tumbling vials in SAP 

instead of LAP packaging exhibited increased embedding density near the leftmost mode of the 

PDF, suggesting different mechanisms of aggregation between the two packaging types. In 

contrast, particles produced by shaking vials packaged in SAP exhibited embeddings relatively 

similar to those of particles made in LAP packaging and were thus likely formed by similar 

mechanisms. These results were confirmed using goodness-of-fit hypothesis testing. Sets of 20 

randomly selected image of particles produced under shaking stress in SAP packaging were 

differentiable from those produced in LAP packaging 21% of the time, but 67% of the time when 

particles were produced under tumbling stress. While particles formed by both stresses were 

impacted by the packaging, the higher rejection rate for particles made by tumbling suggests a 

stronger packaging effect for that stress overall. 

 

As shown in Figure 15, the embedding maps of particles produced by shipping stresses in both 

types of packing materials closely resembled those particle populations generated in 

accelerated shaking stress studies. Aggregates formed by shipping stress also exhibited 

visually similar morphologies to those generated by shaking stress (Figure 25, collages). This 

result was confirmed using goodness-of-fit hypothesis testing. Randomly selected sets 

containing 20 FIM images of particles recorded in sample packaged in SAP could not be 

distinguished from those produced in LAP at rates higher than 5%, the Type I error rate of the 

test.  

 

 

 



 

104 
 

5.5 Discussion: 

 

This study investigated the role of constant low g-force stresses and sporadic high g-force 

stresses on aggregates formed during real-time shipping stresses. Shipping exposes protein 

formulations to low g-force stresses (e.g. shaking1,13) and high g-force stresses (e.g. 

dropping14,15) that may trigger aggregation. The ConvNet-generated 2D embeddings of FIM 

images obtained from shipped samples were most similar to those obtained from shaken 

samples which were only exposed to continuous, low g-force motions (Figure 25). The particles 

produced by shaking and shipping stress were also distinct from those produced by tumbling 

stress that exposed these samples to repeated high g-force events. These results suggest that 

low g-force events that shipped samples were continuously exposed to such as sample 

vibrations on a truck were more responsible for aggregation during shipping than infrequent high 

g-force events such as dropping. 

 

The minimal impact of secondary packaging on particle morphology distributions is consistent 

with the dominance of low g-force stresses on aggregation during shipping. SAP packaging was 

designed to attenuate high g-force events on samples16 but offered little additional protection 

over LAP against low g-force events. This design resulted in a large impact of packaging on 

samples exposed to tumbling stress in which these high g-force events dominate the 

mechanism of aggregation. In contrast, similar aggregate populations were generated in both 

secondary packaging types during shaking stresses that induced aggregation primarily via low 

g-force stresses. Similarly, packaging did not influence the particle populations generated during 

shipping stress. The similar particle populations generated in both packaging types during 

shipping stress despite the dampened effect of high g-force stresses also suggests that low g-

force stresses dominated the mechanisms of aggregation during shipping. 
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Chapter 6: Mechanical shock induces fibril formation: effect 

of mechanical stresses and surface treatments on fibril 

morphology 

 

Based on a manuscript in preparation: Movafaghi S, Wu H, Daniels AL, Francino Urdániz IM, 

Rowe TM, Bull DS, Goodwin A, Randolph TW. Evaluating Amyloid Fibril Formation Caused by 

Mechanical Shock and the Effect of Stress Type on Fibril Morphology 

 

 

6.1 Abstract 

 

The aggregation of amyloid beta and insulin proteins into amyloid fibrils plays a critical role in 

the progression of diseases such as Alzheimer’s disease and insulin-derived amyloidosis. It is 

hypothesized that severe mechanical shock and the resulting cavitation events may cause 

these proteins to form fibrils. Flow imaging microscopy (FIM) combined with machine learning 

methods can be used to monitor changes in aggregate morphology that result from changes in 

aggregation mechanisms. This study used these FIM-based approaches to determine if 

changes in aggregate morphologies formed in insulin and amyloid beta formulation following 

cavitation-inducing mechanical stresses were consistent with fibrillation during these stresses. 

Formulations of these proteins were exposed to one of two mechanical stresses to induce 

cavitation and then incubated at either room temperature or 40°C to modulate fibril growth. If 

cavitation triggers fibrillation, samples exposed to either mechanical stress would contain similar 

aggregate populations following 40°C incubation. As hypothesized, each protein yielded similar 

aggregate populations following cavitation and elevated temperature incubation, consistent with 
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fibril formation following severe mechanical stress and cavitation. These results suggest that 

cavitation and severe mechanical stress in general may trigger fibril formation and may 

contribute to fibril-associated human diseases. 

 

 

6.2 Introduction 

 

Proteins found in vitro in therapeutic protein formulations and those found in vivo are often 

exposed to severe mechanical shocks such as dropping or physical trauma. These mechanical 

stresses have been shown in vitro to trigger cavitation or the formation and collapse of gas 

bubbles in the solution the protein is in1–3. The formation and collapse of these bubbles can 

result in large spikes in local temperature4,5 as well as the temporary formation and destruction 

of air-water interfaces6 both of which may contribute to protein aggregation. It is hypothesized 

that cavitation and severe mechanical stress in general may cause proteins such as insulin and 

amyloid beta to form amyloid fibrils or protein aggregates that consist of intermolecular β-sheet 

structures. These fibrils not only nucleate additional fibril formation7,8 but are also associated 

with human diseases such as Alzheimer’s disease. 

 

The formation of fibrils during cavitation is hypothesized since many human diseases involving 

these fibrils are more common following exposure to severe mechanical shock. For example, it 

has been observed that athletes in sports like American football, boxing, or sledding can exhibit 

chronic traumatic encephalopathy (CTE) and other neurodegenerative diseases after repeated 

and/or severe physical trauma from playing their sport9–12. While it is unknown if these shocks 

trigger cavitation in the human brain, it is possible that these mechanical shocks may induce 

fibrillation of proteins like amyloid beta associated with the progression of these 

neurodegenerative diseases. 
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Similar fibrillation in insulin formulations following mechanical shock may also trigger insulin-

derived amyloidosis, a rare side effect of insulin injections in which large, insoluble insulin fibrils 

are formed at the injection site that degrade glucose regulation13 and may be toxic to the 

surrounding tissue14. Patients often carry insulin formulations with them in pockets or bags 

which increases the risk of dropping these therapeutics. Cavitation events from dropping these 

insulin formulations may induce fibril formation. Upon injection, these fibrils would then nucleate 

the growth of large insulin fibrils characteristic of this condition.  

 

To test if cavitation-inducing mechanical stress can trigger insulin and amyloid beta fibrillation, 

one could expose formulations of these proteins to cavitation-inducing stresses and test for 

fibrils in the stressed sample. While it is anticipated that these stresses may generate trace 

amounts of fibrils, exposing these stressed samples to conditions such as elevated temperature 

to accelerate additional fibril formation and growth15 may make a trace fibril concentration 

detectable. These fibrils can then be detected using standard techniques such as Thioflavin T 

fluorescence16. 

 

A more unorthodox strategy to perform this analysis is to use flow imaging microscopy (FIM) 

combined with morphology analysis algorithms to track changes in aggregate populations 

resulting from cavitation. FIM instruments capture light microscopy images of all particles 

present in the sample17,18. While fibrils are too small to be imaged using light microscopy, it has 

been shown that the particle morphologies present in aggregates large enough to be imaged via 

FIM are sensitive to the mechanisms of aggregation that formed them19,20. To perform testing 

via this approach, one would expose formulations of these proteins to multiple cavitation-

inducing mechanical stresses and expose the stressed samples to elevated temperature to 

promote additional fibrillation and fibril growth. The resulting aggregate populations would then 

be compared using this FIM image analysis. If these mechanical stresses triggered fibril 
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formation, each stress should generate a similar aggregate population after incubation due to 

the common underlying mechanism of aggregation. 

 

The goal of this study was to use flow imaging microscopy (FIM) and particle morphology 

analysis algorithms to determine if cavitation-inducing stresses induce fibril formation in insulin 

and amyloid beta formulations. Formulations of these proteins were exposed to sonication and 

tumbling stresses to induce aggregation. The stressed samples were then incubated at either 

room temperature or elevated temperature to modulate fibril growth and imaged by FIM. The 

resulting FIM images were then compared to identify if the two stresses resulted in similar 

particle populations after elevated temperature incubation—behavior that is consistent with fibril 

formation. 

 

 

6.3 Materials and Methods 

 

6.3.1 Materials 

 

Three proteins were used in this analysis. Human insulin powder was obtained from Biogems 

(Westlake, California) and was formulated in a 15 mM sodium phosphate buffer with 1% sodium 

azide at pH 3. Amyloid beta 40 (Aβ40) and amyloid beta 42 (Aβ42) powders were obtained from 

ABclonal Technology (Wobun, MA). Powdered protein samples were dissolved in DMSO 

solution before use. Working solutions were made from the dissolved protein powders by 

dilution with 1x phosphate buffered saline (PBS) at pH 7.4 (Gibco, Carlsbad, CA). The final 

protein concentration was 0.5 mg/mL for insulin formulations and 0.1 mg/mL for amyloid beta 

formulations. 
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6.3.2 Stresses 

 

Formulations of insulin, Aβ40 and Aβ42 were prepared by cleaning 2 mL glass vials (Sigma 

Aldrich, St. Louis, MO) and butyl stoppers (DWK Life Sciences, Germany) with ethanol and 

water and filling the vials with protein solution. Several of the filled vials were then agitated using 

either sonication or tumbling stress. Sonication stress consisted of suspending the samples in a 

sonication bath for one hour. Tumbling stress involved placing these glass vials in a plastic 

pipette tip box and agitating the box in a commercial clothing dryer (Roper, Sarasota, FL) for 30 

minutes. The dryer dropped the samples approximately once per second from a height of 

approximately 18 inches.  

 

Stressed and control samples were incubated either at room temperature or at 40°C for three 

days after the initial stress was performed. The elevated temperature incubation was used to 

promote further formation of fibrils. Three replicates were generated for each combination of 

protein, stress condition (control, sonication, or tumbling) and incubation temperature. 

 

 

6.3.3 Flow Imaging Microscopy (FIM) 

 

Flow imaging microscopy (FIM) was used to image protein aggregate populations before and 

after application of different stress and incubation conditions. Two FlowCams (Yokogawa Fluid 

Imaging Technologies, Inc., Scarborough, ME) were used for this analysis: a FlowCam VS for 

Aβ40 and Aβ42 samples and a FlowCam Nano for insulin samples. The FlowCam Nano was 

required to analyze insulin samples as it was observed that aggregates of this protein were 

smaller than those for the other proteins and barely large enough to be detected on the 

FlowCam VS. Both instruments were configured to output color FIM images. FlowCam VS 
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measurements were performed on 100 μL of samples while those performed using the 

FlowCam Nano used 200 μL of sample. Ultrapure water was used to clean the flow cell between 

each sample measurement. 

 

 

6.3.4 FIM Image Analysis 

 

An algorithm for comparing the morphology of aggregates imaged via FIM20 was used to 

compare FIM images from of insulin, Aβ40 and Aβ42 formulations after each combination of 

mechanical stress and incubation temperature. Briefly, the raw FIM images were exported from 

the FlowCam and resized to either 27 x 27 pixels for FlowCam VS images or 40 x 40 pixels for 

FlowCam Nano images. Convolutional neural networks (ConvNets) were trained to learn 2D 

representations of individual FIM images that clustered images of aggregates formed under a 

single combination of mechanical stress and incubation temperature together and separated 

images formed under different conditions. These networks were trained using a triplet loss 

approach different from that described in Chapter 4 and described in detail in Appendix A. 

Triplets were mined using a batch all (nonzero) approach21 in which minibatches consisting of 

16 random training FIM images from each samples used in training were constructed and all 

valid triplets that can be constructed from this minibatch with nonzero triplet loss were used to 

train the ConvNet. The number of minibatches per epoch was set so that the total number of 

sampled images in each epoch matched the total number of training images. After each epoch, 

the triplet loss over a small set of validation images from each sample was computed. The triplet 

loss over the validation set was used as early stopping criteria and training was stopped after 

five epochs without improvement to this loss. The model parameters that minimized the triplet 

loss for the validation set was then used in further analysis. 
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Two ConvNets were trained for this analysis: one using FIM images of Aβ40 and Aβ42 collected 

with a FlowCam VS and one using FIM images of insulin collected with the FlowCam Nano. A 

single network was used to analyze aggregates of both amyloid beta proteins as the proteins 

were anticipated to yield similar aggregate morphologies. 4,000 training images and 500 

validation images from all Aβ42 samples and all but one Aβ40 samples were used to train the 

ConvNet to analyze amyloid beta aggregates. A reduced number of FIM images from the Aβ40 

sample stressed via sonication and incubated at 40°C (1800 training FIM images and 225 

validation images) was used due to the limited number of available FIM images from this 

sample.16,000 training images and 2,000 validation images per stress condition from the insulin 

samples were used to train the network for that protein. The remaining FIM images from all 

samples including those from samples not exposed to mechanical stress were analyzed with the 

appropriate trained network to obtain 2D embeddings. The resulting point cloud of embeddings 

for each sample were then used to estimate probability density functions (PDFs) for 

embeddings for that sample using a kernel density estimate. These PDFs were then compared 

visually between formulations to determine the impact of these stresses on aggregate 

morphology. 

 

6.4 Results 

 

6.4.1 FIM image analysis of fibril inducing stresses 

 

Flow imaging microscopy (FIM) in combination with a machine learning algorithm for analyzing 

particle morphology20 was used to compare the morphologies of large aggregates present in 

insulin and amyloid beta formulations following mechanical stress and incubation. Figure 16 

shows the ConvNet-derived FIM image embeddings from insulin samples. The trained network 

divided aggregates into three primary clusters. Two of these clusters appeared to be rich in 
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small, simple aggregates while the third appeared to be rich in aggregates with large, often 

fuzzy structures. FIM images from samples exposed to either mechanical stress and room  

temperature incubation (Figure 16, left column, bottom two rows) frequently mapped to clusters 

in the left side the embedding space--a different location than FIM images from unstressed 

samples embedded (Figure 16, top row). While the two mechanical stresses yielded different 

aggregate populations following room temperature incubation, incubating these samples at 

40°C instead resulted in similar particle populations from both stresses (Figure 16, right column, 

bottom two rows). In contrast, unstressed samples were more dispersed throughout the 

embedding space following 40°C incubation. 

 
 
Figure 16: Insulin mechanical shock embeddings and FIM image collages 
FIM images and image analysis results for insulin samples after mechanical stress and 
incubation. Dimensions 1 and 2 are dimensions returned by the trained ConvNet that 
minimized the triplet loss of these insulin aggregates. Contour colors indicate the fraction of 
training particles whose embeddings were near that location with darker colors indicating 
regions containing a higher fraction of particles. Collages show sample FIM images that were 
mapped to the circled regions of the embedding space. Regions i, ii, and iii correspond to the 
embedding modes of the sample exposed to sonication and room temperature incubation, 
tumbling and room temperature incubation and sonication and 40°C incubation respectively. 
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Similarly, the combination of mechanical stress with 40°C incubation resulted in similar particle 

populations in Aβ40 (Figure 17) and Aβ42 (Figure 18) formulations. While sonication and 

tumbling stresses generated different particle populations in formulations of each protein 

following room temperature incubation, the combination of either stress with 40°C incubation 

resulted in a similar particle population for each protein. Both proteins also appear to exhibit a 

larger fraction of particles in the lower left corner of the embedding space (Figures 17-18, region 

i) following mechanical stress if incubated at 40°C rather than at room temperature. The raw 

FIM images that were mapped to this region consisted in part of long, filamentous aggregates 

that, while too large to be a single fibril, exhibited a fibril-like morphology. While the unstressed  

 
 
Figure 17: Aβ40 mechanical shock embeddings and FIM image collages 
FIM images and image analysis results for Aβ40 samples after mechanical stress and 
incubation. Contours are interpreted as described for Figure 16. Dimensions 1 and 2 in this 
figure match those used in Figure 18. Regions i, ii, and iii correspond to the embedding 
modes for the Aβ40 samples exposed to tumbling stress and 40°C incubation, the Aβ40 
samples exposed to tumbling stress and room temperature incubation and the Aβ42 samples 
exposed to sonication stress and room temperature incubation 
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reference samples also exhibited particles that embedded in this region, the embedding density 

in these samples often shifted towards the right of the embedding space after 40°C incubation—

the opposite behavior of the stressed samples. 

 

 

6.5 Discussion 

 

FIM-based strategies for analyzing particle morphologies were used to analyze samples 

agitated under two cavitation-inducing stresses. These conditions as well as elevated 

temperature incubation were used to test if insulin, Aβ40 and Aβ42 aggregate morphologies 

generated by these stresses were consistent with an underlying mechanisms of fibril formation 

and growth. While FIM-based methods may not appear to be appropriate for this analysis, the 

 
 
Figure 18: Aβ42 mechanical shock embeddings and FIM image collages 
FIM images and image analysis results for Aβ42 samples after mechanical stress and 
incubation. The format of the subplots matches that described for Figure 17. 
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particle morphologies present in FIM images have shown to be sensitive to changes in 

aggregation mechanisms19,20,22. Thus, FIM can be used as an orthogonal technique to other 

more direct measurements of fibril formation (e.g. ThT fluorescence) to identify changes in 

aggregate morphology that the formation and growth of fibrils may result in. 

  

Formulations of insulin, Aβ40 and Aβ42 were exposed to two stresses (sonication and tumbling) 

as well as incubation at elevated temperature to test the ability of these proteins to form fibrils 

during mechanical stress. If the cavitation during these two stresses induced fibril formation, the 

combination of mechanical stress and incubation at elevated temperature should trigger the 

formation of similar particle populations. The ConvNet-derrived FIM image embeddings 

obtained were consistent with this mechanism. While the initial mechanical stress generated 

different particle populations in each protein formulation, subsequent incubation at elevated 

temperatures resulted in more similar aggregate populations. These results are consistent with 

a mechanism of fibril formation in the stressed samples following incubation at elevated 

temperature. As similar shifts in embeddings were not observed after incubation at elevated 

temperature in the unstressed samples, these results also suggest that fibrillation occurred 

because of the applied stresses. It is important to note that FIM analysis of these aggregates 

alone does not indicate if the common aggregate morphologies generated by cavitation and 

incubation is the direct result of fibril formation. Techniques such as imaging flow cytometry23 

may be used in future work to check if these aggregates exhibit a Thioflavin T fluorescence 

signal characteristic of an underlying amyloid fibril structure. 

 

These results indicate that cavitation-inducing mechanical stresses can trigger fibril formation. 

These cavitation events may help trigger insulin-derived amyloidosis; since dropping vials is 

known to induce cavitation3,24, dropping events from patient mishandling may generate insulin 

fibrils that can nucleate larger fibrils characteristic with this pathology. However, it is unknown if 
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trauma experienced by athletes can result in similar cavitation events within the human brain to 

trigger fibril formation. Thus, it is currently unknown if this mechanism may explain the 

prevalence of neurodegeneration among athletes after concussions or similar trauma. However, 

the formation of fibrils during severe mechanical shock in vitro raises the possibility that physical 

trauma in vivo may promote the formation of fibrils that are associated with neurodegenerative 

diseases. 
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Chapter 7: Fluorescence microscopy improves sensitivity of 

machine learning approaches to stress-dependent protein 

aggregate morphologies 

 

Based on a manuscript in preparation by Daniels AL, Probst C, Calderon CP, Randolph TW. 

Fluorescence microscopy improves sensitivity of machine learning approaches to stress-

dependent protein aggregate morphologies 

 

 

7.1 Abstract 

 

Machine learning techniques for analyzing protein aggregate morphology information encoded 

in imaging data have shown promise in identifying protein aggregates formed under different 

conditions. While many of these algorithms were developed using flow imaging microscopy 

(FIM) data, in principle these algorithms may also be applied to other imaging modalities that 

frequently include additional morphology information not accessible from FIM images. In this 

study, we adapted a previously developed FIM image analysis algorithm to analyze images 

collected using imaging flow cytometry (IFC), an imaging modality that records fluorescence and 

light microscopy images for each particle. This algorithm was trained to distinguish between 

intravenous immunoglobulin (IVIg) aggregates generated by two accelerated stability stresses 

using both light microscopy images and ProteoStat fluorescence microscopy images. Using 

both images for each particle resulted in more effective differentiation between aggregate types 

than was possible using either image type alone. These results demonstrate that the additional 

particle morphology information found in fluorescence but not light microscopy can be used 
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during particle morphology analysis to more effectively discriminate between different protein 

aggregate morphologies. 

 

 

7.2 Introduction 

 

Protein therapeutics are frequently exposed to conditions in manufacturing1–3 and shipping4–6 

that can induce the formation of protein aggregates. Manufacturers of protein therapeutics are 

often interested in monitoring these aggregates and other particle types (e.g. silicone oil 

microdroplets7,8) both to meet current regulations on particle counts (e.g. USP <788> and 

<789>) and to mitigate the adverse drug responses these particles may be associated with9,10. 

Flow imaging microscopy (FIM)11,12, a technique used to record light microscopy images of 

particles in a sample, is an increasingly common technique to perform this particle monitoring. 

While the images returned by FIM are primarily used to determine particle concentrations, these 

images can also be analyzed using with machine learning tools such as random forest 

classifiers13 or convolutional neural networks (ConvNets)14,15 to analyze the types of particles 

present in the sample. The particle morphology available from these light microscopy images 

(e.g. particle size, shape, color) has previously been used to differentiate between protein 

aggregates and silicone oil microdroplets13,16 as well as distinguishing between protein 

aggregates formed under different stress conditions14,15,17. 

 

One potential limitation of FIM-based particle morphology analysis is its restriction to particle 

structure information that can be captured via light microscopy. Other imaging modalities have 

been developed that capture additional and often orthogonal particle morphology information for 

each particle. Imaging flow cytometry (IFC) is one such alternative to FIM for this morphology 

analysis. IFC uses standard fluorescence dyes such as Thioflavin-T (ThT) or ProteoStat to label 
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the particles in a sample. The resulting fluorescently-labeled particles are then simultaneously 

imaged via light and fluorescence microscopy in a similar fashion as FIM18. These IFC images 

may be analyzed using algorithms previously developed for FIM image analysis, allowing the 

user to analyze particle populations using structural information available from both 

microscopies. Combining these image modalities may allow for better characterization of protein 

aggregate structure from these algorithms as fluorescent labels are often specific for aggregate 

structural features on length scales that are not accessible via light microscopy (e.g. Bis-ANS to 

detect hydrophobic regions19,20, ThT to detect intermolecular beta-sheet structures19,21). 

Furthermore, as this fluorescence information is captured as an image it is straightforward to 

generalize existing FIM analysis algorithms to include this additional morphology information. 

For example, ConvNet-based algorithms can simultaneously analyze light and fluorescence 

microscopy images to perform morphology analysis. 

 

The focus of this study was to adapt previously developed convolutional neural network 

(ConvNet) -based algorithm for analyzing light microscopy images captured by flow imaging 

microscopy (FIM) images to light and fluorescence microscopy images captured by imaging flow 

cytometry (IFC). Several samples of intravenous immunoglobulin (IVIg) were exposed to one of 

two stress conditions (freeze-thaw or shaking stress) to form protein aggregates. IFC was then 

used to capture light and ProteoStat fluorescence images of the aggregates present in each 

sample. The resulting images were then analyzed via a previously developed ConvNet-based 

algorithm15 to compare the particle morphology distribution present in each replicate by these 

two stresses. This analysis was performed using either the light microscopy images alone, 

ProteoStat fluorescence images alone, or both images together. These comparisons allowed us 

to determine if the inclusion of fluorescence information in particle morphology analysis 

improved the algorithm’s ability to differentiate between aggregates formed by the two stresses. 
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7.3 Methods  

 

7.3.1 Materials 

 

Intravenous immunoglobulin (IVIg; GAMMAGARD LIQUID) was obtained from Takeda 

International (Lexington, MA). Phosphate buffered saline (PBS) containing 144 mg/L potassium 

phosphate monobasic, 795 mg/L potassium phosphate dibasic, and 9000 mg/L sodium chloride 

at pH 7.4 was obtained from Gibco (Waltham, MA). Polypropylene, 2 mL microcentrifuge tubes 

were from Fisher Scientific (Waltham, MA). Thioflavin T was obtained from Sigma Aldrich (St. 

Louis, MO). ProteoStat was obtained from Enzo Life Sciences (Farmingdale, NY). 

 

 

7.3.2 Accelerated Stability Stresses 

 

IVIg aggregates were generated using freeze-thaw and shaking stresses described previously15. 

Briefly, IVIg solution was prepared by centrifuging 100 mg/mL IVIg stock solution at 15,000 x g 

for 20 minutes to remove aggregates and diluting the supernatant to 0.5 mg/mL with PBS. 1.5 

mL aliquots of this stock solution were transferred to water-cleaned 2 mL polypropylene 

microcentrifuge tubes. Seven of these samples were then exposed to freeze-thaw stress while 

an additional seven samples were exposed to shaking stress. Freeze-thaw stress consisted of 

exposing the samples to four freeze-thaw cycles. Each freeze-thaw cycle consisted of a four-

minute liquid nitrogen freeze followed by a ten-minute thaw in a 30°C water bath. Shaking stress 

consisted of taping microcentrifuge tubes horizontally on a plate shaker and agitating the 

samples at 800 RPM for four hours. 
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7.3.3 Imaging Flow Cytometry (IFC):  

 

Aggregates present in each sample were imaged using FlowSight (Luminex Corp., Austin, TX) 

equipped with 488 nm and 785 nm lasers to perform IFC. Before imaging, samples were labeled 

with two fluorescent dyes: thioflavin-T (ThT) and ProteoStat. During analysis, two 20x 

magnification grayscale light microscopy images (channels 1 and 9 on the FlowSight) and 

fluorescence images for emission between 435-505 nm (ThT fluorescence, channel 7 on 

FlowSight) and emission between 595-642 nm (ProteoStat fluorescence, channel 4 on 

FlowSight) were collected for each particle in each sample. The raw light and fluorescence 

microscopy images were then exported from the IDEAS software and rescaled to 30 x 30 pixels 

before further analysis. 

 

 

7.3.4 ConvNet Image Analysis 

 

Convolutional neural networks (ConvNets) were trained to distinguish protein aggregates 

generated from freeze-thaw and shaking stress using subsets of the images collected using 

FlowSight. The ConvNets were designed to accept a hyperspectral image with each channel of 

the image consisting of the different images returned by the FlowSight for an individual particle 

similar to how the red, green, and blue channels of a color image are fed to ConvNets for 

simultaneous analysis. These networks were designed to return a two-dimensional image 

representation or embedding describing the information encoded in the hyperspectral image. 

These representations were optimized using a triplet loss strategy15. This setup allowed 

fluorescence information to be analyzed with the light microscopy images with minimal 

modifications to the algorithm from that described in chapter 415.  
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Three separate ConvNets were trained to differentiate images of protein aggregates generated 

by freeze-thaw and shaking stresses. One of these networks was trained using only the two 

light microscopy images for each image. A second network was trained using only the 

ProteoStat (channel 4) fluorescence images and a third network was trained using both the light 

microscopy and ProteoStat fluorescence images. ThT (channel 7) fluorescence images were 

excluded from these networks as it was observed that these images did not exhibit a 

fluorescence signal. Each of these networks were trained on a single set of 5,600 particles 

generated under each stress condition from all replicates with the remaining images excluded 

from network training used as test data. The trained networks were then applied to all particles 

to compute embeddings for the test images from each replicate using each network. The 

resulting embeddings were then used to construct probability density functions (PDFs) of the 

embeddings from each replicate using a kernel density estimate22. These PDFs were then 

compared visually to compare the embeddings yielded by different replicates of each stress as 

well as by the three neural networks. 

 

 

7.4 Results: 

 

7.4.1 Accelerated Stability Stresses 

 

 Figure 19 shows sample light microscopy and ProteoStat fluorescence images generated by 

each stress condition for six randomly selected replicates per stress. While the size of the 

aggregates in each image is small, the bright halo around each particle and often the ProteoStat 

fluorescence signal indicated that a particle was present in each image. However, the small size 

of these images made it difficult to distinguish particles generated by these two stresses by eye. 
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Figure 19: Sample IFC light and fluorescence microscopy images 
(a) Sample light microscopy images of aggregates generated by freeze-thaw and shaking 
stress from each replicate obtained from IFC. (b) Fluorescence microscopy images taken at 
the emission frequency for ProteoStat for the particles imaged in (a). Each collage contains 
images from a single replicate with the excluded replicate chosen at random. 
 

a)

b)



 

128 
 

7.4.2 ConvNet analysis 

 

Figure 20 shows contour plots of the embedding PDFs for the training data from ConvNets 

trained on light microscopy images, fluorescence microscopy images, or both images. While all 

three ConvNets were successfully able to differentiate between particles generated by shaking 

and freeze-thaw stresses, the tightness of the embedding clustering within each stress as 

indicated by the height of the embedding PDF’s mode varied depending on the images used to 

compute the embeddings. The embeddings based on fluorescence microscopy images alone 

exhibited the most diffuse embeddings while those computed from both light and fluorescence 

images exhibited the tightest embedding clustering. 

 

While aggregates generated by each stress were distinguishable by each network, the 

embeddings yielded by each of the seven replicates per stress also exhibited different 

embedding distributions. Figure 21 shows the embedding distributions yielded by the three 

ConvNets for test images from six randomly selected freeze-thaw replicates. Embedding PDFs 

are not shown for the individual shaking replicates as not enough images were available to 

construct accurate PDF estimates for most of the replicates. Each of the three networks 

identified some variability in the particle embeddings yielded by each replicate. However, the 

magnitude of this replicate-to-replicate variability depended on the images used to compute 

embeddings. As was observed in Figure 20, the embeddings yielded by the ConvNet trained on 

both images yielded the tightest clustering between replicates while those yielded by the 

network trained only on fluorescence information yielded the most variable embeddings 

between replicates. 
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Figure 20: IFC image embeddings from different stresses 
Contour plots showing IFC image embeddings from samples exposed to freeze-thaw or 
shaking stress. Column labels indicate the stress used to generate the aggregates 
represented by the embeddings while the row labels indicate whether light microscopy 
images, ProteoStat fluorescence microscopy images, or both were used to compute the 
embeddings. Contour plots indicate the relative fraction of image embeddings found at a 
given location of the embedding space with darker colors indicating a greater percentage of 
image embeddings at that location. The color bar matching the color of the figure can be 
used to identify the exact fraction of embeddings at a given location. Contour lines were 
added to aid the viewer visualizing regions of low embedding density and do not have a 
physical meaning. 
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Figure 21: IFC image embeddings from different freeze-thaw replicates 
Contour plots showing IFC image embeddings six randomly-selected replicates of freeze-
thaw. Row labels indicate the IFC images that were used to compute the embeddings plotted 
in each pair of rows. Plots in the same position in these row pairs were taken from the same 
replicate. The number of particle embeddings used to construct each plot are shown in the 
bottom left corner of the figure. Contours are interpreted as described for Figure 20 
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7.5 Discussion 

 

This study investigated applying machine learning algorithms developed for FIM data to analyze 

protein aggregate morphology on images collected from IFC. IFC was used to image particles 

generated by freeze-thaw and shaking stresses that were previously shown to generate 

distinguishable particle morphologies that could be detected using FIM and ConvNet-based 

algorithms15. Applying these ConvNet algorithms to images obtained from IFC yielded a similar 

conclusion; protein aggregates generated by these different stresses did result in distinct 

particle morphologies (Figure 20). However, the different replicates of these stresses also 

yielded slightly different embedding distributions (Figure 21). The apparent variability in 

embeddings between replicates depended on whether light microscopy images, ProteoStat 

fluorescence microscopy images, or both were used to compute embeddings. Using both light 

and fluorescence microscopy images resulted in the least variability in embeddings yielded by 

freeze-thaw replicates and the tightest overall embedding clustering. This improvement over the 

embeddings yielded by either image type alone suggests that fluorescence microscopy contains 

particle morphology information that is not encoded in light microscopy information and vice 

versa. As a result, allowing the ConvNet to analyze particle morphology information from both 

microscopies results in improved discrimination between the two aggregate types than was 

possible using light microscopy images alone as is done in typical FIM image analysis. 

 

This study demonstrates how existing particle morphology analysis algorithms can be adapted 

to IFC and how the additional orthogonal morphology information available through 

fluorescence microscopy allows for better differentiation between particle types. It is anticipated 

that these algorithms can also be similarly adapted to analyze imaging data collected by other 

imaging modalities such as background membrane imaging23 and holographic video 

microscopy24,25. While many of these modalities still ultimately use light microscopy to capture 
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particle information and thus capture similar particle morphology information as FIM, the 

modifications to how particles are imaged (e.g. removing solvent for more effective imaging of 

translucent particles in background membrane imaging26) may still improve the performance of 

these particle morphology analysis algorithms. 
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Chapter 8: Flow imaging microscopy and machine learning 

approaches to diagnose bloodstream infections 

 

Based on a manuscript in preparation by Daniels AL, Calderon CP, Randolph TW. Flow imaging 

microscopy and machine learning approaches to diagnose bloodstream infections 

 

 

 

8.1 Abstract 

 

Strategies for rapid, sensitive detection of bloodstream infections (BSIs) are critical for 

diagnosing sepsis, a severe and potentially fatal immune response to an infection. Flow imaging 

microscopy (FIM) combined with convolutional neural networks (ConvNets) may be used to 

image and detect pathogenic cells in a blood sample in a rapid, label-free fashion to diagnose 

BSIs. As proof-of-concept of this approach, this study demonstrates the use of ConvNets to 

distinguish between FIM images of blood cells of bacteria and platelets—the blood cell type that 

is most visually similar to bacterial cells—as well as to distinguish between eight species of 

bacteria. The trained networks were able to identify new FIM images of these cell types with 

reasonable single-image accuracy. While further improvements in network accuracy and 

pathogen scope are necessary for this approach to be useful in practice, these results suggest 

that FIM-based strategies for BSI diagnosis are feasible. 
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8.2 Introduction 

 

Sepsis is a severe immune response to an infection that often results in tissue and organ 

damage as well as potentially patient fatalities1,2. At least one million sepsis cases occur 

annually in the U.S3 which are associated with a 25-30% mortality rate4. Sepsis is particularly 

common in neonates with 36% of all neonates exhibiting at least one sepsis episode during their 

initial hospitalization after birth5 and is associated with a 50% mortality rate6. Early treatment of 

sepsis has been found to improve patient outcomes7. Rapid and effective techniques to 

diagnose sepsis are therefore critical in minimizing patient fatalities and improving patient 

outcomes to this condition. 

 

Sepsis is often diagnosed using strategies to detect bloodstream infections (BSI) or a direct 

microbial infection of the patient’s bloodstream. Diagnosing these infections requires techniques 

to detect pathogenic bacterial and yeast cells in a patient’s blood. A core challenge with this 

diagnosis is the extremely low concentration of pathogen cells in patients with sepsis 

symptoms—patients may exhibit symptoms with as few as 10 colony forming units (CFU) / mL 

of the causative agent in their bloodstream8. This detection is further complicated by the billions 

of cells per milliliter of human blood consisting of red blood cells, white blood cells and 

platelets9. As a result, techniques for detecting BSIs need high sensitivity to detect trace 

pathogen concentration against a high background concentration of cells. 

 

Blood culture is the current standard technique for diagnosing BSI-induced sepsis. This protocol 

involves drawing a 1-10 mL blood sample from a patient and culturing the blood sample in 

media preferential for bacterial growth. If an organism grows biochemical techniques are then 

used to identify the species of that organism. Despite advancements in automated 

approaches10,11 blood culture is a time-consuming diagnosis strategy that often requires on the 



 

137 
 

order of days to identify an organism in a blood sample11,12. The delayed diagnosis and 

treatment not only result in worse clinical outcomes but, as patients will often be prescribed 

broad spectrum antibiotics while blood culture is performed, may result in unnecessary 

antibiotics use. This approach is also restricted to species that can grow on media for detection 

and identification--behavior that is not guaranteed for clinical bacteria and yeast strains. Large 

blood cultures drawn from the patient to are often required for an accurate diagnosis to 

compensate for both the inherently low pathogen concentration in blood and the difficulty of 

growing an isolated pathogen. The large blood volume requirement makes it difficult to use 

blood cultures to diagnose BSIs in neonates as their low body weight greatly limits volume of 

blood that can be drawn to perform blood cultures. 

 

The problems with blood culture have prompted the development of alternative strategies to 

detect BSIs for purposes of sepsis diagnosis. One of the most prominent alternative strategies 

that has been investigated is the use of polymerase chain reactions (PCR) to detect pathogenic 

DNA in a patient’s blood sample13–15. While these PCR reactions offer diagnosis times on the 

order of hours instead of days, these tests are frequently only sensitive to a small albeit usually 

relevant selection of pathogens as the primers used in the reaction are typically specific to a 

small set of organisms. As PCR-based methods are not label-free, organisms whose DNA are 

not amplified by a given PCR scheme will not be detected. This labelling strategy can also result 

in a false positive diagnosis if DNA from dead pathogens are present in a blood sample9.  

 

One potentially useful technique for diagnosing sepsis is flow imaging microscopy (FIM), a 

technique that uses a combination of microfluidics and light microscopy to image particles in a 

liquid sample larger than approximately 1 μm in diameter in a high-throughput fashion16,17. Like 

images yielded by traditional light microscopy, images obtained from FIM are rich in 

morphological information about the particles in the sample. This morphology information can 
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potentially be used to identify different cell types in a sample. For example, this morphology 

information has previously been used to distinguish between viable and unviable cells18. This 

morphology information may similarly be useful in distinguishing between FIM images of 

common blood cells and different pathogenic cells in a blood sample to diagnose BSIs. This 

approach would allow clinicians to identify pathogen cells in a blood sample without the use of 

culturing or organism-specific labelling that can limit the sensitivity of the diagnosis to specific 

pathogens. This approach also offers high theoretical sensitivity to pathogens as even a single 

imaged pathogen may be enough to diagnose an infection. This sensitivity may reduce the 

blood volume that is needed to obtain an accurate diagnosis which is ideal for diagnosing 

neonatal sepsis. 

 

Techniques for extracting and analyzing morphology information in FIM images to determine 

cell identity are critical for a FIM-based sepsis diagnosis to be successful. Convolutional neural 

networks (ConvNets) have shown promise for this analysis due to their performance in general 

computer vision tasks19,20, medical image analysis tasks such as skin cancer diagnosis21, and 

FIM image analysis for protein aggregate analysis22,23. ConvNets may be able to be trained to 

recognize FIM images of common blood cells and different species of pathogens which could be 

used to diagnose BSIs. 

 

This study investigated using convolutional neural networks (ConvNets) to differentiate between 

flow imaging microscopy (FIM) images of blood cells and different species of bacteria as proof-

of-concept of a FIM-based sepsis diagnosis. FIM images of platelets and eight species of 

bacteria were collected and used to train ConvNets to distinguish FIM images of bacteria from 

those of platelets as well as to distinguish between different species of bacteria. If these 

networks can reliably detect each cell type, FIM images of cells in a patient’s blood sample can 
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be analyzed using these networks to identify any pathogenic cells it contains, indicating that a 

patient does or does not have a BSI. 

 

 

8.3 Materials and Methods  

 

8.3.1 Materials 

 

Several species of bacteria were grown and imaged and analyzed in this study. Escherichia coli, 

Serratia marcescens, and Lactococcus lactis cultures were obtained from Microbiologics (St. 

Cloud, MN) and were derived from ATCC stocks of these organisms (Manassas, VA). Cultures 

of Enterococcus faecalis, Staphylococcus aureus, Pseudomonas aeruginosa, Klebsiella 

pneumoniae, and Acinetobacter baumannii strains isolated from local clinics were also 

prepared. Murine blood was taken from female BALB/c mice. These blood draws were 

performed under the University of Colorado Institute of Animal Care and Use Committee 

(IACUC) protocol #2318. 2 mL Becton Dickinson Vacutainers with EDTA (Franklin Lakes, NJ) 

were used in all blood collections. Difco nutrient broth, and brain-heart infusion broth media 

were prepared using premixed powders obtained from Becton Dickinson (Franklin Lakes, NJ). 

Lysogeny Broth (LB) and Cation-Adjusted Mueller-Hinton Broth (CAMHB) media were both 

prepared from reagent-grade chemicals. All media solutions were autoclaved prior to use. 1x 

phosphate buffered saline (PBS) at pH 7.4 and Dulbecco’s Modified Eagle’s Media (DMEM) 

were obtained from Gibco (Carlsbad, California). Ficoll-Paque Premium solution was obtained 

from GE Healthcare (Chicago, IL). Cargille (Cedar Grove, NJ) immersion oil type 37 was used in 

FIM measurements. 
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8.3.2 Bacteria culture preparation 

 

Cultures of each organism in appropriate growth media were grown overnight. Escherichia coli, 

Serratia marcescens and Lactococcus lactis cultures were grown in liquid LB, Difco nutrient 

broth, and brain-heart infusion broth media, respectively. All other cultures were grown in liquid 

CAMHB media. Cultures were grown in a 37°C incubator with agitation. 

 

 

8.3.3 Blood sample preparation 

 

1 mL aliquots of blood pooled from several mice after sacrifice via cardiac puncture were 

obtained and filled into a 2 mL EDTA Vacutainer tube and inverted per manufacturer’s 

instructions. This yielded blood samples with twice the recommended EDTA concentration for 

human blood which was empirically found to minimize coagulation. These samples were then 

kept on ice prior to further analysis. 

 

Blood samples contain three major cellular components: red blood cells, white blood cells, and 

platelets. It was desired to train the algorithm against images of platelets alone instead of a 

mixture of all three cell types as platelets were anticipated to be more difficult to distinguish from 

bacterial cells than other blood cells. Platelets exhibit closer size and morphology to the 

bacterial cells in a sample and, unlike the much larger red and white blood cells, are difficult to 

remove experimentally24 or digitally (e.g. filtering out images of large particles collected during 

FIM). An AcouWash (AcouSort, Lund, Sweden) was used to process the blood samples to 

obtain concentrated platelet samples for use in algorithm training. This instrument flows 

separation media sheathed with sample volume through a microfluidics channel and uses 

standing ultrasound waves to move large cells from the sample to the separation media.25 The 
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stream is then separated to yield two outlets enriched in either large or small cells. To perform 

this separation, blood samples were diluted 1:10 with PBS and flown through the AcouWash 

along with 70% Ficoll-Paque solution in PBS as the separation media. Sample and media flow 

rates were 50 and 100 μL/min, respectively. Red blood cell separation was performed using 

2041 kHz ultrasound waves. The platelet-rich eluent outlet was set to a 110 μL/min flow rate 

while the red and white blood cell-rich sample outlet was set to a 40 μL/min flow rate. Note that 

the final dilution of the platelet-rich outlet was approximately double that of the sample inlet 

(~1:20) due to the higher flow rate to this outlet. The eluent outlet at these settings were found 

to contain 99% of the platelets and 1% of the red blood cells present in the initial blood sample.  

 

 

8.3.4 Flow Imaging Microscopy 

 

 Flow imaging microscopy was used to collect images of blood, purified platelets, and bacterial 

cells. FIM was performed using a FlowCam Nano (Yokogawa Fluid Imaging Technologies, Inc., 

Scarborough, ME) instrument which uses immersion oil-based optics to image cells smaller than 

1 μm in diameter. All samples were imaged using a 50 x 1000 μm flow cell and a flow rate of 

0.01 mL/min. Prior to measurements, fresh immersion oil was added to the instrument’s optics 

and the optics were aligned and focused on 1 μm calibration beads. Focusing was performed by 

priming the system with beads and adjusting the focal plane of the instrument using the 

micrometer until as many beads were in optimal focus as possible. The flash duration of the 

instrument was also adjusted to ensure that the average background intensity of the instrument 

was approximately 160 at the start of each measurement. Samples were imaged by loading 0.1 

mL of sample into the instrument’s fluidics, priming the flow cell until particles were observed in 

the system’s optics, and analyzing 0.1 mL of sample volume. Image segmentation during these 

measurements was performed with 15 and 17 dark and light pixel thresholds and rolling 
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background calibration using the default 10 frames for background estimation. The instrument’s 

fluidics were flushed with ethanol and then water between measurements. 

 

FIM was used to image blood and bacterial cells that could be used to train ConvNet classifiers. 

To ensure that the cell density was appropriate for the FlowCam Nano, raw blood and bacterial 

samples were diluted 1:100 with either PBS (blood, E. coli, L. lactis, and S. marcescens) or 

DMEM (all remaining bacteria) before imaging. Platelet samples obtained from the AcouWash 

were not diluted beyond the dilution yielded by the platelet separation. For cell types that could 

be safely handled with biosafety level (BSL) 1 precautions including murine blood, E. coli, S. 

marcescens, and L. lactis, imaging was performed with the FlowCam Nano on a lab bench. As 

the remaining organisms required BSL 2 precautions, the remaining organisms were imaged as 

described but with the FlowCam placed inside a biosafety cabinet. All images were exported 

from the FlowCam Nano and rescaled to 40 x 40 pixels for further analysis. 

 

 

8.3.5 Convolutional Neural Networks 

 

ConvNets were trained to distinguish between different types of cell types that may be 

encountered in a blood sample from a patient with sepsis. Two neural networks were trained for 

this purpose. The first was trained to distinguish between platelets cells and bacterial cells. The 

other was instead trained to distinguish between different species of bacteria. Table 7 shows the 

structure of these ConvNets. Both networks accepted a FIM image and returned the 

probabilities of the image being each possible class the network was trained on—a blood or 

bacterial cell for the first network and each of the eight possible species of bacteria for the 

second. These networks were trained using 16,000 images of platelets and each bacteria type. 

Training was performed using an Adam optimizer26 with a 0.001 learning rate and 64-image 
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minibatches. 2,000 images of each cell type were set aside as test images and used to test the 

performance of the trained classifiers. To test the classifiers, each test image was analyzed with 

the trained ConvNets to obtain predicted class probabilities that were then used to classify the 

image. Images were classified as either being a platelet or bacteria using the returned 

probabilities that the inputted image contained a bacterial cell; if that probability was above a 

threshold value the cell was classified as a bacteria cell. Three values of this threshold were 

investigated; 10%, 50%, and 90%. For the bacteria species classifier images were classified as 

the class for which the network returned the highest probability for.  

Table 7 : ConvNet Structure for blood and bacteria classification 
The structure used for both ConvNet classifiers trained in this analysis. The number of 

features used in the final layers was 2 for the classifier trained to distinguish platelets from 
bacterial cells and 8 for the classifier used to distinguish different bacteria species 

 

Layer 
# Layer Type # of features Kernel Size Activation 

Input 
Shape 

Output 
Shape 

1 Convolutional 32 3x3 ReLU 40x40x3 38x38x32 

2 Convolutional 32 3x3 ReLU 38x38x32 36x36x32 

3 Max Pooling (2x2) - - - 36x36x32 18x18x32 

4 Dropout (10% rate) - - - 18x18x32 18x18x32 

5 Convolutional 32 3x3 ReLU 18x18x32 16x16x32 

6 Convolutional 64 3x3 ReLU 16x16x32 14x14x64 

7 Max Pooling (2x2) - - - 14x14x64 7x7x64 

8 Dropout (10% rate) - - - 7x7x64 7x7x64 

9 Convolutional 64 3x3 ReLU 7x7x64 5x5x64 

10 Convolutional 64 3x3 ReLU 5x5x64 3x3x64 

11 Flatten - - - 3x3x64 576 

12 Dropout (10% rate) - - - 576 576 

13 Dense 64 - ReLU 576 64 

14 Dense 2 or 8 - Softmax 64 2 
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 8.4 Results 

 

8.4.1 Flow imaging microscopy 

 

Figure 22 shows randomly selected FIM images obtained from whole blood samples, 

concentrated platelet samples, and cultures of all 8 microorganisms included in this analysis.  

The large red blood cells present in whole blood sample (Figure 22a) appeared out of focus on 

the FlowCam when the instrument was focused on 1 µm beads. The size and fuzziness of these 

 

Figure 22: FIM images of blood and bacterial cells 
Figure 1: Sample FIM images of (a) whole blood (b) purified platelets (c) E. coli (d) L. lactis 
(e) S. marcescens (f) A. baumannii (g) E. faecalis (h) K. pneumoniae (i) P. aeruginosa (j) S. 
aureus. Images were randomly selected from FIM  
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images appeared to interfere with the image segmentation on the FlowCam, resulting in a large 

number of seemingly-blank images from whole blood samples. These issues were not observed 

with the smaller platelet and bacterial cells which were more frequently in focus.  

 

 As was anticipated, the platelets exhibited similar size, shape, and coloration to the bacteria 

relative to the large, fuzzy red blood cells (Figure 22b-j). Despite this similarity, the slightly 

larger, rounded structures of platelets were visually distinguishable from the smaller, elongated 

structures of the bacteria. Similarly, many of the bacteria species were also visually 

distinguishable due to the different cell morphologies these species exhibit (e.g. rods for E. coli 

and P. aeruginosa, spheres for E. faecalis and S. aureus). 

 

 

 8.4.2 Convolutional Neural Networks 

 

ConvNets were trained to classify FIM images as either platelets or bacteria. Large red and 

white blood cells were not used to train this network as it was anticipated that ConvNets could 

easily identify the dramatic morphology difference between large, out-of-focus red blood cells 

and bacteria. Table 8 shows a confusion matrix showing the accuracy of the trained classifier on 

FIM images of platelets and other species of bacteria that were excluded from algorithm 

training. The classifier yielded great classification accuracy regardless of the threshold, 

identifying 97-99% of held-out platelet images and ~99% of the bacterial cells of different 

species. E. coli cells yielded the most incorrect classifications with only 96% of the cells being 

correctly identified as bacteria. The cause of the relatively low classification accuracy on this 

bacteria species is unknown. As is shown in Table 8, the threshold probability used to classify 

images can be adjusted to change the relative error rates of this classifier: higher thresholds for 
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identifying an FIM image as a bacteria decreases the fraction of misidentified platelets while 

increasing the fraction of misidentified bacteria and vice versa.  

 

A separate ConvNet was trained to classify images of FIM images identified as bacteria by the 

previous network. The performance of this network on unseen FIM images of different bacteria 

species is shown in Table 9. The average accuracy of the classifications yielded by this 

Table 8 : Confusion matrix for blood-bacteria classification 
Confusion matrix showing the percent of FIM images from pure cultures of one cell type 
(rows) that were identified as a platelet or a bacteria cell by the ConvNet (columns). The 

performance of the classifier at three different thresholds (column headers) is shown here 
 

  10% Threshold 50% Threshold 90% Threshold 

  Platelet Bacteria Platelet Bacteria Platelet Bacteria 

Platelets 97% 3% 98% 2% 99% 1% 

Bacteria (Average) 1% 99% 1% 99% 1% 99% 

  E. coli 2% 98% 4% 96% 5% 95% 

  L. lactis 0% 100% 0% 100% 1% 99% 

  S. marcescens 1% 99% 1% 99% 2% 98% 

  A. baumannii 1% 99% 1% 99% 1% 99% 

  E. faecalis 0% 100% 0% 100% 0% 100% 

  K. pneumoniae 0% 100% 0% 100% 0% 100% 

  P. aeruginosa 0% 100% 0% 100% 1% 99% 

  S. aureus 0% 100% 0% 100% 0% 100% 

 

Table 9 : Confusion matrix for bacteria species classification 
Confusion matrix showing the percent of FIM images from pure cultures of one bacteria 

species (rows) that were identified as each of the eight species the ConvNet was trained to 
detect (columns) 

 

 E. Coli 
L. 

lactis 
S. 

marcescens 
A. 

baumannii 
E. 

faecalis 
K. 

pneumoniae 
P. 

aeruginosa 
S. 

aureus 

E. coli 99.6% 0.0% 0.2% 0.1% 0.0% 0.0% 0.0% 0.0% 
L. lactis 0.3% 91.1% 8.0% 0.1% 0.3% 0.1% 0.2% 0.1% 

S. marcescens 1.2% 3.1% 94.9% 0.4% 0.0% 0.0% 0.2% 0.1% 
A. baumannii 0.4% 0.0% 0.7% 83.8% 0.7% 9.5% 3.2% 1.7% 

E. faecalis 0.0% 0.0% 0.1% 0.4% 58.4% 1.9% 3.6% 35.5% 
K. 

pneumoniae 
0.1% 0.0% 0.1% 7.6% 2.3% 74.8% 5.5% 9.5% 

P. aeruginosa 0.2% 0.1% 0.3% 4.3% 11.3% 11.7% 65.7% 6.4% 
S. aureus 0.1% 0.0% 0.1% 0.5% 4.5% 1.4% 0.9% 92.6% 
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ConvNet was 82%. However, we note that the accuracy of the classification varies significantly 

with organism with species, varying from 58% (E. faecalis) to nearly 100% (E. coli). 

 

 

8.5 Discussion 

 

FIM-based methods for diagnosing BSIs potentially offer clinicians a technique to diagnose 

sepsis rapidly and accurately. To demonstrate proof of concept of this approach, FIM images of 

platelets and bacteria (including common human pathogens) were collected and used to train 

ConvNets to distinguish platelets from bacteria and different species of bacteria from each 

other.  

 

As shown in Table 8, the ConvNet trained to differentiate FIM images of bacteria from those of 

platelets correctly identified 98% of platelet images and 99% of bacteria images using a 50% 

threshold. While red and white blood cells were not included in this classifier, it is believed that 

these large cells would be easy to differentiate from pathogens due to the obvious difference in 

cell size and morphology when images of these cells are in focus. The relatively high accuracy 

of this classifier particularly on bacterial cells independent of the threshold suggests that this 

approach can be used to digitally filter out many of the blood cell images present in a FIM 

dataset with minimal false negatives on pathogen images.  

 

While this classifier offered high single-image accuracy, a classifier used in practice will need to 

correctly identify a large fraction of blood cells for this approach to be effective in identifying 

bacteria. As blood cells greatly outnumber the concentration of pathogen cells in most sepsis 

cases, a small fraction of incorrectly identified blood cells can easily disguise a few correctly 

identified pathogenic cells. The classifier here was only able to correctly identify 98% of platelets 
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at a 50% threshold and, while the fraction of correctly identified platelets can be increased by 

increasing this threshold, higher overall accuracy on platelet images will likely be required for 

this approach to be practical. Despite the suboptimal platelet identification, the high accuracy 

overall accuracy particularly on pathogens suggests that this network may obtain the needed 

accuracy for BSI diagnosis with additional algorithm refinement. With these improvements, a 

network similar to the one trained in this analysis could be used to rapidly detect any pathogenic 

cells that may be in a blood sample—regardless of the species of pathogen or its ability to grow 

in culture media. 

 

The second ConvNet trained in this analysis was able to correctly predict the species of bacteria 

in individual unseen FIM images 82% of the time albeit with significant variation in accuracy 

between organisms. While the accuracy of this classifier could be improved, the relatively high 

accuracy of the classifier suggests that the ConvNet was generally able to differentiate between 

FIM images of different bacteria species. We note that the accuracy of the identified causative 

agent improves if additional pathogenic cells can be collected and assuming a patient is only 

infected by a single pathogen. As has previously been shown with FIM image classifiers22 since 

the ConvNet has over a 50% chance of correctly identifying individual images of each species 

the accuracy of the ConvNet at predicting the causative agent will increase rapidly as multiple 

FIM images of the pathogen are collected from a patient. While this simple classifier only 

includes a small subset of potential pathogens, it should be noted that unlike PCR-based 

methods FIM and the previous ConvNet can still be used to detect and diagnose infections of 

bacteria species that this network is not trained against. Regardless, it is still desirable to 

increase the number of pathogens this classifier can identify in future iterations of this approach. 

 

These results suggest that ConvNets can distinguish between FIM images of different blood and 

pathogen cells. With the inclusion of additional relevant pathogen species in algorithm training 
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and improvements in classifier accuracy these networks may be used to identify pathogen cells 

in an FIM-based BSI diagnosis. Such a diagnosis strategy would provide a fast, sensitive 

method to diagnose BSIs in patients. FIM can be used to image particles in 0.5 mL of sample 

per hour and the resulting images can be analyzed by ConvNets nearly instantaneously. It is 

anticipated that the throughput of FIM will be lower in practice as, due to the high cell 

concentration, blood samples will need to be diluted to obtain accurate image segmentation 

during FIM. However, pre-processing whole blood samples using techniques like AcouWash to 

remove large red and white blood cells from whole blood would minimize the amount of dilution 

required. Assuming a 1:20 dilution is required to perform this separation, a 50 µL drop of blood 

can currently be analyzed by a FIM-based BSI diagnosis technique in about two hours of 

analysis time—much faster than blood culture-based methods and competitive with if not faster 

than PCR-based methods15. While the currently low throughput of this technique does limit the 

concentration of bacteria that can be detected, the rapid analysis of small blood volumes and 

potential single-cell sensitivity of ConvNet classifiers is ideal for diagnosing neonatal sepsis. It is 

also anticipated that the throughput of the technique can be improved with refinements in cell 

separation and imaging protocols. 

 

While this study focused on training ConvNets to differentiate between blood and pathogen 

cells, it is anticipated that a similar FIM-based strategy for identifying different cell types may be 

used for other applications. For example, FIM could be used to diagnose urinary tract 

infections27 by using a ConvNet to determine the concentration of different bacterial species like 

that trained in this study. 
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Chapter 9: Conclusions 

 

 

 

 

 

 

9.1 Overview 

 

The previous chapters describe approaches that rely on flow imaging microscopy (FIM) and 

various machine learning methods to analyze the morphology of particles present in a liquid 

sample. The resulting algorithms were then used to analyze FIM images of protein aggregates 

formed under different conditions such as different accelerated stability stresses or primary 

containers. These approaches were also adapted to analyze imaging data from a different 

modality (imaging flow cytometry) and to analyze cells rather than protein aggregates. While 

these studies investigated diverse applications of FIM and machine learning algorithms, there 

were a few overarching conclusions from these studies which will be described in this chapter. 

 

 

9.2 FIM images contain particle morphology information that is characteristic of different 

particle types 

 

Each of the algorithms described in chapter 2 is trained to distinguish between FIM images of 

particles from samples that were treated in different ways (e.g. protein formulations exposed to 

different stresses, cultures of different organisms). It was hypothesized that the particles in 
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these samples would exhibit distinguishable particle morphologies, resulting in FIM images that 

could be differentiated between samples using machine learning algorithms. 

 

The performance of the developed algorithms was consistent with this hypothesis. The machine 

learning algorithms developed as part of this thesis were able to differentiate between particles 

from different samples. This suggests that information recorded in raw FIM images could be 

used by these algorithms to differentiate between particle types. Furthermore, the results in 

Chapters 5-6 also suggest that these images are differentiable at least in part due to underlying 

differences in particle morphology. When analyzing FIM images using the convolutional neural 

network (ConvNet)-based particle comparison algorithm, the positions of raw FIM images in the 

resulting ConvNet-derived embedding space were often found to correlate with human-

observable particle morphology features. While it is possible that other uninterpretable image 

features were also used by ConvNet-based algorithms to compute these image embeddings1, 

these results suggest that ConvNet-based algorithms likely used the underlying particle 

morphology information captured in these images in part to help differentiate between particle 

types. The sensitivity of these algorithms to changes in particle morphology captured by FIM 

images allowed us to use these algorithms to analyze FIM images to differentiate between 

protein aggregates and cells based on their morphology. 

 

 

9.3 Subvisible protein aggregates formed by different stress conditions exhibit different 

morphologies 

 

Several of the studies presented in this thesis (see Chapters 2, 4-6) used FIM and machine 

learning methods to compare protein aggregates formed under different accelerated stress 

conditions such as freeze-thaw, shaking, and tumbling. These different stress conditions 
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frequently yielded dramatic differences in particle morphology; particles generated by these 

different stresses were often distinguishable by eye (e.g. Figure 11) and using machine learning 

approaches (e.g. Figure 12). This result was expected; as these different stresses likely induce 

aggregation through dramatically different mechanisms, the resulting aggregates assembled 

through these mechanisms were likely to exhibit drastically different particle morphologies 

characteristic of these different mechanisms. It was also observed that subtle changes in 

formulation conditions (e.g. container type in Chapter 4, secondary packaging in Chapter 5) can 

also subtly influence these aggregation mechanisms, generating slightly different particle 

populations than those present without these changes. 

 

Because of this effect, particle morphologies could be used as a tool to analyze the dominant 

mechanisms of aggregation in samples. This approach was used to identify the dominant 

mechanism of aggregation during shipping stress and to determine if fibrillation occurred during 

cavitation. Comparing aggregates formed by shipping to those formed by low and high g-force 

stresses samples experience during shipping revealed that low g-force stresses are the primary 

cause of aggregation from shipping. A similar analysis revealed that insulin and amyloid beta 

formulations form a similar aggregate population after exposure to different cavitation-inducing 

stress and elevated temperature incubation, suggesting that cavitation may generate amyloid 

fibrils of these proteins. 

 

These results suggest that these algorithms may be useful in diagnosing process upsets in 

manufacturing processes for these protein formulations. As aggregate morphologies are 

sensitive to changes in their mechanisms of formation, deviations in manufacturing conditions 

that trigger aggregation will result in a new aggregate morphology characteristic of that upset. 

The particle comparison algorithm described in Chapters 2 and 4 was designed to detect these 

particle morphology changes. This algorithm can be trained on particles normally generated by 
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the manufacturing process and used to compare particles in new batches of product against 

these particles. These comparisons can be used to detect changes in particle morphology in 

these new batches that indicate a change in the underlying mechanisms of aggregation (i.e. a 

process upset). If a deviation in particle morphology is detected, either of the ConvNet methods 

described here could then be used to compare the new particle population to those made by 

known stresses or process upsets to help identify the root cause of the upset.  

 

 

9.4 Machine learning approaches developed for FIM images can be applied to similar 

imaging modalities 

 

While most of the analysis performed here used FIM to obtain particle images, the algorithms 

described here are agnostic to the imaging platform and may be applied to particle images from 

other imaging modalities. Chapter 7 described how these algorithms can be adapted for data 

returned by imaging flow cytometry (IFC), a similar imaging platform to FIM that returns both 

light and fluorescence microscopy images for each particle. The results obtained from this study 

not only suggested that these algorithms could be adapted to IFC images but that the additional 

particle morphology available from the fluorescence microscopy images resulted in better 

differentiation between protein aggregates generated by different stresses. While the image-

centric data returned by IFC made it simple to adapt ConvNet-based algorithms to analyze the 

data it collects, it is anticipated that these machine learning approaches can also be tailored to 

other imaging platforms like background membrane imaging2. Doing so may allow these 

algorithms to include additional particle morphology information in this analysis that is not 

available from FIM alone, potentially enabling the algorithm to better distinguish between 

particle types. 
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9.5 FIM and machine learning approaches can be used to differentiate cells of different 

species 

 

Although the algorithms described here were developed for analyzing protein formulations, 

these methods were also successfully used to differentiate between cells of different organisms. 

Similar ConvNet-based methods used to classify protein aggregates from different stresses 

described in Chapter 2 were also successfully used to differentiate between platelets and 

different species of bacteria as described in Chapter 8. The ability for these algorithms to 

differentiate between cell species may be useful for several different applications. As described 

in chapter 8, FIM and ConvNets may be used to identify pathogen cells in a blood sample as a 

rapid, sensitive sepsis diagnosis strategy. A similar approach could also be used to diagnose 

urinary tract infections by detecting pathogens in a patient’s urine in a similar but much higher 

throughput fashion than currently-used microscopy techniques3. FIM may also be useful for 

monitoring cells found in non-medical applications such as monitoring cell-based medical 

product production4 or detecting microbes in water samples5. 
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Appendix A: Algorithm Implementation Details 

 

 

 

 

 

 

Many of the ConvNets trained throughout this thesis were trained using a triplet loss approach 

borrowed from facial recognition1. These algorithms are used to train ConvNets that accept 

images and return low-dimensional representations of these images. These networks were 

trained to learn and return very low-dimensional (i.e. 2D) representations of FIM images for 

easier analysis. This appendix describes how this approach was implemented for most of the 

analyses described in this thesis in more detail. Additionally, this section also describes some 

optimization that was used when designing the alternative method for performing the container 

study described in the fibrillation analysis described in Chapter 6. 

 

 

A.1 Triplet Loss and Mining 

 

In a triplet loss training scheme, the low-dimensional representations or embeddings returned 

by the ConvNet are optimized by adjusting network parameters so that these representations 

minimize a triplet loss function. The loss function is evaluated on triplets or sets of three images 

consisting of one image of a specific particle type (the anchor image), a second image of the 

same particle type (the positive image), and an image of a different particle type (the negative 

image). The triplet loss 𝐿 is typically computed using: 
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𝐿 = max (𝑑𝑎𝑛 − 𝑑𝑎𝑝 − 𝛼, 0) 

 

where 𝑑𝑎𝑝 is the Euclidean distance between the anchor and positive image embeddings, 𝑑𝑎𝑛 

is the Euclidean distance between the anchor and negative image embeddings, and 𝛼 is the 

margin, a small constant that sets how much further we wanted 𝑑𝑎𝑛relative to 𝑑𝑎𝑝. This loss is 

zero if the distance between the anchor and negative image embeddings is at least a distance 𝛼 

greater than that between the anchor and positive image embeddings. Note that other versions 

of this triplet loss such as the modified triplet loss used in Chapter 4 have also been proposed 

and used. 

 

Triplets can be divided into three general types depending on their loss function value and the 

relative values of 𝑑𝑎𝑝 and 𝑑𝑎𝑛
1. An “easy” triplet is one for which the anchor-negative distance 

is at least a value 𝛼 greater than the anchor-positive distance, resulting in zero loss. A “hard” 

triplet is one with embeddings so that the anchor image is closer to the negative image than the 

positive image in the embedding space (𝑑𝑎𝑝 > 𝑑𝑎𝑛). A “semihard” triplet is a triplet between 

these extremes: the negative image is farther away from the anchor than the positive image in 

the embedding space but by less than a distance 𝛼 and thus has non-zero loss. The “difficulty” 

and thus the loss of a triplet can be thought of as how easy it is to tell that the anchor image 

contains the same type of object in the positive image and a different type than that in the 

negative image. As the loss of a triplet increases, the anchor image increasingly resembles the 

negative image more than it does the positive image. 

 

During training, triplets are often mined to remove easy and/or hard triplets1. Easy triplets that 

can already be separated correctly by the ConvNet do not contribute to the loss function and, as 

(1) 
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they make up an increasingly large fraction of the triplets that can be constructed from the 

training set as the network trains, can “drown out” triplets that still have a positive loss. Hard 

triplets meanwhile dominate the loss function and, as it can be difficult to correctly sort these 

images in the embedding space especially during the early part of training, can cause the 

network to collapse on trivial solutions (e.g. ConvNet parameters that map all images to a single 

point in the embedding space). Filtering out these easy and hard triplets can improve the 

convergence of the model during training. Additionally, as only a subset of all available triplets 

are used to train the model, this mining introduces randomness during training that can help 

prevent overfitting. However, as the exact strategy used for mining triplets and selection can 

also impact the performance of the final trained model2 it is important to optimize the mining 

strategy used for a given application of the triplet loss algorithm. 

 

 

A.2 Triplet Loss Implementations 

 

Different implementations of the triplet loss were used for the various projects in this thesis. 

These implementations varied in triplet mining strategy and the implementation of the triplet loss 

section. An initial implementation was used to compute the results in Chapters 4, 5, and 7 and 

an updated implementation was used in the results in Chapters 6. This section describes these 

implementations in detail while later sections in this chapter will describe the optimization that 

went into the updated implementation. 
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A.2.1 Initial Triplet Loss Implementation 

 

In the initial implementation of the triplet loss, ConvNets were trained using minibatches of 

semihard triplets. Triplets were assembled by dividing the training images into minibatches of 

images which were to be used as anchor images for triplets. Each anchor image was only used 

once per minibatch. To mine triplets for the anchor images, up to 100 candidate positive-

negative image pairs were selected from all training images and the anchor-positive and 

anchor-negative distances were computed for each using the embeddings for each image. 

These embeddings were typically computed at the start of each epoch and were used for triplet 

mining through the end of the epoch—an offline triplet mining strategy. A random semihard 

triplet among these candidates was then selected and used to train the algorithm in that 

minibatch. If no semihard triplets were mined one of the candidate positive-negative image pairs 

was randomly selected to construct the triplet. 

 

Once a minibatch of triplets was selected, image augmentation was applied to each image 

before use in training. This augmentation was designed both to reduce the risk of overfitting and 

to help mask common FIM image artifacts that may otherwise be used when computing 

embeddings. This augmentation included global image noise via addition of a random RGB 

value to all pixels in an image and flipping the image horizontally and vertically. Image noise 

was added to introduce random changes in image color to help mask changes in background 

image color that can often vary between FIM measurements. These adjustments were 

performed by sampling a random RGB value from a normal distribution with zero mean and 

0.01 standard deviation and adding that value to each pixel in the image. Flipping was included 

to help ensure the algorithm was robust against both the orientation of the particle in the image 

and any imperfections in the particle illumination by the instrument. Images were flipped 50% of 
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the time in each dimension. It is important to note that this augmentation was performed after 

triplet mining and thus did not influence if a triplet met the mining criteria. 

 

Minibatches assembled as described above were then used to train the algorithm to minimize 

the modified triplet loss in Chapter 4 until all minibatches of anchor images were used. At the 

end of each epoch, the embeddings for the training images were updated, the training images 

were shuffled into new minibatches and the triplet mining process was repeated. During training, 

the triplet loss over a small validation set of images was computed at the end of each epoch. 

This loss was computed using triplets mined in a similar fashion as triplets used in algorithm 

training but including easy and hard triplets. The ConvNet parameters that resulted in the lowest 

value of the triplet loss over the validation set was saved and used in subsequent analyses. 

 

While the approach described above was effective at differentiating images from different 

classes, it differs dramatically from existing implementations of the triplet loss that are better 

characterized on facial recognition tasks1,2. After performing the optimization described later in 

this section, this initial triplet loss implementation was abandoned in favor of a better-

characterized and better-performing implementation. 

 

 

A.2.2 Batch All Triplet Loss Implementation 

 
The second triplet loss implementation was based heavily on the “Batch All (Nonzero)” strategy 

described by Hermans et al..2 In this approach, minibatches of triplets were generated by 

randomly selecting a small number of images from a few different samples and assembling all 

valid triplets with a positive triplet loss (i.e. all semihard and hard triplets) that can be 

constructed from these images. These triplets were then used to train the ConvNet without 
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applying any image augmentation. At the end of each epoch, the triplet loss on the validation set 

was computed and the model parameters that minimized this loss was used in later analyses. 

 

 

A.3 Triplet Loss Optimization 

 

The performance of various triplet loss algorithms on a sample FIM image dataset was 

compared to develop the updated triplet loss implementation. This FIM image dataset consisted 

of aggregates of a monoclonal antibody (mAb) formulation donated by AstraZeneca generated 

by a simulated shipping stress. To generate aggregates, mAb formulation was filled into one of 

four container types: Glass vials from Schott (Mainz, Germany), high-density polyethylene 

(HPDE) containers from Meissner (Cryovault; Camarillo, CA), low-density polyethylene 

(ULDPE) bags from Millipore Sigma (Mobius; Burlington, MA), and Ethylene Vinyl Acetate 

Monomaterial (EVAM) bags from Sartorius Stedim (CelsiusPak; Göttingen, Germany). Each 

container was filled to obtain roughly the same air-water interface area-to-volume ratio of fluid in 

the container. The filled containers were then agitated on a transportation simulator instrument 

from Lansmont Corporation (Monterey, CA) to simulate 6 hours of air transportation followed by 

6 hours of truck transportation. The resulting aggregates were then imaged using a FlowCam® 

VS instrument (Yokogawa Fluid Imaging Technologies, Inc., Scarborough, ME). 8,000 FIM 

images per container were designated as training data for the ConvNets with an additional 

1,000 FIM images per container used as a validation set. All remaining FIM images (>1,000 per 

container) were used as a test set for the algorithm. 
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Several ConvNets were trained using a triplet loss approach to differentiate mAb aggregates 

generated by agitation in the four different containers (Glass, EVAM, HDPE, and ULDPE). The 

structure of these ConvNets is shown in Table 10. Unless otherwise noted, all ConvNets were 

trained to minimize the standard triplet loss (eq. 1) with a 0.5 margin, an Adam optimizer at 

default parameters and no image augmentation. The triplet loss on the validation set was used 

as early stopping criteria for the training and network training was stopped after 5 epochs 

without improvement to this triplet loss. 

 

The performance of the different algorithms was compared by visual inspection of the raw 

embeddings as well as using the goodness-of-fit algorithm. The embeddings yielded by each 

algorithm were visually inspected to determine if and how the different mining strategies 

impacted the separation between aggregates from each container. Goodness-of-fit hypothesis 

testing was used to investigate how these different algorithms influenced the Type I error rate of 

the hypothesis test on sets of FIM images from the test set for each container. For each test the 

null PDF was estimated using a kernel density estimate with normal product kernels and 

bandwidths computed via a normal reference rule. The Type I error rate was computed on 

10,000 sets of 50 image embeddings sampled from the test set. 

 

Table 10: ConvNet structure used in triplet loss optimization 
 

Layer # Layer Type 
# of 

features 
Feature 

Size 
Activation Input Shape Output Shape 

1 Convolutional 32 3x3 ReLU 24x24x3 22x22x32 

2 Convolutional 32 3x3 ReLU 22x22x32 20x20x32 

3 Max Pooling (2x2) - - - 20x20x32 10x10x32 

4 Convolutional 32 3x3 ReLU 10x10x32 8x8x32 

5 Flatten - - - 8x8x32 2,048 

6 Dense 64 - Softplus 2,048 64 

7 Dense 2 - Softmax 64 2 
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The following sections describe the optimizations that were considered and the optimized 

settings. 

 

 

A.3.1 Triplet Mining 

 

We first investigated different strategies for selecting triplets for use in ConvNet training. Each of 

the investigated strategies was based on either our initial triplet mining implementation or the 

batch all (nonzero) mining strategy described in the updated implementation section. As these 

strategies vary both how triplets were mined and the difficulty of the selected triplets, we also 

investigated several variations on these strategies that are more intermediate between the 

behavior of the two algorithms. For our “Initial” triplet mining strategy, we investigated the 

performance of this strategy using both the “Offline” triplet mining described previously as well 

as an “Online” triplet mining strategy in which the embeddings used in triplet mining are 

computed after each minibatch rather than after each epoch. The more frequent embedding 

updates results in triplets that always meet the mining criteria at the current parameters of the 

ConvNet. For the “Batch All” triplet mining strategy we investigated the performance of the 

strategy with different strategies for triplet selection. Triplet selection was performed to either 

select either all non-easy triplets (“Batch All (Nonzero)”) or semihard triplets only as was done in 

the Initial implementation (“Batch All (Semihard)”). We also investigated the performance of this 

approach without any triplet selection (“Batch All”) in which all valid triplets were used in training. 

All triplet selection in the Batch All implementations was done in an online fashion. Networks 

trained using the Initial implementation were trained on minibatches of 64 semihard triplets. To 

train the Batch All methods, 16 random images were selected from each of the four containers 

the algorithm was trained on and all valid triplets that could be constructed from this 64-image 

set that met the desired triplet selection criteria were used in training. 
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Figure 23: ConvNet Embeddings Using Different Triplet Mining Strategies 
Contour plots of FIM image embeddings from ConvNets trained with different triplet mining 
schemes. Rows correspond to the different triplet mining scheme while columns indicate 
which container the FIM images used to obtain the embeddings were taken from. The 
colorbars to the right of each row indicate the relative fraction of embeddings found at each 
location in the embedding space for that row. 
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Figure 23 shows sample contour plots of the resulting embeddings from each container while 

Table 11 shows the Type I error rates for these networks. As shown in Figure 23, each plot 

generally yielded similar embedding profiles for the four different containers; Glass generally 

contained a distinct particle type while EVAM, HDPE, and HDPE yielded similar particle types 

but in different ratios. While the extent of separability between particles found in the remaining 

three containers varied, ULDPE was generally enriched in one particle type while EVAM and 

HDPE were both enriched in a different particle type. The Initial (Online), Batch All, and Batch 

All (Nonzero) methods offered the best separation between the four different containers. 

However, the results in Table 11 indicate that the Batch All strategies achieved lower Type I 

error rates than the Initial method did on this dataset, network architecture, and training setup. 

Based on both metrics the Batch All and Batch All (Nonzero) methods were the most effective 

for analyzing these FIM images. The Batch All (Nonzero) method was deemed the superior 

method due to the slightly improved separation between particles from the four containers and 

the slightly more stable convergence due to the removal of easy triplets during training. 

However, the Batch All method is also viable for this analysis due to its similar performance but 

without using triplet selection.  

 

Table 11: Type I Error Rate Using Different Triplet Mining Strategies 
Rows indicate ConvNet models trained via different mining strategies, columns indicate 

particles from the four containers the algorithm was trained to differentiate, values indicate 
the Type I error rate of the goodness-of-fit hypothesis test on particles from each container 

by each network. 
 

Mining Strategy Glass EVAM HDPE ULDPE Average 

Initial (Offline) 9.1% 5.2% 5.3% 5.8% 6.3% 

Initial (Online) 8.6% 7.1% 5.2% 8.2% 7.3% 

Batch All (Semihard) 4.9% 4.8% 4.9% 5.1% 4.9% 

Batch All (Nonzero) 4.7% 5.1% 5.7% 6.5% 5.5% 

Batch All 5.4% 5.2% 5.5% 5.3% 5.4% 
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A.3.2 Image Augmentation 

 

To see what impact augmentation had on algorithm performance, ConvNets were trained with 

and without various image augmentation using the Batch All (Nonzero) method and a 0.5 

margin. In addition to the image noise and flipping augmentations used in our initial 

 

 

Figure 24: ConvNet Embeddings Using Different Image Augmentation Strategies 
Contour plots of FIM image embeddings from ConvNets trained with different image 
augmentations enabled. Rows correspond to the different image augmentations while 
columns indicate which container (Glass or HDPE) the FIM images used to obtain the 
embeddings were taken from. The format of the subplots matches that in Figure [1] 
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implementation, we also investigated the performance of an additional pixel noise augmentation 

which consisted of adding a unique random RGB value sampled from a normal distribution with 

zero mean and 0.01 standard deviation to each pixel. These augmentations were applied both 

to the training data during training as well as to the validation and test data when evaluating the 

performance of the model. The impact of these augmentations was assessed by comparing the 

shape of the embeddings obtained with and without each augmentation to ensure that the 

augmentation did not significantly bias the embeddings returned by the model. 

 

As is shown in the contour plots in Figure 24, the flipping and pixel noise augmentations did not 

appreciably change the shape of the image embeddings from each container. However, the 

image noise augmentation drastically changes the shape of the embeddings, resolving an 

additional particle population present in HDPE containers that was less appreciably resolved 

without this augmentation. The images that are embedded in this new region consist of dark, 

circular particles that were commonly found in the HDPE sample. The image noise 

augmentation appeared to bias the embeddings returned by the model and thus should not be 

used to train these algorithms. For sake of simplicity, augmentation was not used in the models 

trained later in this section as well as in Chapter 6 of the thesis where this method was used. 

However, the addition of white noise to the image and flipping can safely be included in the 

analysis if it is desired to use image augmentation. 

 

 



 

187 
 

 

A.3.3 Margin 

 

The margin used in the triplet loss sets the minimum distance that the negative image in a triplet 

must be further than the positive image for the triplet to exhibit zero loss. To investigate the 

impact of this parameter on the performance of the network, ConvNets were trained using five 

different values of the margin: 0.1, 0.25, 0.5, 1 and 1.5 using the Batch All (Nonzero) approach 

and no augmentation. 0.5 was the margin value used in the networks trained elsewhere in this 

thesis. Table 12 shows the Type I error rates for these different models. Similar rejection rates 

were obtained regardless of the value of the margin. Each model also yielded qualitatively 

similar embeddings for each sample (data not shown). Any value of the margin can therefore be 

used without appreciably changing the performance of the algorithm 

 

 

A.3.4 Conclusions 

 

The studies above were performed to compare and optimize the performance of different triplet 

loss setups on FIM image embeddings. The Batch All (Nonzero) triplet mining strategy was 

determined to be the optimal strategy due to its ability to resolve particles from the four different 

container types and its low Type I error rate relative to the other investigated strategies. 

Augmentation was also excluded in the optimal algorithm settings as, while two of the three 

Table 12: Total Cluster Variance Using Different Margins 
 

Margin Glass EVAM HDPE ULDPE Average 

0.10 5.9% 5.9% 5.9% 6.3% 6.0% 

0.25 5.4% 5.2% 5.5% 5.3% 5.4% 

0.50 4.7% 5.1% 5.7% 6.5% 5.5% 

1.00 5.4% 5.2% 5.5% 5.3% 5.4% 

1.50 5.4% 5.2% 5.5% 5.3% 5.4% 
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augmentations investigated here can safely be included in during training, excluding 

augmentation simplifies algorithm training and the inherent randomness of triplet mining 

combined with aggressive early stopping criteria likely offers sufficient protection against 

overfitting. While this model was deemed to be optimal, it is noted that the final embeddings 

obtained from this model were relatively robust to most changes in the mining strategy, 

augmentation and the margin. While these settings yielded Type I error rates, many different 

implementations of the triplet loss algorithm can be used without significantly changing the 

performance of the algorithm or the conclusions drawn from the analysis. 
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