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Teams of collaborative robots or rovers are expected to play a major role in future aerospace

applications, including exploration of the lunar surface. Efficient, reliable methods to determine

the position, velocity, and timing status of the rovers are required to facilitate this work and reduce

risk of interference. This thesis presents two distributed Kalman Filter-based estimation algorithms

for fully-connected networks using time-of-flight measurements. The network is composed of static

beacons at known locations and mobile rovers whose positions and velocities are to be determined.

Beacons and rovers are collectively called agents. Each agent’s filter tracks the position, velocity,

and time (PVT) states of all of the rovers in addition to the time states of the beacons. Knowledge of

all position and velocity states enables rovers to accomplish collaborative tasks without interfering

with each other; tracking time states supports the use of time-of-flight relative range measurements.

This work addresses the limitations in the state of the art by introducing two decentralized algo-

rithms where each agent can estimate the time-varying position, velocity, and clock bias/bias rate

of itself and all other agents in a distributed fashion. In the first method, agents exchange full

PVT state estimates, which are conservatively fused with local estimates using covariance intersec-

tion. In many applications it is desirable to reduce the amount of data transmission required for

navigation purposes to free up space for other purposes. To that end, the second method reduces

communication packet size by only sending sufficiently surprising measurements as determined by

an event-triggering threshold. Simulation results using a low-quality clock with measurements pre-

cise on the order of centimeters show that the covariance intersection method achieves a 2D position

RMSE error of 0.5 m. The event-triggering method significantly reduces required communication,

but results in larger errors of about 1.8 m for a moderate triggering threshold of δ = 2 m.
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Chapter 1

Introduction

Location awareness is crucial for many applications such as collaborative science exploration

missions where rovers need to know their position and the position of other rovers as well. Time-

of-flight measurements between two agents, converted to pseudorange by multiplying by the speed

of light, can be used to determine the relative locations of the transmitting and receiving nodes.

However, the ability to use time-of-flight measurements is dependent on the nodes having synchro-

nized clocks. Thus in addition to estimating the positions of the nodes, the clock biases and bias

rates must be estimated as well. A clock bias is an offset—for example, one clock might be running

a second faster than another. The bias rate is how fast the clock bias is changing over time due

to an imperfect oscillator. This work is motivated in part by an application where we envision

multiple rovers exploring the lunar surface engaged in a collaborative science mission aided by a set

of stationary beacons. The estimation algorithms must be of low enough computational complexity

that they could be run on rover flight hardware. This motivates the Kalman Filter family of algo-

rithms rather than other more computationally intensive approaches that have been proposed for

robotic state estimation, such as batch non-linear least squares, maximum likelihood techniques,

or recursive particle filters. Another driving requirement is that the rovers will be engaged in col-

laborative tasks which require that all rovers keep track of not only their own state estimates but

state estimates of their fellow rovers. Lastly, it is assumed that communication packet sizes are

limited and that rovers wish to share as much science data with each other as possible. GPS is

not available on the Moon to provide either localization or timing information. Instead, a small
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set of stationary beacons will be used as position references. Since there are no external references,

both the clock biases and clock rates of the rovers and beacons will drift over time, which must be

corrected to enable time-of-flight measurements. This work focuses on the development of Kalman

Filter-based estimation techniques capable of estimating time-varying position and clock states in

a distributed fashion.

The algorithms discussed here are designed to be run online, meaning that the nodes can

use the algorithm to estimate their position and clock biases in real time. This type of problem

is called Simultaneous Localization and Synchronization (SLAS) in the literature [14]. There is a

large taxonomy of SLAS problems. Here we are interested in multiple-agent distributed SLAS with

dynamic location parameters and dynamic clock parameters. Multiple-agent means that we are

interested in estimating the location/clock parameters of all agents in the network as opposed to just

one. Distributed implies that each node makes use of information received from neighbors and does

computation locally rather than sending all of the measurements off to a single processor. Dynamic

means that some of the agents are moving, so their velocities must be estimated as well; we call

moving agents rovers and static agents beacons. Since the nodes have dynamic clock parameters

we will be estimating time-varying clock biases and clock bias rates.

Yuan et al. [34] address distributed dynamic SLAS with time-varying clock offset, but their

approach neglects clock bias rate. Etzlinger [13] shows the importance of estimating clock bias rate

in addition to clock bias. The problem of estimating both time-varying clock biases and clock bias

rates on dynamic nodes in a network is still relatively unexplored in the literature. A later work

by Etzlinger [12] presents an algorithm for doing so, but says in their results section that they are

not able to present a comparison with other methods since to the best of their knowledge there are

no other SLAS methods for time-varying clock bias rate and clock offset. Since [12] was published

there are few, if any, other comparable works. Their approach uses a hybrid particle-based Belief

Propagation method with parametric representations of messages and beliefs. Their method is able

to run in real-time on modern personal computers, but particle-filtering algorithms are typically

too computationally intensive to run on flight computers which are not as capable as personal
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computers in terms of processing power and memory. Additionally, Etzlinger’s method tracks the

full probability density function (pdf) of the state space using particles, which is problematic in

a distributed estimation context because of the communication cost of sending particle sets. The

requirements of low computational complexity and communication constraints motivate a Kalman

Filter-based solution method.

This work uses one-way time-of-flight (TOF) as opposed to two-way ranging or time-of-arrival

(TOA) localization. Two-way ranging capabilities are built in to many Commercial Off-The Shelf

(COTS) ranging components like the DecaWave DW1000 [22] but such methods neglect frequency

error, which introduces measurement error [11, 13], and require more frequent transmissions. TOA

approaches are more favorable to two-step (synchronization then localization) approaches such as

the application explored in [18].

The first distributed estimation method considered in this work is based on Distributed Data

Fusion (DDF). DDF is a process in which agents collaboratively estimate quantities of interest

by sharing information in the form of either state estimates or full state pdfs [5]. Uhlmann [32]

introduced a technique called covariance intersection (CI) which conservatively fuses two state

estimates; conservative means here that the estimated error covariance never underestimates the

true estimated error covariance. In our case the nodes in the network regularly transmit joint

estimates of their own and other agents’ position and clock bias states to their neighbors, which are

then fused using CI. One of the primary benefits of CI is that unknown cross-correlation terms need

not be estimated [10]. Arambel [2] demonstrates the errors that arise if cross-covariances in shared

state estimates are completely ignored and implements CI to mitigate the problem. Cattivelli and

Sayed [7, 8] introduce diffusion strategies for distributed nonlinear estimation and go on to apply the

method to wireless localization, but only consider position states and neglect clock states. Alanwar

et al. [1] extend their work by allowing for distributed estimation of position, velocity, and clock

states, but assume that the clock bias and bias rate are fixed. Both clock biases and clock bias

rates drift over time [17], which motivates a CI-based algorithm for estimating position, velocity,

and time-varying clock states.
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The second method considered here is based on sharing measurements between agents using

event-triggered (ET) estimation. ET is a technique used to reduce the amount of communication

needed for estimation where only sufficiently surprising measurements are sent over the network.

The network consists of remote sensor platforms and estimators that process data at different

locations, where both sensors and estimators can be thought of as nodes through which neighbors

exchange information. Unsurprising events provide implicit information since nodes know that the

node constructing the measurement did not find the estimate surprising if they do not receive the

measurement explicitly. This results in a set-valued measurement where a node does not know the

exact value of a measurement, just that it was within a certain range. Shi et al. [29] shows that the

truncated Gaussian produced by a set-valued measurement can be approximated by a Gaussian. In

a later work, Shi [28] shows how these set-valued measurements can be incorporated into a Kalman

Filter estimation framework. Some recent prior work has been done in the field of distributed

event-triggered estimation [16], but no prior work has been done in applying event-triggering to

position, navigation, and timing (PNT) estimation with pseudorange measurements. This thesis

presents an algorithm for using measurement sharing methods to solve PNT estimation problems

and discusses the effect of changing the event triggering threshold and clock noise parameters on

localization accuracy.

The methodology in this paper builds on the work of Ouimet et al. [26] and Loefgren

et al. [5], who presented a decentralized Kalman Filter-based algorithm that combines event-

triggered measurement sharing with regular covariance intersection updates to resynchronize the

network’s state estimates. In particular, this thesis provides the foundation for extending the

work in [26] and [5] to accomodate timing alongside position/navigation problems so that TOF

ranging information for clock bias/error estimation can be integrated into both decentralized and

event-triggered Kalman Filter state estimation algorithms.

The algorithm was tested in a simple simulation environment with three rovers and four

beacons arranged to create a beneficial sensing geometry. The only measurements fed to the

filter were pseudorange measurements with precision on the order of centimeters, since the clocks
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were assumed to be low quality. The CI-based method nearly achieves the performance of the

centralized filter used for comparison, but is under-confident in its estimates as expected of a

conservative fusion method. The ET-based method offers reduced communication “for free” for

small to moderate δ threshold values since there is little reduction in estimation accuracy. Both

methods are quite sensitive to changes in the rate of communication, but are promising in that they

are computationally cheap. Simulation results using a low-quality clock with measurements precise

on the order of centimeters show that the CI method achieves a 2D position RMSE error of 0.5 m.

The ET method significantly reduces required communication but has errors of about 1.8 m using a

moderate triggering threshold of δ = 2 m. The approaches developed here are promising but more

investigations are needed into combining the two methods and relaxing the fully-connected-network

assumption.

The remainder of the thesis is structured as follows. Chapter 2 covers the clock notation

and model, pseudorange measurements, and the filter initialization method. Chapter 3 formally

defines and motivates covariance intersection, walks through the steps of the estimation algorithm,

and shows the results of a numerical simulation. Similarly, Chapter 4 introduces event triggering,

shows the algorithm details, and discusses simulation results.

1.1 Thesis Contributions

The main research questions driving this work are:

Applying distributed estimation techniques There is a body of literature on dis-

tributed estimation leveraging covariance intersection and measurement sharing. How

can existing distributed estimation techniques be applied to estimate position, velocity,

and time-varying clock parameters to address aforementioned technical gaps for dynamic

multi-platform applications?

Performance analysis How well are rovers able to localize themselves in simulations of

the proposed lunar rover use case? Which clock/mission parameters have the largest effect
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on positioning accuracy?

The major contributions of the thesis are:

Exploration of application of CI This thesis applies CI-based DDF to a sample PNT

estimation use-case. We show algorithm implementation details, simulation results, and

discuss the relative strengths and weaknesses of this method. Pseudorange measurements

present a particular challenge since the measurement is a function of the state at two

different times—we discuss a back-propagation method to handle this problem.

Exploration of application of ET This thesis additionally applies event-triggered mea-

surement sharing to the same estimation problem and demonstrates the effect of varying

clock/mission parameters on estimation accuracy in the sample lunar rover problem. We

find that there is a large trade space for selecting the event-triggering parameter δ and that

localization accuracy is very sensitive to the rate at which agents communicate.



Chapter 2

Background

In this chapter we will be introducing the estimation problem, measurement model, and

filter initialization in support of the algorithm descriptions in subsequent chapters. First we will

cover the formal problem statement to define the goal of the estimation algorithms. Pseudorange

measurements are defined, and the importance of estimating clock biases is stressed by showing the

magnitude of range bias introduced by clock dynamics over time.

2.1 Problem Definition

Let pi(k) be a quantity pertaining to agent i at time k. The position, velocity, and clock

states of agent i’s states advance according to

~xi(k + 1) = ~f (~xi(k), ~ui(k)) + ~wi(k) (2.1)

with ~wi(k) ∼ N (0, Qi(k)) and control input ~ui(k).

Pseudorange measurements are a function of transmitter j’s state and receiver i’s state at

two different times

ρij(k) = hij
(
~xi(k), ~xj(k

′)
)

+ vi(k) + vj(k
′) (2.2)

where vi(k) ∼ N (0, σ2vi(k)), vj(k
′) ∼ N (0, σvj(k

′)), and E[vi(k)vj(k
′)] = 0 for k 6= k′. The pseudor-

ange is a function of the state at two different times since the measurement depends on the position

and clock states of the transmitter at time of transmission and on the position and clock states of

the receiver at a later time of reception.
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The network is assumed to be fully connected with no packet loss; i.e. if an agent transmits

a message then it is guaranteed that all other agents will receive it. The agents are able to

communicate timestamps in addition to state estimates and measurements. We do not consider

message forwarding in this problem, meaning that i cannot transmit a message to j using l as an

intermediary.

Stationary agents with known positions called beacons have two states: clock bias b and bias

rate ḃ. So beacon B will have states bB
ḃB

 . (2.3)

Mobile agents called rovers contribute two-dimensional position (x, y) and velocity (ẋ, ẏ) in addition

to clock states. For example, rover T will have states

xT

yT

ẋT

ẏT

bT

ḃT


. (2.4)

The full state vector ~x is a concatenation of all states in the network. Each agent uses a Kalman

Filter (KF) to fuse local measurements with received messages/state estimates to construct a

Minimum Mean Squared Error (MMSE) estimate of its own states and the states of all other

agents.

Let Yi(1 : k) = [~y(1)T · · · ~y(k)T ]T be a concatenation of all measurements constructed or

received by agent i. Each agent seeks the MMSE estimate and associated Mean Squared Error

covariance matrix

x̂i(k) = E [~xi(k)|Yi(1 : k)] (2.5)

Pi(k) = E
[
(~xi(k)− x̂i(k))(~xi(k)− x̂i(k))T |Yi(1 : k)

]
. (2.6)
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These estimates are constructed locally by each agent using the measurements it has constructed

as well as either state estimates received from other agents or measurements received from other

agents.

2.2 Notation

Capital letters are used to denote agents or nodes in the network. By convention letters early

in the alphabet (A,B,C,D) are used for stationary beacons while letters later in the alphabet

(T,U, V ) are used for rovers. Lower-case letters are used for the true time that agents take actions.

For example, the time when agent d transmits a signal is written dT , and the time that another

agent receives that signal is written dR.

The clocks are assumed to be imperfect and so the time of true event t as measured by agent

I is written as hI [t]. This measured time is equal to the true time of the event plus some clock

offset at that time

hI [t] = t+ ∆I [t]. (2.7)

To make the effect of the clock bias more understandable to humans (and to improve numerical

stability) the bias is often written in terms of the bias b in meters by multiplying the clock offset

by the speed of light, c. The measured time can then be expressed as

hI [t] = t+
bI [t]

c
. (2.8)

We make the assumption throughout this work that agent A acts a clock reference, so all of the

biases are implicitly relative to agent A’s measured time. Similarly, when we consider the derivative

of the measured time

dhI [t]

dt
= ḣI [t] = 1 +

ḃI [t]

c
(2.9)

this is implicitly the rate of change relative to A’s measured time.
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A B
dAB

Figure 2.1: Time-of-flight measurement diagram

2.3 Pseudorange Measurements

Time-of-flight measurements are based on the fixed (given knowledge of the medium) speed

of light. Agent A transmits a signal at time aT which is received by B at time aR. The distance

between the two can be computed as the signal travel time (aR − aT ) times the speed of light

dAB = c(aR − aT ). (2.10)

However, the two agents do not know the true time that these events occurred. The agents only

have access to the measured time of these events, hA[aT ] and hB[aR]. Taking the difference of these

two timestamps gives

ρBA = c
(
hB[aR]− hA[aT ]

)
(2.11)

= c
((
aR + ∆B[aR]

)
−
(
aT + ∆A[aT ]

))
(2.12)

= c
(
aR − aT

)
+ c∆B[aR]− c∆A[aT ] (2.13)

= dAB + bB[aR]− bA[aT ]. (2.14)

The quantity ρAB is called the pseudorange from A to B. The pseudorange contains a measure

of the distance between the two nodes biased by the clocks of the transmitting and receiving

clocks. Even a small clock offset can have a large effect on the pseudorange measurement. Using

c ≈ 3× 108 m/s we can see that a clock bias ∆ = 1 ns produces a bias b = c∆ = 30 cm. For

applications that require sub-meter accuracy, clock biases must be estimated on the scale of single

nanoseconds.

Equation 2.14 presents a slightly simplified story; when the agents are non-stationary then

dAB must be expanded. Let ~rA[t] and ~rB[t] be the vectors representing the positions of agents A

and B at time t, and let ‖·‖2 be the Euclidean norm. The pseudorange expression must then be
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written as

ρBA =
∥∥~rB[aR]− ~rA[aT ]

∥∥
2

+ bB[aR]− bA[aT ]. (2.15)

This expression shows that the pseudorange measurement depends on where the transmitter was

at time of transmission and where the receiver was at time of receipt.

One of the challenges using pseudorange measurements is that the measurements generated

from the same transmission are not independent. Consider the situation illustrated in Figure 2.2

where T transmits a signal received by A and B. T ’s message will include the timestamp hT [tT ]

which allows the construction of measurements

ρAT = hA[tR]− hT [tT ] =
∥∥~rA[tR]− ~rT [tT ]

∥∥
2

+ bA[tR]− bT [tT ] + cvA[tR]− cvT [tT ], (2.16)

ρBT = hB[tR]− hT [tT ] =
∥∥~rB[tR]− ~rT [tT ]

∥∥
2

+ bB[tR]− bT [tT ] + cvB[tR]− cvT [tT ]. (2.17)

The last term of the two expression above shows that the two measurements have noise contributions

from the same instantiation of the random variable vT [tT ], which means the measurements are

correlated. The effects of this on each algorithm will be discussed in a later sections.

A

T

B
ρAT ρBT

Figure 2.2: Transmission from agent T received by A and B

2.4 Clock Model

The clocks are modeled by a system of two linear differential equations with states hA[t] (the

measured time) and ḣA[t] (the derivative of the measured time with respect to a reference clock)

collected in state vector

~qA =

hA[t]

ḣA[t]

 . (2.18)
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The clock dynamics are driven by Gaussian white noise added to the clock rate of change term

d

dt
~qA =

ḣA[t]

w

 . (2.19)

The random variable is normally distributed w ∼ N (0, σ2w). A value σw = 51 ns/s2 was used for

this work based on a value from [18]. Reference [18] also includes a higher-order term, noting that

including a ḧ term is important while the clock is heating up; for this work we assume that the

devices have been powered on for long enough to reach steady-state temperature. Reference [30]

goes into more detail about the effect of temperature on the DecaWave ranging module which will

be used as a reference device for our application. Additional information on clock modeling can be

found in [15].

Figure 2.3 shows a sample trajectory of the clock bias over time using the selected noise

parameter. After about 15 minutes, the bias is on the order of 60 km. This helps illustrate the

importance of estimating clock bias when attempting to use time-of-flight measurements.

Figure 2.3: Sample clock bias drift over time

Each timestamp measurement includes some error as well due to finite timestamping precision
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~y =

[
1 0

]
~qA + v (2.20)

where v ∼ N (0, σ2v). Using σv = 0.13 ns (from [18]) we can compute the uncertainty in each

pseudorange measurement.

ρ = c(hB[aR]− hA[aT ]) (2.21)

σ2ρ = c2(2σ2v) (2.22)

σρ ≈ 5.5 cm (2.23)

2.5 Filter Initialization

Consider a set of stationary beacons with known positions, along with a set of stationary

rovers with unknown positions. We wish to estimate the position of the rovers, as well as the clock

biases and bias rates of all of the agents, at the initial time, using pseudorange measurements. The

measurement noise is assumed to be Gaussian, so a nonlinear least squares estimation approach is

an appropriate choice for this problem.

Figure 2.4 shows a sketch of the geometry of the problem. Agent A is assumed to have a

perfect clock, but the bias b and bias rate ḃ of the other agents are to be estimated.

In this section square brackets b[t] will be used to denote the quantity b at time t, while

parentheses b(t) are used as multiplication b times t. The state is to be estimated at some initial

time t0. The clock bias terms at a time t can be written as

bV [t] = bV,0 + ḃV,0(t− t0). (2.24)

The pseudorange measurements then have the form

ρUV = ‖~rU − ~rV ‖2 + bU [vR]− bV [vT ] (2.25)

= ‖~rU − ~rV ‖2 +
(
bU,0 + ḃU,0(v

R − t0)
)
−
(
bV,0 + ḃV,0(v

T − t0)
)
. (2.26)
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The true time difference vR− t0 is not known though; the agents are only able to use the measured

time of those events. Computing the difference in times as measured by agent V gives

hV [vR]− hV [t0] =

(
vR +

bV,0
c

+
ḃV,0
c

(vR − t0)

)
−
(
t0 +

bV,0
c

)
(2.27)

=

(
1 +

ḃV,0
c

)
(vR − t0). (2.28)

The above makes the assumption that ḃ is approximately constant over the considered time interval.

Rearranging the above gives an expression for the true time difference which can be substituted in

to the pseudorange equation

(vR − t0) =
hV [vR]− hV [t0]

1 +
ḃV,0

c

. (2.29)

Substituting in this expression and an analogous term for (vT − t0) gives the pseudorange as

ρUV = ‖~rU − ~rV ‖2 +

bU,0 +
ḃU,0

1 +
ḃV,0

c

(
hV [vR]− hV [t0]

)−
bV,0 +

ḃV,0

1 +
ḃV,0

c

(
hV [vR]− hV [t0]

) .

(2.30)

Given a measurement of ρUV , agent V can use the above expression to compute a predicted mea-

surement ρ̂ as a function of ~x0 and measured timestamps. We can then properly formulate the cost

function. Given a set of M pseudorange measurements between different agents F and G, the cost

function J is given by

J =
M∑
i=0

(ρFG,i − ρ̂FG,i(~x0))2 , (2.31)

where ρFG,i is the ith pseudorange measurement and ρ̂FG,i is the prediction of the same pseudorange

based on the state ~x0. The optimal estimate is an estimate which minimizes the cost function

x̂0 = arg min
x0

J. (2.32)

There are many algorithms for solving this type of problem, such as the Gauss-Newton algorithm.

The algorithm outputs an estimate of the initial state x̂0 and an estimate of the initial covariance

P0. There are many references discussing the full solution method; see [27], for example.
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Figure 2.4: Sample geometry for nonlinear least squares problem setup



Chapter 3

Covariance Intersection Method

3.1 Covariance Intersection Theory

This chapter introduces one of the major thesis contributions: a PNT estimation algorithm

leveraging covariance intersection (CI) to fuse information from other agents. First, a formal defi-

nition of CI and the motivation for conservative fusion are introduced. The algorithm is presented

next, with emphasis on the necessary changes to a Kalman Filter to account for imperfect clocks,

pseudorange measurements, and an additional fusion update. CI and related distributed estimation

methods have been used in solving similar problems before; the novelty in this work is including

time-varying clock parameters.

3.1.1 Covariance Intersection

An estimate x̂ of quantity ~x with uncertainty covariance matrix P is called consistent if both

of the following properties are satisfied [3].

E[~x− x̂] = 0 (3.1)

E[(~x− x̂)(~x− x̂)T ] = P (3.2)

Where E[·] is the expected value operator. The actual Mean-Squared Error (MSE) of the left-

hand side must match the filter covariance, P . An estimate is called conservative if the estimated

uncertainty covariance matrix does not underestimate the true uncertainty covariance matrix [32].

A matrix P is said to be larger than a matrix Q if and only if P −Q is positive semi-definite (PSD).
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In this case, we will be fusing two covariance matrices PA and PB with unknown correlations.

The true uncertainty is the estimation error that would be obtained if the unknown error correlations

were taken into account.

Introduced by Uhlmann and Julier [32], covariance intersection is a method which, given two

consistent estimates that may have unknown correlation between their estimation errors, provides a

single consistent and conservative estimate by combining information from both. Crucially for this

problem, covariance intersection makes no assumptions about the independence of the two estimates

[32]. This feature is important for a scalable and practical solution to the distributed SLAS problem,

since it allows agents to send information to each other in arbitrary communication topologies, and

relaxes the otherwise computationally intractable requirement that all agents exactly track and

remove dependent information that they previously shared with one another in order to avoid

double-counting information.

First, we will consider fusing independent Gaussians. Given two independent estimates de-

fined by their mean vectors x̂A, x̂B and covariance matrices PA, PB, a single fused estimate can be

computed as

P−1C = P−1A + P−1B (3.3)

x̂C = PC
(
P−1A x̂A + P−1B x̂B

)−1
. (3.4)

Covariance intersection, in contrast, includes a parameter ω ∈ [0, 1], which can be adjusted to scale

the effect each component estimate has on the fused estimate

P−1C = ωP−1A + (1− ω)P−1B (3.5)

x̂C = PC
(
ωP−1A x̂A + (1− ω)P−1B x̂B

)−1
. (3.6)

The parameter ω is typically selected to minimize the trace or the determinant of the resulting

covariance matrix. Figure 3.1 shows a comparison of the two different methods of data fusion. Given

two estimates (blue and orange), naively assuming independence gives the small red covariance

ellipse, while using covariance intersection gives the larger green covariance ellipse.
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Figure 3.1: Fusion of two estimates (blue and orange) assuming independence (red) or using co-
variance intersection (green)

In this method, agents will send their state estimates to each other. A simple example will

motivate the use of covariance intersection. Consider Figure 3.2. Assume that the agents have not

communicated before this moment, so all sets of information are independent.

(1) A transmits its state estimate (x̂A, PA), which is received by T. T fuses the independent

estimates together (x̂T , PT ); T’s covariance estimate is now P ′T = (P−1A + P−1T )−1

(2) Similarly, B receives the estimate from A; B’s covariance estimate is now P ′B = (P−1A +

P−1B )−1

(3) Now B transmits to T. T’s options are either to fuse the B’s assuming independence or

using covariance intersection

(a) Assuming independence, T’s fused covariance would be

P ′′T = (P ′T + P ′B)−1 (3.7)

= (P−1A + P−1T + P−1A + P−1B )−1 (3.8)

= ( 2P−1A︸ ︷︷ ︸
double counting!

+P−1T + P−1B )−1 (3.9)
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This is problematic because the estimated covariance erroneously double-counts the

information from A.

(b) Using covariance intersection, the fusion looks like

P ′′T = (ωP ′T + (1− ω)P ′B)−1 (3.10)

= (ωP−1A + ωP−1T + (1− ω)P−1A + (1− ω)P−1B )−1 (3.11)

= (P−1A + ωP−1T + (1− ω)P−1B )−1 (3.12)

This shows that covariance intersection is able to avoid the problem of double-counting

information when the two estimates to be fused are not independent.

The above is a very simple illustration of an effect called rumor propagation, which becomes

a problem when agents do not know whether information from an agent is novel, or just parroted

from a different agent. Covariance intersection is used to solve the rumor propagation problem in

this work. Reference [5] covers rumor propagation more extensively.

A

T

B
1

2

3

Figure 3.2: Simple communication diagram to illustrate rumor propagation. B and T receive a
message from A, then T receives a message from B

Another advantage of covariance intersection is that it does not depend on all agents using a

Kalman Filter to obtain state estimates. If one of the agents is running a batch algorithm or Particle

Filter, it can still output a mean estimate and error covariance matrix, allowing that information

to be fused with the network. Similarly, it is easy to update the capabilities of individual agents

without needing to update the software on all of the rest of the agents. If one rover is equipped

with a lidar then its state estimates will become more accurate and that improved state awareness

will propagate to the rest of the network even though no other agents know how to handle lidar

measurements.
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3.2 Covariance-Intersection SLAS Algorithm

Transmit
hT [tT ], (x̂, P )

Wait

Predict Self
(x̂, P ) →
(x̂−, P−)

For all j, predict
(x̂j , Pj) →
(x̂−j , P

−
j )

Update (x̂−, P−)
using all {ρTJ}

Fusion Update
using (x̂+, P+),
{(x̂−j , P

−
j )}

Measure hT [tT ]

Transmit
timer

Receive message
containing

hJ [jT ], (x̂j , Pj)

Construct ρTJ =
hT [jR] − hJ [jT ]

Store
ρTJ , (x̂j , Pj)

Receive
message
from J

Other mea-
surement z

Store z

lidar,
GPS, etc.

Figure 3.3: Covariance intersection SLAS Algorithm Diagram

Figure 3.3 shows a high-level overview of the algorithm running on each agent. The outer left

loop shows the regular transmissions. Based on a timer, the agent will predict its state estimate

forward to the present time, propagate all of the received estimates to the present time, run a

measurement update, and then do covariance intersection to fuse all of the estimates together. The

agent then measures the current time and includes that timestamp in the transmission along with

its fused state estimate. While waiting to transmit, the agent will frequently be interrupted either

by receiving a transmission from another node (the right loop) or by another type of measurement

(inner left loop). The following subsections will go through the details of each of the loops.

3.2.1 Receiving Messages

First we will look at the right loop of the algorithm. When a message from generic agent J

is received, the message will contain the timestamp when J transmitted the message (hJ [jT ]) as

well as J ’s estimate at transmit time (x̂j , Pj). An additional timestamp will be created when the
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message is received (hT [jR]) which allows for the construction of a pseudorange measurement

ρTJ = hT [jR]− hJ [jT ]. (3.13)

This pseudorange measurement and the received state estimate are added to a queue for processing

by the filter algorithm.

3.2.2 Filter Details

Filter Propagation For purpose of discussion, only the states x and ẋ will be considered,

but the same method applies to the y/ẏ states and b/ḃ states. The system of differential equations

describing the motion is linear and can be written

d

dt

x
ẋ

 =

0 1

0 0


x
ẋ

 . (3.14)

We can discretize the above equation to define the transition from xk to xk+1. The equation is

separable, and with the assumption that ẋ is constant over the time interval considered we can

derive the transition of state x in terms of the change in time ∆t as

dx

dt
= ẋ (3.15)∫

dx =

∫
ẋdt (3.16)

xk+1 − xk = ẋ(tk+1 − tk) (3.17)

xk+1 = xk + ẋ∆t, (3.18)

and can similarly derive the transition for ẋ

dẋ

dt
= 0 (3.19)

ẋk+1 − ẋk = 0 (3.20)

ẋk+1 = ẋk. (3.21)
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The problem is that the clocks onboard each agent are imperfect, so ∆t is unknown. The

differential equation can be reformulated in terms of the measured time h[t] as

dx

dh[t]

dh[t]

dt
= ẋ (3.22)∫

dx =

∫
ẋ

dt

dh[t]
dh[t]. (3.23)

Taking the time derivative of the definition of the measured time gives the necessary extra

term

h[t] ≡ t+
b

c
(3.24)

dh[t]

dt
= 1 +

ḃ

c
. (3.25)

So the propagation in terms of the difference in measured time ∆h[t] can be written as

xk+1 = xk +
ẋk

1 + ḃk
c

∆h[t] (3.26)

where ∆h[t] = h[tk+1] − h[tk]. For many applications ḃ � c so ẋk

1+
ḃk
c

≈ ẋk. The truth-model

simulation uses the nonlinear prediction Equation 3.26, while the filter uses the linear equation

xk+1 = xk + ẋk∆h[t]. (3.27)

during the prediction step.

For a given agent I, the filter is run immediately before transmission. ∆hI [t] can be computed

by subtracting the previous measured transmission time from the current transmission time

∆hI [t] = hI [i
T
k ]− hI [iTk−1]. (3.28)

Predicting the received estimates forward is slightly more tricky. The state estimate was

created at time hJ [jT ], it was received at time hT [jR], and is being processed at hT [tT ]. The time

difference between receiving and the current time is the amount of time that the state estimate

was waiting in the queue to be processed: τwait = hT [tT ] − hT [jR]. The other duration accounts

for the time that the state estimate was traveling between agent J and agent T . This can be
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approximated by computing the estimated distance between the two and dividing by the speed of

light τdist = d̂TJ
c . This is an approximation since the propagation time actually depends on the

difference between the transmitter at transmit time and the receiver at receive time rather than

the distance at any particular instant. In this application the agents are moving fairly slowly so the

agent motion during the transmission time can be neglected. For satellite applications the distance

term becomes much more important and iterative methods may be necessary to account for how

the agents move while the signal is in transmission. GPS texts such as [23] cover the topic in detail.

Measurement Update After the propagation step we have the filter mean and covariance

at the present time (x̂−i (k), P−i (k)); we will fuse the set of received pseudorange measurements

{ρIJ} and other measurements {z}. The measurements are nonlinear, which requires a nonlinear

modification to the Kalman Filter. For this work we use the Unscented Kalman Filter (UKF) [19]

measurement update. The idea behind a UKF is generating a set of representative points from the

state estimate (called “sigma points”), running those points through the nonlinear measurement

function, and approximating the posterior statistics using those points.

Algorithm 1 walks through the steps of the measurement update. In steps 1–4 the sigma

points are generated using a Cholesky decomposition (to find the matrix square root) and run

through the measurement function h̃ which is covered in more detail in Algorithm 2. In lines

5–6 all of the pseudorange measurements and any additional measurements (e.g. GPS or lidar)

are concatenated together. In lines 7–8 the measurements are predicted using a weighted sum of

transformed sigma points. We use p[i] to denote the ith element of a list. See [19] for weights wm

and wc. The uncertainty in the predicted measurement and the cross-covariance matrix between

the states and measurements are found in lines 9− 12. Lastly, the Kalman Gain is computed and

used to estimate the state estimate mean and covariance in lines 15–18.

The pseudorange prediction depends on the states at two different time instants

ρ̂IJ =
∥∥r̂I [jR]− r̂I [jT ]

∥∥
2

+ b̂I [j
R]− b̂J [jT ]. (3.29)
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Algorithm 1: UKF measurement update within CI-based algorithm

input : State estimate x̂−i (k), P−i (k), set of pseudorange measurements {ρIJ}, {z}
output: Updated state estimate x̂−i (k), P−i (k)

1 Generate sigma points;

2 χ(k) =
[
x̂−i (k) x̂−i (k) + γ

√
P−i (k) x̂−i (k)− γ

√
P−i (k)

]
;

3 Transform sigma points using measurement function;

4 Υ(k) = h̃(χ(k));
5 Concatenate pseudorange measurements and other measurements;

6 ~y(k) =
[
ρIA ρIB · · · zGPS zlidar

]T
;

7 Predict measurement;

8 ŷ(k) =
∑2n

i=0w
[i]
mΥ[i](k);

9 Predicted measurement uncertainty;

10 Pyy(k) =
∑2n

i=0w
[i]
c

(
Υ[i](k)− ŷ(k)

) (
Υ[i](k)− ŷ(k)

)T
+R(k);

11 Find cross-covariance between state and measurement;

12 Pxy(k) =
∑2n

i=0w
[i]
c

(
χ[i](k)− x̂−i (k)

) (
Υ[i](k)− ŷ(k)

)T
+R(k);

13 Compute filter gain;
14 K(k) = Pxy(k)P−1yy ;

15 Update state estimate;
16 x̂+i (k) = x̂−i (k) +K(k) (~y(k)− ŷ(k));
17 Update state estimate uncertainty;
18 P+

i (k) = P−i (k)−K(k)PyyK
T (k);

After the propagation step we have the state estimate at time iT . Since the Kalman Filter mea-

surement update depends on the sensitivity of the measurement to the state at the present time,

the predicted measurement has to be a function of only current states. The solution is to back-

propagate the present time estimate x̂[iT ]: by τwait to get x̂[jR], and by τwait + τdist to get x̂[jT ].

These steps are shown in lines 3–11 of Algorithm 2. Each sigma point is a full state vector. We

denote a quantity extracted from the qth sigma point with a [q] superscript. For example, r̂
[q]
I is

the estimate of the position of I, ~rI , from the qth sigma point. The outer loop iterates over all of

the sigma points χ[q] and builds the predicted measurement vector Υ[q] based on that state.

Fusion Update Recall that each received message contains the transmitting agent’s es-

timate of the states at transmit time. At this point we have the updated local state estimate

(x̂+, P+) as well as a set of received state estimates propagated to the present time {(x̂−j , P
−
j )}j .

We wish to fuse these together using covariance intersection. A slight modification must be made
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Algorithm 2: Measurement function to produce predicted measurements from set of
sigma points

input : Set of sigma points χ
output: Set of predicted measurements Υ

1 foreach q from 0 to 2n do
2 foreach agent J from set of pseudorange measurements do
3 Compute back-propagation times;
4 τwait = hI [i

T ]− hI [jR];

5 τdist =

∥∥∥r̂[q]I [iT ]−r̂[q]J [jT ]
∥∥∥
2

c ;
6 Propagate receiver states back;

7 r̂I [j
R] = r̂

[q]
I [iT ]− ˆ̇r

[q]
I [iT ]τwait;

8 b̂I [j
R] = b̂

[q]
I [iT ]− ˆ̇

b
[q]
I [iT ]τwait;

9 Propagate transmitter states back;

10 r̂J [jT ] = r̂
[q]
J [iT ]− ˆ̇r

[q]
J [iT ] (τwait + τdist);

11 b̂J [jT ] = b̂
[q]
J [iT ]− ˆ̇

b
[q]
J [iT ] (τwait + τdist);

12 Compute estimated pseudorange measurement;

13 ρ̂IJ =
∥∥r̂I [jR]− r̂J [jT ]

∥∥
2

+ b̂I [j
R]− b̂J [jT ];

14 Append ρ̂IJ to Υ[q];

15 end
16 foreach additional measurement z do
17 Compute estimated measurement;

18 ẑ = h(χ[q]);

19 Append ẑ to Υ[q];

20 end

21 end

to the CI equation to allow for the fusion of more than two estimates. The fused covariance and

state vector are given as

P−1fused =
∑
i

ωiP
−1
i (3.30)

x̂fused = Pfused

(∑
i

ωiP
−1
i x̂i

)
. (3.31)

Instead of the selection of a single scalar ω value, a set of {ωi} values must be selected to minimize

the trace or determinant of Pfused with the constraint that
∑

i ωi = 1. There are many methods

for solving this type of constrained optimization problem; here we used an off the shelf “Trust

Constrained” algorithm based on [9].

Consider a simplified scenario with only two agents, A and B. Additionally assume that the
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bias in clock A is zero (bA = 0) so that the only unknowns are B’s clock bias bB and the distance

between the two dAB. With these assumptions, the pair of pseudorange measurements ρAB and

ρBA reduce to

ρAB = dAB − bB (3.32)

ρBA = dAB + bB. (3.33)

Figure 3.4 shows how the pair of measurements can be used to construct an estimate in this

scenario: the estimate is the intersection of the lines, and the estimate uncertainty is determined

by the measurement uncertainty.

For this method we do not have both measurements though. All that we have is one half

of the pseudorange pair and the state estimate of the other agent. Figure 3.5 presents a sketch of

the information that B has to work with. B will repeatedly get measurements of ρBA; state errors

parallel to ρBA are unobservable, (this will be discussesd more in the event-triggering section) and

so B’s uncertainty in the estimate will be extended along that direction. The received estimate

from A is uncertain in the other direction. Fusing the two estimates allows the algorithm to obtain

the correct state estimate since the estimate from A supplies the other half of the information.

3.2.3 Additional Measurement

Lastly, we return to the inner left loop of the diagram to talk about additional measurements.

For example, one rover might have access to lidar or GPS-like measurements. These measurements

will be processed in the Kalman Filter measurement update step and so the transmitted state

estimate (x̂, P ) will be more accurate. One benefit of using covariance intersection to share infor-

mation between agents is that the other agents do not need to know how to handle the additional

measurement type. The measurement information has already improved the state estimate and the

extra information will propagate through the network. Rovers having better position awareness

improves the accuracy of clock estimates as well, so all agents in the network get better location

and clock estimates just by adding a sensor to one rover.
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dAB

bB
ρAB

ρBA

estimate

Figure 3.4: Diagram showing the intersection of ρBA and ρAB

dAB

bB

A estimate

B estimate

ρBA

CI estimate

Figure 3.5: Diagram of covariance intersection to find distance-bias estimate
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3.3 Numerical Simulation

3.3.1 Simulation Setup

x

y

A

(10 km, 0 km)

T

(0 m, 0 m)

U

(110 m, 40 m)V

(−100 m, 100 m)

B

(0 km, 10 km)

C

(−10 km, 0 km)

D

(0 km,−10 km)

Ref. Beacon

Beacon

Rover

Figure 3.6: Numerical simulation diagram showing sample mobile rovers (squares) as well as sta-
tionary beacons (circles). One of the agents (orange circle) acts as a temporal reference.

Figure 3.6 shows a sample diagram of the experimental setup. Four beacons are set up at

known locations several kilometers in each direction with one agent (Agent A by convention) acts

as the temporal reference, meaning that the bias and bias rate of its clock are fixed to be zero.

Starting at random locations, the rovers drive around in simple patterns near the center. The

rovers’ control laws (i.e. the control inputs as a function of time and estimated state) are known

to all agents. The network is assumed to be fully connected, meaning that transmissions from any

agent are received by all.

All agents share the same state vector, which contains all of the states to be estimated in

the whole network. All of the non-temporal-reference agents contribute bias b and bias rate ḃ

states. Additionally, each of the rovers contributes two-dimensional position (x, y) and velocity
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(ẋ, ẏ) states. All of these states have the relevant agent’s name as a subscript (e.g. Agent B’s clock

bias states are bB and ḃB.)

Agents transmit in their assigned transmission window. Each agent has one transmission

window per cycle; the window has a duration of 0.1 s in this simulation. The transmission order is

alphabetical, so Agent A will transmit, then 0.1 s later Agent B will transmit, followed by Agent

C 0.1 s later. This is known as a Time-Division Multiple Access (TDMA) schedule, designed to

prevent signal interference introduced by agents transmitting at the same time.

While the algorithm is able to support additional types of measurement such as GPS or lidar

measurements, only agent–agent pseudorange measurements are used for this simulation.

3.3.2 Results

Figure 3.7 shows the clock bias estimation results and reveals an effect of the TDMA schedule

on estimation accuracy. Agent C has just done a measurement update with a batch of measurements

involving its own clock bias so it has a good estimate of its own bias states. Similarly, C most

recently received a message from B with its state estimate and so has a good estimate of B’s clock

bias as well. However, a full communication cycle has passed since C has heard from D and so B’s

estimate of D’s clock states is a lot more uncertain.
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Figure 3.7: Agent C clock bias errors, using CI algorithm
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Rover U ’s estimate of all rover position and velocity states is shown in Figure 3.8. All agents

have estimates of all states in the network—and so similar position and velocity plots exist for all

other agents—but these results are representative. In a Monte Carlo truth-model simulation, the

average steady-state 2D position RMSE for all agents is about 0.2 m on average. The reported

RMSE value only considers errors after steady state has been reached.

Figure 3.8 also shows the uncertainty obtained by the centralized filter. The fictional central-

ized filter instantly receives all measurements as soon as they are created and acts as a comparison

case. The difference between the centralized filter and the decentralized filter is essentially the cost

of approaching the problem in a distributed fashion. Note that in the position estimation error re-

sults the errors are closely bounded by the centralized uncertainty, meaning that the filter achieves

approximately the accuracy of the centralized filter but is under-confident. Under-confidence is

consistent with expectations since CI fuses information conservatively.

3.3.3 Discussion

The filter is able to do surprisingly well in terms of position and velocity estimation. Estima-

tion of position using pseudorange measurements depends on clock bias estimation accuracy. The

RMSE error for each of the biases is about 4.0 m, while the RMSE values for positions are less than

a meter. In this problem the stochastic changes in clock states are significantly greater than the

stochastic changes in position/velocity states, which explains the difference in estimation accuracy.

An additional advantage of using CI for data fusion is that the problem of pseudorange

measurement non-independence is easily addressed. In the example shown in 3.9, the measurements

ρAT = hA[tR]− hT [tT ] =
∥∥~rA[tR]− ~rT [tT ]

∥∥
2

+ bA[tR]− bT [tT ] + cvA[tR]− cvT [tT ], (3.34)

ρBT = hB[tR]− hT [tT ] =
∥∥~rB[tR]− ~rT [tT ]

∥∥
2

+ bB[tR]− bT [tT ] + cvB[tR]− cvT [tT ] (3.35)

are correlated with each other since they share the same instantiation of vT [tT ] from the transmission

timestamp. Without CI, this would present a problem when A and B share state estimates with

each other—the correlated information would have to be accounted for. However, CI guarantees
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that the fused estimate will be consistent even in the presence of unknown correlations between the

estimates so no additional work is needed.

One of the large sources of uncertainty is in assuming constant velocity when propagating

received states forward and in the measurement prediction equation (propagating by τwait). The

shortcoming of the constant-velocity assumption must be compensated for by adding process noise.

This limitation will be discussed further at the end of the next section in the discussion of varying the

communication frequency. Despite this additional process noise, the algorithm works significantly

better when we wait to have a batch of pseudorange measurements and state estimates rather than

running the filter whenever a message is received. This is likely because a smaller covariance ellipse

is obtainable by running covariance intersection on a batch of estimates rather than by sequentially

fusing estimates. For example, in general, fusing (x̂A, PA) with (x̂B, PB) and fusing the result with

(x̂C , PC) will not produce the same result as fusing all three at the same time. This is because

in the latter case the optimization algorithm is able to vary the weighting of all three pieces of

information simultaneously to find the minimum determinant, whereas in the prior case the ratio

of (x̂A, PA) to (x̂B, PB) is fixed. This is in contrast to a linear Kalman Filter where sequential

updates should give the same result.

Changing clock noise parameters σw and σv as well as the frequency of communication have

a large effect on estimation results. These effects will be explored at the end of the next section

since changing these parameters affects the CI algorithm and the ET algorithm in the same way.

One of the major disadvantages of covariance intersection is the cost in terms of commu-

nication. The full length n state vector and unique elements of the covariance matrix must be

transmitted in every message. The following chapter explores one method for reducing the amount

of communication necessary for the same problem statement.
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A

T

B
ρAT ρBT

Figure 3.9: Transmission from agent T received by A and B



Chapter 4

Event Triggering Method

This chapter describes the second set of novel contributions of this work. In particular, it

shows the use of event-triggered (ET) measurement sharing methods applied to PNT estimation

with pseudorange measurements. The first section motivates the use of ET methods and introduces

the idea. The ET-based algorithm is introduced with emphasis on the Kalman Filter measurement

update modifications necessary to accommodate set-valued measurements. The algorithm is vali-

dated in a numerical simulation with a discussion of communication savings, network observability,

and the effect of varying clock noise parameters.

This is a fundamentally different approach to decentralized cooperative PNT than the pre-

vious chapter. We are no longer sending state estimates at all but sending measurement data

between filters. This has the benefit of avoiding unnecessary information loss due to being overly

conservative (as happens with CI), but limits the amount of information that can be spread through

the network. The spread of information is limited only to neighbors, since received measurements

are not re-transmitted. Loefgren and Ahmed [21] combined CI and measurement sharing to obtain

the benefits of both, but did not incorporate imperfect clocks or timing estimation. While the

previous chapter considered extending CI to the clock estimation domain, this chapter looks at

how measurement sharing can incorporate timing information.
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4.1 Event-Triggered Estimation Theory

The covariance intersection method from the previous section works well, but requires large

packets of information to be sent with each transmission. For a length n state vector, each trans-

mission will contain: 1 floating point value for the timestamp, n floating point values for the mean

vector, and n(n+1)
2 floating point values for the unique elements of the covariance matrix. The

simulation closing the previous section had n = 24 states, which means that each transmission

contained 325 floating point values. In many applications (e.g. [21]) communication payload size

is limited. Ideally we would like to be able to reduce the amount of information contained in each

packet without sacrificing too much estimation accuracy. This would allow for the newly freed

space to be used for transmitting science data between agents.

One method of reducing communication is sending measurements only when they are suf-

ficiently surprising. When an agent receives a measurement and finds that the residual is larger

than some predefined δ bound then the agent will explicitly re-transmit the measurement out to

other agents (Fig. 4.1). If the measurement is not surprising according to this metric then the

measurement will not be sent. Since other agents expecting the measurement know the δ bounds,

they are able to fuse the information that the measurement was within those bounds. This means

that even an absence of information is information, allowing for fewer measurements to be sent.

4.2 Event-Triggering SLAS Algorithm

We make the same set of assumptions here about problem setup and communication topology.

Consider a group of N robot agents, some mobile and some at known fixed positions, that are

connected in a fixed communication and sensing topology. As before, each agent runs its own

local Kalman Filter and follows a fixed transmission schedule. For the purpose of this paper it is

assumed that the network is fully connected—all agents talk to all other agents in the network. This

assumption is not strictly necessary, but it allows for all states to remain observable at each node.

This assumption can be relaxed in future work when measurement sharing and CI are combined
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Figure 4.1: Event-triggering δ bounds

Transmit
hT [tT ],

surprising
{ρ}, {z}

Wait

Collect surprising
measure-

ments ρTJ or
other local

Measure hT [tT ]

Transmit
timer

Receive message
containing

hJ [jT ], {ρ}, {z}

Construct ρTJ =
hT [jR] − hJ [jT ]

Run filter with
ρTJ , {ρ}, {z}

Receive
message
from J

Other mea-
surement z

Run filter with z

lidar,
GPS, etc.

Figure 4.2: Event triggered SLAS Algorithm Diagram

together as in the work by Ouimet, et al. [26] and Loefgren et al. [21].

The algorithm diagram for the event-triggering SLAS method is shown in Figure 4.2. One

major difference to call out is that state estimates are no longer transmitted; instead only surprising

measurements are transmitted to other agents (outer left loop). When a message is received (right

loop) the message contains the transmit timestamp and the set of pseudorange/other measurements

that the transmitting agent found surprising. A timestamp is constructed, then the filter is run using
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the local pseudorange measurement and the sets of surprising measurements. This method is still

able to support non-pseudorange measurements (inner right loop), but now all neighboring nodes

need to know how to handle all types of measurements since the measurements are transmitted out

to the network. The filter runs the outer left transmit loop regularly according to a timer, but the

filter will be run several times during each waiting interval whenever a measurement is received.

The ET algorithm has fewer steps than the CI algorithm; the prediction step is the same, but

there are no received states to predict and no fusion update step. The measurement update now

has to be able to process both explicit and implicit measurements, which is what we will discuss

next.

4.2.1 Measurement Update with Explicit/Implicit Measurements

Figure 4.3: Fitting a Gaussian (orange) to a truncated Gaussian (non-truncated region highlighted
in blue)

There are three types of measurement that the local filter for each agent has to know how to

handle: local measurements, explicitly communicated measurements, and implicitly communicated

measurements.

Local measurements are those created onboard, (ρTJ or z in the diagram). These mea-

surements are processed as discussed in the previous chapter. The measurement residual on local
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measurements determines whether it will be transmitted explicitly or implicitly. If the measure-

ment residual is larger than some δ bound (sufficiently surprising) then it will be sent implicitly,

otherwise it will be “sent” implicitly.

Explicit measurements are received from other agents. The handling of explicit measurements

is similar to local measurements—we still have an actual value, so the typical Kalman Filter update

equation works. The only difference is that explicit measurements are not checked to see whether

they are surprising, and are not re-transmitted. (e.g. if agent I receives an explicit measurement

from agent J , then agent I does not re-transmit this message to some other agent M .) Some

implementations of event-triggered estimation involve re-transmission of received measurements,

but that is not considered here.

Agents always receive messages from each other—we are assuming no dropped packets

here—but in the case of an implicit measurement the actual value is missing. The receiving agent

knows that the measurement exists, but does not know the value of the measurement. It is only

known that the measurement was within the predefined δ bounds. If there is a possibility of dropped

packets then there is some ambiguity about whether a measurement was sent implicitly or dropped.

The issue is not addressed here, but see [20] for the necessary algorithm modifications to handle the

possibility of dropped packets. In our case, this means that agents know whether or not they have

received sent data packets, and that data packets are encoded so as to indicate the presence/absence

of specific explicit measurements, along with the values of explicit measurements which are present.

Loefgren [21] considers how coding schemes can be constructed using both uncompressed double-

precision representations for messages to transmit explicit measurements with implicit data flags

as well as compressed integer representations using piecewise quadratic quantization for restricted

message sizes. We consider only uncompressed messaging here.

Since only the bounds of the measurement are known, the measurement distribution is then

a Gaussian with truncated support (the blue region in Figure 4.3). Properly fusing a Gaussian

prior state pdf and a truncated Gaussian measurement likelihood function via Bayes’ rule would

lead to a non-Gaussian posterior pdf which cannot be completely recovered in closed form via the



40

Kalman Filter. Shi [29] shows that fitting a Gaussian to a truncated Gaussian is a reasonable

approximation. Given a truncated Gaussian f(x) ∼ N (µ, σ2) with support for x ∈ [µ − δ, µ + δ],

we can approximate the distribution using a Gaussian g(x) ∼ N (µ + z̄, (1 − ϑ)σ2). Computing z̄

and ϑ will be discussed later in this section.

Measurements with a point value (i.e. local or explicit measurements) are fused using the

normal measurement update equations

x̂+ = x̂− +Kr (4.1)

P+ = (I −KH)P−, (4.2)

where K is the Kalman Gain, r is the measurement residual, and H is the measurement sensitivity

matrix.

Fusing implicit measurements uses a modified form of the update equations

x̂+ = x̂− +Kz̄ (4.3)

P+ = (I − ϑKH)P−. (4.4)

The value ϑ ∈ [0, 1] describes the shape of the fitted Gaussian and directly affects the the updated

covariance matrix P+. In the limiting case of ϑ = 1, the fitted Gaussian collapses to a point and the

implicit measurement update equation is identical to the normal measurement update equation. In

the other limiting case of ϑ = 0 the fitted distribution is the same as the measurement distribution.

This means that the δ bound is too large and no information can be obtained from the implicit

measurement. In this case the implicit update collapses to P+ = P−. Said differently, setting δ = 0

yields ϑ = 1 while in the limit as δ →∞ then ϑ→ 0.

The next question to address is how each agent is able to know what implicit information to

fuse. For example, when A receives no measurement from B, then all that A knows is that B did

not find the measurement surprising. To be able to do anything with that information, A needs to

have knowledge of what B’s state estimate is. For this application we make the assumption that

the network is fully connected, and that all agents will therefore have approximately the same state
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estimate. This is a reasonable assumption because, in a fully-connected network, all agents will have

access to all measurements in the network either by constructing them locally or receiving them

implicitly/explicitly from neighbors. To continue the example, B will send a message implicitly if

|ρBC − ρ̂BBC | ≤ δ, (4.5)

where ρ̂BBC is Agent B’s prediction of the measurement. When Agent A receives no measurement,

it uses the approximation ρ̂ABC ≈ ρ̂BBC and is able to bound the measurement as

−δ + ρ̂ABC ≤ ρBC ≤ δ + ρ̂ABC . (4.6)

We are now ready to discuss the computation of z̄ and ϑ. Define the following:

Qe = HP−HT +R, (4.7)

ν− = − δ√
Qe

, (4.8)

ν+ =
δ√
Qe

, (4.9)

where R is the measurement noise matrix. For this method the measurements are processed one

at a time, so the quantity Qe will be a scalar and the
√
Qe is defined as normal. Let φ(·) be the

Gaussian probability density function and Q(·) be the Gaussian cumulative distribution function.

z̄ expresses the difference between the mean of the truncated Gaussian and the mean of the

fitted Gaussian. There is no difference in this case since, by assumption, the predicted measurement

of the receiving agent is the same as the predicted measurement of the transmitting agent. Therefore

z̄ will always be zero in this case. The fitted Gaussian variance adjustment can be found as

ϑ =
ν+φ(ν+)− ν−φ(ν−)

Q(ν+)−Q(ν−)
. (4.10)

For applications that do not make the fully-connected assumption, the computation of z̄ and ϑ is

more complicated; see [21] and [26].

There are many other triggers in ET estimation beyond using measurement residuals. An-

other method is by triggering based on whether a new measurement is outside of some δ bound of
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the previous explicit measurement. This triggering strategy avoids making the ρ̂ABC ≈ ρ̂BBC approx-

imation since there is no longer any ambiguity about the center of the ±δ bounds. This alternate

trigger is not used here but could be explored in future work.

4.3 Numerical Simulation

The same simulation from the previous section is used here as well. The main figure of merit

defining success for this algorithm is the localization accuracy. Figure 4.4 shows the average 2D

position RMSE values of all rovers in the network for different δ values from a 30-run Monte Carlo

simulation. Table 4.1 shows the corresponding average error value and percent of measurements

sent implicitly. Lower δ values perform better as expected since the filter has more information to

work with. One of the main takeaways is that there is little reduction in performance for small

or moderate δ values. At a high δ value of 10 m the filter experiences a more noticeable drop in

performance but only sends about 20% of measurements explicitly.

Figure 4.4: Average 2D position RMSE values for different δ values over time

We will again examine agent U ’s estimates of all rover position and velocity states, but the

results for the other agents are similar. Figure 4.5 shows the position and velocity estimation

errors along with the ±2σ estimated uncertainty and the ±2σ bounds for the centralized filter as a

comparison. The comparison of uncertainty bounds between the decentralized and centralized filter
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Table 4.1: Communication savings and average 2D position for different δ values

δ [ m ] Average 2D position RMSE [ m ] % Implicit Measurements

0 1.6 0
1 1.7 10
2 1.8 21
5 2.0 50
10 3.4 81

allows us to see the effect of fusing implicit measurements—the state uncertainty grows, accounting

for the spiky blue bounds in the plot. The centralized filter has access to all measurements explicitly

and so its uncertainty stays fairly constant.

4.3.1 Communication Savings

Each measurement sent implicitly represents a payload communication savings of the size

of a floating point number on the computers used. For this work 4 bytes per value is assumed.

Table 4.2 shows the number of implicit and explicit measurements transmitted by each agent in

a typical simulation. Each implicitly-transmitted measurement contributes to the communication

savings, so agents that send more measurements implicitly have larger savings. While the majority

of measurements are still sent explicitly, each agent is able to reduce the amount of information sent

by at least 30 kB over the 15 min simulation time. Agent A sends fewer explicit messages than any

of the other agents. This makes sense since A acts as a temporal reference; A has no clock states,

so it is less likely for it to be surprised by a local measurement since the pseudorange measurements

are only affected by one clock’s drift rather than two.

One of the main benefits of event-triggering is that the mission designer can set different

δ values at different times during the mission. While the rovers are hundreds of meters apart

and tasked with collecting science data and sharing it between themselves then it makes sense to

set δ very high so rovers only have a rough idea of where they are. If rovers are engaged in a

collaborative task such as exploring a small crater together then setting δ much lower allows the

rovers to maintain accurate estimates of each other and avoid crashing into each other.
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Table 4.2: Number of implicit/explicit messages sent and communication savings for event-
triggering with δ = 2 m during a 15-minute simulation

Agent # Implicit # Explicit Communication Savings [ kB ]

A 16608 34674 66
B 10380 40932 41
C 10302 41010 41
D 10128 41178 40
T 10488 40818 41
U 9792 41508 39
V 9378 41916 37

4.3.2 Pseudorange Measurement Non-Independence

We again consider the problem of pseudorange measurement non-independence. In the case

of a centralized filter, having correlated measurements could easily be handled by accounting for

the correlation in the measurement noise matrix R. Decentralized estimation makes the problem

much more challenging given the time delays involved. For example, suppose that A and B both

receive transmissions from T and construct ρAT and ρBT . One option would be for A to wait

to incorporate ρAT until it has received ρBT from B some time later. However, as we have seen

previously, the uncertainty in the measurement increases as it becomes more out of date given how

quickly the clock biases change. The alternative is to incorporate measurements as soon as they are

received. Nonlinear filters are approximate methods already and so the measurement correlation

can be neglected at the loss of some information. In practice, the benefit obtained from waiting for

the measurement and accounting for the measurement correlation does not outweigh the increased

accuracy from incorporating the measurement as soon as possible. Further research is needed in

this area.

4.3.3 Observability

One of the major differences between the CI method and the ET method is the observability

of the network as a whole to any given agent. Consider the simple scenario shown in Figure 4.6.

Agent T is able to communicate with agent U and U is able to talk to agent V , but T and V cannot
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communicate directly. As discussed previously, both halves of a pair of pseudorange measurements

are needed (e.g. ρTU and ρUT ) in order to determine the two unknowns (distance and relative clock

bias). In the ET method, agent T constructs ρTU locally and receives ρUT and ρUV explicitly or

implicitly from agent U . However, since messages are not forwarded, the information contained in

ρV U will never reach agent T . This means that the network as a whole will always be unobservable

to T since there is an ambiguity between V ’s position and clock bias. When using the CI method

on the other hand, there is no problem. ρV U will be constructed by V and fused into its state

estimate; the state estimate will then pass through U and reach T .

The network diameter is the maximum number of steps to get between any given pair of

nodes. When using a CI-based method in a non-fully-connected network the diameter has a large

effect on the estimation accuracy. The clock bias drift is significant (on the order of tens of meters

per second) and so mission designers must consider the effect that additional communication hops

will have on clock bias estimation accuracy.

When using measurement-sharing methods, the position and clock states of an agent are

unobservable to agents not directly connected to it. Thus, for effective measurement sharing, the

network needs to be fully connected, or nodes need regular assistance from other agents in the form

of CI updates.

4.3.4 Variation of Clock Noise Parameters

There are two clock noise parameters: perturbing noise w ∼ N (0, σ2w) which affects the

dynamics and error from finite timestamping precision v ∼ N (0, σ2v) which distorts each timestamp

measurement.

Figure 4.7 shows the effect of varying the noise perturbing the clock dynamics, σw. Recall

that σw = 51 ns/s2 (the red line) was used in earlier simulations. The lower bound is, of course,

setting σw = 0. This means that the bias b and bias rate ḃ will maintain their initial values. The

only position error results from random noise added to the control input. The value of σw = 51 ns/s2

is already fairly high, so most clocks will produce results between the red line and blue line shown
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in the figure.

Figure 4.8 shows that varying the timestamp precision σv has surprisingly little effect on

localization results. The yellow line for σv = 0.13 ns is the noise parameter used in the other

simulations. Decreasing the precision by an order of magnitude significantly reduces localization

capabilities during the first few seconds of the simulation, but there is no difference in the steady

state estimation accuracy. This is due to the large number of measurements relative to the motion

of the rover. The stochastic perturbations of the rovers’ motions are small, and so the filters are able

to keep track of their locations even with less accurate measurements. If the rovers’ motions were

more highly perturbed or measurements arrived at a lower rate then the timestamping precision

would have a larger effect.

4.3.5 Variation of Transmission Schedule

All agents transmit in alphabetical order at times separated by ∆t. (i.e. agent A transmits

at time t = 0, agent B transmits at time t = ∆t, agent C at time t = 2∆t, etc.) The localization

accuracy is highly dependent on the parameter ∆t, since this corresponds directly to how much

information enters the network. Figure 4.9 shows how the default value of ∆t = 0.1 s used in

simulations above compares to higher and lower rates of communication. Cutting the wait in

half produces a moderate increase in localization capabilities, while increasing the delay even to

∆t = 0.3 s increases the RMSE to nearly 10 m.

In summary, the δ parameter should be selected to balance estimation needs with desired

communication savings. The clock parameter σw has a moderate impact on estimation accuracy,

but purchasing a higher quality clock can ameliorate the effect. The transmission window ∆t

significantly affects the localization capabilities and should be carefully chosen. The timestamping

precision σv is of less importance for the scenarios considered in this problem.
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T U VρTU ρUT ρUV ρV U

Figure 4.6: Simple communication diagram to illustrate observability differences between CI and
ET methods

Figure 4.7: Average 2D position RMSE values for different σw values over time

Figure 4.8: Average 2D position RMSE values for different σv values over time
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Figure 4.9: Average 2D position RMSE values for different transmission window ∆t values over
time



Chapter 5

Conclusion

This work introduces two solution methods for solving dynamic distributed localization and

synchronization problems. The first method is based on sharing state estimates using covariance

intersection and is useful in situations which require each platform to maintain full network state

observability (i.e. knowledge of their own and all other platforms’ position and clock states) with

sparse communication topologies. The second method is based on event-triggered measurement

sharing and is useful for reducing communications overhead as well as avoiding information losses

from conservative state estimate fusion. These methods are currently limited by assumptions about

the communication topology, but are applicable to use-cases where the network is fully connected.

The covariance intersection method is generally more accurate with a 2D position RMSE of 0.5 m

but requires sending large packets of information across the network. The event-triggering method

allows for a significant reduction in communication by only sending surprising measurements and

has a 2D position RMSE of 1.8 m for a sample triggering threshold of δ = 2 m. Simulation results

show that low-to-moderate δ values allow for significant communication savings while incurring only

a small loss in estimation accuracy. Additionally, results are shown to be sensitive to transmission

rate and the clock drift parameter, but relatively insensitive to the timestamping precision.

One of the main limitations of this work is that only the fully-connected network case is

explored. Other works employing a similar solution method, namely [21], drop the fully-connected

assumption. In that work only a few agents have access to inertial position information through

GPS. The information propagates through the network and all rovers are able to obtain inertial



51

estimates even if they are one or two steps removed from the inertial reference. This work is

a proof-of-concept to show that distributed estimation techniques are applicable to distributed

position, navigation, and timing problems. Future work will include a combined CI/ET method

which leverages the benefits of both, as in [21] and [26].

This work is partially motivated by application to a NASA STTR considering a team of

lunar rovers supported by a set of stationary beacons. The methods introduced here are currently

being implemented in a higher-fidelity simulation environment and in hardware to demonstrate

the application of these algorithms to future exploration missions. Additionally, future work will

include comparisons to other algorithms such as [12].
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