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Substance abuse is one of the leading causes of morbidity and mortality in both the developing
and the developed worlds. For example, approximately 88,000 people die each year from alcohol-
related causes and the annual cost to society of alcohol misuse is estimated to be $249,000,000,000.
Converging lines of evidence indicate that these behaviors are substantially heritable: twin and
adoption studies have found significant genetic effects for initiation, intensity of use, dependence,
and abuse for alcohol, tobacco, marijuana, and other drugs. Genome-wide association studies
(GWAS) and candidate gene studies have found a number of robust associations between genetic
variants and substance use and dependence. Twin studies have found evidence for common genetic
liability across drugs and for distinct genetic influences on substance use initiation and on quantity
of use and substance dependence after initiation.

Chapter 2 of this thesis describes a rare variant GWAS meta-analysis focused primarily on
the role of exonic variants in alcohol and smoking behavior. Across 17 contributing studies, most
using the Exome Chip, I assembled a total sample size of between 70,847 and 164,142 individuals
for five standard phenotypes: cigarettes per day, smoking initiation, pack years, age of smoking
initiation, and drinks per week. In this meta-analysis, I performed single variant tests, gene-based
burden tests, and tests conditioned on the effects of common variants. I replicated a number of
known associations but failed to find any reproducible novel associations. A modest portion of
phenotypic variance (1.7-3.6%) was accounted for by all genotyped rare variants. In summary, if
rare variants with large effect sizes exist for these traits, they must be substantially more rare than
the modestly rare variants genotyped on the Exome Chip. It follows that large sequenced samples
will be required to detect their effects.

Chapter 3 of this thesis describes a twin study of adolescent substance use development which



iv
used smartphone applications and location tracking to measure twins’ behavior and environmental
exposures. Adolescence is a sensitive period for substance use. Individuals who initiate substance
use in early adolescence are at higher risk for dependence diagnoses in adulthood than individu-
als who initiate later in adolescence. Excessive adolescent substance use is also associated with
increased risk for accidental and intentional injuries. Genetic and environmental explanations for
adolescent substance use have been advanced but few studies have examined specific environmental
hypotheses while accounting for genetic confounding. In this chapter, I show that substance use
behavior and related variables can be measured accurately and at high frequency by automated
remote assessment and monitoring mediated through the participant’s smartphone. I found that
adolescent substance use and change in use is heritable, including e-cigarette use, a novel result. I
used the participants’ location data to measure the fraction of time they spent at school during the
school day and at home at night, measures of delinquent behavior. These variables were not asso-
ciated with substance use, contradicting previous results. I also found that the physical distance
between twins in a twin pair increased with age and increased more quickly for dizygotic twins
than for monozygotic twins, a violation of the equal environment assumption of the classic twin
model and an indication that location is heritable. In conclusion, digital phenotyping methods can

be used to obtain high quality, longitudinal data in a scalable fashion.
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Chapter 1

Introduction

1.1 Early history of genetics

It seems likely that heredity, the resemblance of offspring and their parents, was first recog-
nized and exploited in prehistory during the domestication of animals and plants through selective
breeding. The domestication process involves significant behavioral changes and the heredity of
behavior must have been obvious as well. For example, phylogenetic estimates place the divergence
of wolves and dogs between 9,000 and 34,000 years ago (Larson & Bradley, 2014). In addition to
the obvious morphological changes between a wolf and a Shih Tzu, dogs show less aggression and
fear towards humans than wolves. Signals of selection in dogs have been identified and mapped
to genes involved in the fight-or-flight response (Cagan & Blass, 2016). Presumably, prehistoric
humans recognized that some proto-dogs were more friendly and more biddable and encouraged
their reproduction just as they selected for grain nutrient content, transforming a small, thin, and
more variable wild grain into modern wheat (Eckardt, 2010).

The first recorded theories of heredity came much later than its practical applications. In
Aristotle’s On the Generation of Animals, published in the 4" century BCE, he argues that the
semen of the father and the menses of the mother encode their characteristics, including acquired
characteristics. The semen contributes “heat” or “power” that animates the embryo and determines
the form of the species, while the balance of heat (seen as male) and cold (seen as female) determines
the sex of the offspring (Lennox, 2017). In contrast, the doctrine of preformationism held that the

form of the offspring is predetermined, perhaps at the creation of humanity, and merely revealed



Figure 1.1: A homunculus in a sperm, drawn by Nicolaas Hartsoecker in 1695.

through development. In its most literal form, this doctrine envisioned a homunculus, or tiny
human, present in either the sperm or the egg (Figure 1.1), and homunculi within that homunculus,
ad infinitum (Maienschein, 2017).

For much of the 19*" century, the dominant theory of heredity was blending inheritance,
whereby offspring receive the average phenotypic value of their parents. This position was held by
Darwin, in conjunction with Lamarckian inheritance of acquired characteristics (Holterhoff, 2014).
Gregor Mendel, inspired by his experiments in the hybridization of pea plants, proposed particulate
inheritance. In this model, offspring inherit the discrete factors that we would call genes and
alleles from their parents. These factors remain independent. Therefore, phenotypic and genetic
variation can be maintained over time (Mendel, 1965). Even after the rediscovery of Mendel’s
work, it was commonly thought that his results applied only to categorical phenotypes with large
differences between individuals and not to continuous phenotypes, such as height. R.A. Fisher
reconciled these perspectives in a seminal paper which concluded that continuous variation may be
the result of many Mendelian genes affecting a trait, the polygenic model (Fisher, 1918). He also
noted that the phenotypic correlations between relatives may be used to calculate heritability (the
proportion of variation in a trait that is explained by genetic variation), the degree of dominance

or non-additivity, the contribution of the environment, and the effect of assortative mating. These
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observations establish the framework within which modern twin and family genetic models operate,
although Francis Galton anticipated the use of twins to determine whether behavioral traits were

heritable (Galton, 1875).

1.2 Methods in statistical genetics.

It is important to note that the methods I will describe in this section all address the question
of phenotypic variance—the differences between individuals in a population. If a phenotype is not
heritable, that does not mean genes play no role in it. If a phenotype is under heavy selective
pressure, variants that affect it negatively may be rapidly removed from the population, and relevant
genetic variance will not be found. Additionally, this discussion will be oriented towards methods
applicable to complex and reasonably common traits. A discussion of rare and Mendelian traits

lies outside the scope of this dissertation.

1.2.1 Twin and family studies

Before going into historical and mathematical detail, I would like to explain the intuitions
behind twin and family methods. If a trait is heritable, individuals who are related to each other
should be more similar to each other on that trait than randomly selected individuals. Addi-
tionally, phenotypic similarity should correlate positively with relatedness (genetic similarity) to a
degree determined by the heritability of the trait. However, this approach cannot produce unbi-
ased heritability estimates because environment similarity is likely to be confounded with genetic
similarity.

Twins are a natural experiment that can address this difficulty. Monozygotic (MZ) or iden-
tical twins share all (really, almost all) of their alleles while dizygotic (DZ) or fraternal twins share
half of their alleles on average. If we assume that MZ twins and DZ twins share equally similar
environments, then the difference between their phenotypic correlations can provide an unbiased
estimate of heritability. In the classic twin model, we divide the phenotypic variance into three

components (Neale & Maes, 1994):



e A — Additive genetic effects or heritability

e (' — Common environment, the environment shared by both twins. This is assumed to be

the same for MZ and DZ twins.

e [/ — Unique environment, environmental influences not shared by the twins.

This is

the only components on which MZ twins differ. Measurement error will appear in this

component.

Since C is the same for MZ and DZ twins and DZ twins share half of their alleles, we can

decompose the phenotypic correlations as follows:

rvuz =A+C

1
TDZ:§A+C

And we can calculate the components as:

A=2(rypz —Tpz)

C:T‘Mz—A

And because A+ C + E =1:

EZl—TMZ

(1.1)

(1.2)

(1.3)

(1.4)

(1.5)

A common pattern in statistical genetics is the development of a statistical method in non-

human animals before its application to humans. This occurred recently with the advent of GCTA

heritability estimation (Yang et al., 2010). The formulation of modern twin and family methods,

often termed the “model fitting” approach, also followed this pattern. In 1970, John Jinks and

David Fulker proposed that the approach used in biometric genetics to analyze non-human animal
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data be applied to humans (Jinks & Fulker, 1970). In biometrical genetics, maximum likelihood was
used to fit a model of genetic and environmental effects. The maximum likelihood approach allows
a researcher to compare models, estimate parameter confidence intervals, calculate the goodness-of-
fit of a model, and fit more complex models. For example, biometrical genetic models can examine
the shared environmental and genetic effects between two or more phenotypes (Martin & Eaves,
1977) or incorporate extended family data to estimate non-additive genetic effects (Neale & Maes,
1994). T use this approach in Chapter 3 to examine genetic and environmental effects on adolescent

substance use trajectories.

1.2.2 Linkage

The concepts of linkage and linkage disequilibrium (LD) are essential to the genome-wide
methods that I will discuss. Linkage refers to the observation that loci which are close to each other
on a chromosome are more likely to be inherited together. Linkage occurs because of chromosomal
crossover or recombination during meiosis. The closer together two loci are, the less likely they are
to be split apart (Miko, 2008).

LD is quite misleadingly named because it does not necessarily have anything to do with
linkage and can occur under equilibrium. LD is merely “a nonrandom association of alleles at two
or more loci” (Slatkin, 2008). The definition is purely statistical—under certain circumstances, LD

can exist between chromosomes. Mathematical definitions of LD are based on the statistic D:

D =pap — papp (1.6)

where pap is the frequency of the haplotype combining alleles A and B and papp is the
product of the frequencies of those alleles. Therefore, D is the difference of the realized frequency
from the frequency under independence. D is constrained by the allele frequencies and so derived

statistics are typically used. D’ is defined as D divided by its maximum possible absolute value.



Most commonly used is a correlation coefficient of indicator variables for A and B:

2 D2
" T pa(—paps(l - pp) (L.7)

The maximum value of 72 is constrained by the difference between p4 and pp. For example,
if 2 > 0.8 and p4 = 0.5, pp cannot be less than 0.44 or greater than 0.56 (Wray, 2005). This
importance of this observation will become clear in a later discussion of genotype imputation.

LD is not uniform across the genome because the rate of recombination is not uniform.
Sections of the genome tend to be inherited together, as an “LD block” or “haploblock” (Figure
1.2). If we measure a single allele in that block, we have learned a great deal about the rest of the
block.

LD decreases slowly and can be created by many forces, including selection, drift, gene flow,
inbreeding, population subdivision, and mutation (Slatkin, 2008). Humans have extensive LD
because of our population history, including recent bottleneck events, and because we are subject
to the forces listed above. LD is less prevalent in sub-Saharan African populations because they

have not experienced those bottlenecks (Wall & Pritchard, 2003).

1.2.3 Genotyping and sequencing technologies

If we wish to go beyond the broad question of the role of genetic variance and identify specific
genetic variants responsible for differences in a phenotype of interest, we must be able to determine
which variants an individual has. In other words, we must be able to genotype people and probably
quite a few of them. If we don’t have strong a priori theories about which variants are important,
we must be able to genotype many variants across the genome. In many ways, the story of modern
human genetics is one of the development of cheaper and faster genotyping and genome sequencing
technologies, rather than one of major advances in theory.

The first widely adopted DNA sequencing method was Sanger sequencing. In Sanger se-
quencing, a primer is designed to target the region to be sequenced. DNA polymerase and deoxynu-

cleosidetriphosphates (ANTPs) are added to extend the primer. Di-deoxynucleosidetriphosphates



ENr31.237.1 ENmO14.7g31.33

YRI

CHB+JPT

o o
= =
2 S 60
= =
g €an
|- g 20
-]
0 100 200 300 400 S00 g DU 100 200 300 400 500
Position (kb) Position (kb)

Figure 1.2: Recombination rates and LD patterns for two regions of the human genome and for three
populations (Sachidanandam et al., 2001). YRI = Yoruba in Ibadan, Nigeria; CEU = Caucasian
individuals in Utah, USA; CHB = Han Chinese in Beijing, China; JPT = Japanese in Tokyo,
Japan.
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(ddNTPs) are included in the reaction mix and terminate chain extension when they are incorpo-
rated. In the classic method, four reaction mixes are run, one for each ddN'TP. The fragment lengths
are then determined by gel electrophoresis and autoradiography (Sanger et al., 1977), yielding the
sequence. This method was quite labor intensive and was replaced by an approach where each
ddNTP has a unique fluorescent label. A single reaction mix is run and capillary electrophoresis
is used to separate the fragments and read the sequence, in an automated fashion (Smith et al.,
1986).

Automated Sanger sequencing greatly increased the efficiency of DNA sequencing and was
essential to the completion of the first human genome. However, the throughput provided by
even the most sophisticated Sanger sequencing machines is not sufficient to allow for population
whole genome sequencing. One solution to this problem was based on the observation, described
above, that humans have many LD blocks. Common genetic variation can therefore be assessed
by genotyping hundreds of thousands of variants across the genome, selected using the haplotype
information assembled by consortia like HapMap (Frazer et al., 2007) and the 1000 Genomes Project
(Auton et al., 2015). Genotyping arrays based on DNA hybridization to pre-designed probes and
fluorescent microscopy were designed to do just this, at a much lower price per genome than
sequencing (Gunderson et al., 2005). After genotyping, the haplotype information is used to impute
ungenotyped sites (Li et al., 2009).

Unfortunately, genotyping arrays have several limitations. First, the strategy of using “tag”
SNPs that are in high LD with neighboring variants works only for common and moderately rare
variants because of the greater number of rare variants and because of the constraints on LD
imposed by allele frequency. Second, the probes used on arrays can only target single nucleotide
polymorphisms (SNPs) and certain simple structural variants. In order to understand the effects
of rare and complex structural variants, whole genome sequencing is necessary.

Next-generation sequencing (NGS) refers to a class of sequencing technologies that were
developed after Sanger sequencing. The most successful has been the approach developed first by

Solexa and then by Illumina. Illumina sequencing utilizes reversible, labeled terminators and clonal
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clusters on a two-dimensional flow cell surface. Each cluster is derived from a single fragment.
Millions of clusters can be sequenced in parallel by a single machine, providing much greater
throughput at a lower per base cost than Sanger sequencing (van Dijk et al., 2014). The adoption
of NGS has corresponded to an extraordinary decrease in sequencing costs although the cost per

genome has stabilized in the past few years (Figure 1.3).

Moore's Law

National Human Genome
Research Institute

genome.gov/sequencingcosts

T

20012002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 2017

Figure 1.3: The cost per human genome over time (Wetterstrand, 2018).

1.2.4 Genome-wide association studies

Genome-wide association studies (GWAS) test whether any of a set of genetic variants drawn
from across the genome predict variation of a trait in a sample of genotyped and phenotyped
individuals. The first GWAS performed on a sample of significant size (N = 14,000) was published
in 2007 by the Wellcome Trust Case Control Consortium (Burton et al., 2007). GWAS soon to be
published have combined sample sizes of over a million individuals (Karlsson Linnér et al., 2018).
These large studies are not based on a single sample but on meta-analyses of results from, often,
dozens of samples originally collected for very different purposes. As an aside, GWAS of alcohol
and smoking behaviors have benefited from the fact that these traits are important covariates for

many other diseases. These efforts have been made because of the realization that complex traits
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are highly polygenic. At least among common variants, there are many associated loci, each with a
small effect, requiring a large sample size to reach adequate power. What has been the cost of this
approach? We have, by necessity, used phenotypes whose primary merit is that they are broadly
available. Complicated and sophisticated phenotypes have not been accessible. The advent of large,
deeply phenotyped biobanks mitigates this issue as does the calculation of genetic correlations or
other measures of concordance between large GWAS and phenotypes of interest.

From a statistical standpoint, most GWAS are very simple. A regression is run for each vari-
ant in the sample, with the genotypes at that site as predictors, along with appropriate covariates.
The outcome is the phenotype of interest. LD-based genotype imputation is used to increase the
number of variants tested (Li et al., 2009; Howie et al., 2012). In order to deal with the confounding
between genetic and environmental similarity described for twin studies, close relatives are usually
removed from the sample. Another solution to relatedness within a sample is to use mixed model
association methods, which explicitly account for it (Loh et al., 2015). Population stratification
refers to the fact that different populations have different allele frequencies, due to their unique his-
tories. Here, population can refer to anything from continent-level ancestry to a village separated
by a mountain from a neighboring village. All that is required is a historic barrier to gene flow.
Confounding due to population stratification is introduced when populations present in a GWAS
sample have different phenotypic distributions. Variants that distinguish the populations will be
highly associated with the phenotype without having any real causal effect. Typically, we deal
with population stratification by including genomic principal components as covariates, accounting
for the large-scale covariation of allele frequencies associated with population stratification. The
sample will also typically be split by continent-level ancestry and each sub-group will be analyzed
separately.

What have we learned from GWAS? We have not learned much about the fundamental
biology of these traits. The study of Mendelian disorders has been far more fruitful in exposing the
molecular pathways underlying disease and health. The few exceptions (Claussnitzer et al., 2015;

Sekar et al., 2016) required significant laboratory follow-up, an approach that is inherently difficult
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to scale, especially when many loci reach significance and none are obviously more important
than others. GWAS findings have found some applications in pharmacology (Nelson et al., 2015;
Cardon & Harris, 2016). One important finding has come from the use of SNP-based heritability
methods to determine that a significant portion of the additive genetic variance for complex traits
is accounted for by common variants (Yang et al., 2010, 2015; Gaugler et al., 2014). Pleiotropy is
the phenomenon of a gene influencing multiple traits. Genetic correlations calculated from GWAS
summary statistics have shown that pleiotropy is extremely common (Bulik-Sullivan et al., 2015a).
Finally, GWAS summary statistics can be used to construct genomic predictors, which are used
to calculate risk scores for the trait of interest in independent samples. Those samples can be
much smaller, allowing for the use of GWAS results in deeply phenotyped samples. One of the
interesting applications of genomic predictors is removing genetic confounding from studies that
seek to understand environmental effects on a trait. Even so, for the average person, having their

genome sequenced would yield interesting trivia but no information of practical importance.

1.2.5 Rare variant methods

Rare variants are often discussed in the context of “missing heritability,” the observation
that the total additive genetic variance accounted for by GWAS-associated loci is often much less
than the estimates from twin studies. This problem has been partially resolved through SNP-based
heritability estimates, based on all common variants. It is possible rare variants may account for
the remaining “missing heritability.” Rare variants are also of interest because if the traits we study
are under selection, variants with large effect sizes ought to be fixed or driven to low frequency.
Generally, we expect most variants that affect function to be deleterious and to be selected against.
If large effect sizes are enriched in rarer variants, finding and studying those rare variants could
enhance our understanding of complex trait etiology. A large study of the role of moderately rare
variants in height found that effect size did increase as minor allele frequency (MAF) decreased
(Figure 1.4). If, as we expect, associated rare variants are more likely to be coding, then their

effects are much easier to interpret than the typical common non-coding variant.
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Figure 1.4: Among variants significantly associated with height, the variants of high effect are rare
(Marouli et al., 2017). MAF = Minor allele frequency

Discovering and measuring rare variants is technically straightforward. We simply need to
sequence enough genomes, using the techniques described above. The challenge is assembling a
sufficient sample size. The rarer the variant, the more people we will need to sequence to detect an
effect of a given size. One solution to this problem is to combine information across rare variants
within a gene and conduct a burden test. In a burden test, we ask if some measure of loss of
function of a gene is associated with the phenotype of interest, increasing our power under the
assumption that we are appropriately grouping variants that have a similar effect and, for most

tests, that the directions of effect of the variants are consistent (Lee et al., 2014).

1.3 Mechanisms of action

1.3.1 Alcohol

Alcohol is a sedative hypnotic. Effects of use include disinhibition, impairment of motor

control, cognition, reflexes, and memory, blackouts, coma, and death (McCracken et al., 2016).
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Unlike most substances of abuse, alcohol does not target a specific receptor, complicating the study
of its effects. Alcohol binds to and affects the function of a number of synaptic membrane ion
channels, including GABA, NMDA, and glycine receptors (Harris et al., 2008). Alcohol also binds
to and activates potassium channels (Aryal et al., 2009). Alcohol binds to and enhances the activity
of adenylyl cyclases, influencing the G protein signaling pathway (Yoshimura & Tabakoff, 1995).
Rat self-administration of alcohol increases dopamine levels in the nucleus accumbens, providing a

neural mechanism for the pleasurable and reinforcing effects of alcohol (Weiss et al., 1993).

1.3.2 Nicotine

Acute nicotine administration has positive cognitive effects, benefiting concentration and
reaction time. It also acts as a stimulant, produces pleasure, and decreases anxiety. However,
withdrawal leads to a number of negative effects (Benowitz, 2008b). Nicotine binds to and activates
nicotine acetylcholine receptors (nAChRs) in the brain. By activating presynaptic nAChRs, nicotine
stimulates the release of dopamine and a number of other neurotransmitters, causing the effects

described above (Benowitz, 2008a).

1.3.3 Marijuana

Marijuana use induces relaxation, hunger, enhanced perception, euphoria, analgesia, and dis-
inhibition. Large doses can cause hallucinations (McCracken et al., 2016). Cannabinoids are com-
pounds that bind to cannabinoid receptors and affect neurotransmitter release. Many cannabinoids
are produced by the cannabis plant (Martin, 1986) but the major active compound in marijuana is
A%-tetrahydrocannabinol (THC) (Gaoni & Mechoulam, 1964). THC binds to CB1, the cannabinoid
receptor present in the brain (Matsuda et al., 1990). CB1 activation inhibits acetylcholine release
(Carta et al., 1998), increases dopamine levels and the firing rate of dopaminergic neurons (Chen
et al., 1990; Melis et al., 2000; Morera-Herreras et al., 2008), inhibits calcium channels (Mackie
& Hille, 1992), and activates MAP/ERK kinase (MEK) and extracellular signal-regulated kinase

(ERK), leading to the expression of immediate early genes (Derkinderen et al., 2003). The analgesic
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effects of cannabinoids seem to be due to their binding to glycine receptors (Xiong et al., 2011).

1.4 Substance use genetics

Most terms for substance use are self-explanatory but two formal diagnoses deserve explicit
definition. Substance dependence “is a cluster of cognitive, behavioral, and physiological symptoms
indicating that the individual continues use of the substance despite significant substance-related
problems.” Substance abuse “is a maladaptive pattern of substance use manifested by recurrent and
significant adverse consequences related to the repeated use of substances” (American Psychiatric
Association, 2000). Substance dependence is diagnosed if a patient shows three of more of the

following symptoms in a year:
(1) Tolerance, either:

(a) the patient needs more of the substance to become intoxicated

(b) the patient experiences less of an effect with the same amount of the substance
(2) Withdrawal, either:

(a) the patient experiences the withdrawal symptoms typical for the substance

(b) the patient uses the substance to relieve or avoid withdrawal symptoms
(3) The patient uses the substance more than they meant to
4) The patient wants to stop using the substance or use less
P g
(5) The patient spends a lot of time obtaining, using, or recovering from the substance
6) The patient spends less time doing important activities because of their use
g 1mp

(7) The patient continues using the substance despite knowing that it is causing or exacerbating

a significant health issue

Substance abuse is diagnosed if a patient shows one or more of the following symptoms in a

year:
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(1) The patient fails to accomplish important tasks in their life (related to work, school, or

home life) because of their substance use
(2) The patient uses the substance when it is physically dangerous to do so
(3) The patient has legal problems because of their substance use

(4) The patient keeps using the substance despite inter-personal problems caused by their

substance use

1.4.1 Alcohol
1.4.1.1 Twin and family studies

A number of lines of evidence support the heritability of alcohol use. Twin studies have
found significant heritability for initiation, regular use, and dependence, increasing in adults as
compared to adolescents, at the expense of shared environment (Table 1.1). In general, shared
environment seems to contribute most to whether or not someone drinks but much less to how
they drink. Adoption studies have found significant genetic and environmental effects on alcohol
dependence and abuse (Cadoret et al., 1985; Yates et al., 1996). Another adoption study focusing
on environmental effects found evidence for an effect of sibling environment on alcohol use and
abuse but not of parental environment (McGue et al., 1996). This study also found significant
differences between the effect of parental behavior on drinking between adoptive and biological
children of the same parents, supporting the position that gene-environment correlation at least

partially accounts for the effects of family environment on drinking.

1.4.1.2 Candidate genes

Candidate gene studies examine the association between a phenotype and one or more genetic
variants hypothesized to influence it. Although the record of complex trait candidate gene research
is mixed at best (Tabor et al., 2002; Hutchison et al., 2004; Sullivan, 2007), it has proven more

robust in its application to substance use, at least with targets most directly tied to a given
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Table 1.1: Meta-analysis of substance use twin studies in both adolescent and adult samples

Adolescent Adult
A C E A C FE
Ever 0.16 0.70 0.15 0.59 0.27 0.16

Alcohol Regular 0.57 0.14 0.29 0.47 0.04 0.49
Dependent 0.33 0.27 0.40 0.54 0.00 0.46
Ever 0.45 043 0.13 0.68 0.09 0.25
Tobacco Regular 0.58 0.27 0.16 0.56 0.27 0.18
Dependent 0.49 0.15 0.13 0.55 0.03 0.43
Ever 0.32 0.53 0.16 0.59 0.17 0.25
Marijuana Regular 0.64 0.00 0.36 0.67 0.00 0.33
Dependent 0.55 0.24 0.21 0.53 0.13 0.36

Variance component estimates extracted from a meta-analysis of twin studies (Stallings et al.,
2014). Ever = Ever Used; Regular = Regular Use; Dependent = Abuse/Dependence

substance. One explanation for this is that substance use involves a substance, a chemical entity
whose interactions with proteins can be cataloged. The receptor target of nicotine or the enzyme
that metabolizes alcohol in the liver are better than average gene candidates. Put another way,
our understanding of the biology of substance use has been better than our understanding of the
biology of depression or schizophrenia. In this and later sections, I will focus on candidate gene
results that have been replicated. For alcohol dependence, associations with polymorphisms in the
alcohol dehydrogenase (ADH) and aldehyde dehydrogenase (ALDH) genes have proven to be quite

robust (Edenberg, 2007). ADH and ALDH are the primary metabolizing enzymes for alcohol.

1.4.1.3 GWAS

In this and later sections, I will only discuss GWAS that had a sample size of at least ten
thousand subjects (Altshuler et al., 2008). Four alcohol studies in the GWAS Catalog (MacArthur
et al., 2017) met these criteria. The first study found an association between the amount of alcohol
consumed and AUTS2, a gene implicated in neurodevelopment (Schumann et al., 2011). A study
of the same phenotype by the same group in a much larger sample failed to replicate the AUTS2
association but found an association with GCKR, which regulates glucose metabolism (Schumann

et al., 2016). The study claimed an association with KLB but this was based on an analysis that
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inappropriately combined their discovery and replication samples. A study of alcohol consumption
based on the first release of data from the UK Biobank replicated the GCKR association and found
associations with ADHI1B, ADH1C, ADH5, and KLB (Clarke et al., 2017). Several other novel loci
were also associated. Finally, a study of alcohol consumption in a multi-ethnic sample replicated a
number of associations from previous studies and found significant heterogeneity in genetic effects

across ethnic groups (Jorgenson et al., 2017).

1.4.2 Nicotine
1.4.2.1 Twin and family studies

Robust evidence supports the existence of substantial genetic and environmental effects on
tobacco use, including adoption studies (Osler et al., 2001; Keyes et al., 2008) and twin studies
(Table 1.1). As for alcohol, shared environmental factors appear to be significant in adolescence

but diminish in adulthood, becoming negligible for all phenotypes but regular tobacco use.

1.4.2.2 Candidate genes

CYP2AG6 converts nicotine to cotinine, its primary metabolite. Individuals with mutations
in CYP2A6 that reduce its activity smoke fewer cigarettes and are more likely to quit (Tyndale
& Sellers, 2001; Ray et al., 2009). Three genes encoding for nAChR subunits cluster together on
chromosome 15: CHRNAS5, CHRNAS3, and CHRNB/. A number of targeted resequencing and
genotyping studies of this locus have found associations with nicotine dependence and smoking
behavior (Saccone et al., 2009; Wessel et al., 2010; Haller et al., 2012, 2014a; Olfson et al., 2016;
Thorgeirsson et al., 2016). Intriguingly, polymorphisms in this locus have also been associated with

alcohol, cocaine, and opiate dependence (Haller et al., 2014b; Sherva et al., 2010).

1.4.2.3 GWAS

The first qualifying GWAS of smoking behavior found an association between the CHRNA 5-

CHRNA3-CHRNB/ cluster and nicotine dependence and cigarettes per day (CPD) (Thorgeirsson
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et al., 2008). A later study replicated that finding and used a conditional association analysis to
demonstrate that the locus contains multiple independent signals of association (Liu et al., 2010).
A follow-up to the first study examined both smoking initiation (SI) and CPD. No associations were
found for smoking initiation but previous findings for CPD were replicated and novel associations
were found with CYP2A46, CYP2B6, and other genes encoding nAChR subunits (Thorgeirsson
et al., 2010). Another study of CPD, SI, and smoking cessation (SC) replicated previous associations
for CPD and found a novel association with FGLN2, which encodes a protein that regulates oxygen
homeostasis (Furberg et al., 2010). A number of novel associations with SI and SC were also found.
The CHRNAS5-CHRNAS3-CHRNBY cluster’s association with CPD has been replicated in African
American and Hispanic samples (David et al., 2012; Saccone et al., 2018) but not in a Japanese
sample (Kumasaka et al., 2012). The association of the cluster with nicotine dependence has also

been replicated (Hancock et al., 2015).

1.4.3 Marijuana

1.4.3.1 Twin and family studies

No adoption studies have been published for marijuana use. Twin studies have found sub-
stantial environmental and genetic effects for marijuana use (Table 1.1), with common environment
playing a more significant role in adolescence. No effect of common environment was found for reg-
ular use, however Stallings et al. (2014) did not include a meta-analysis for adult or adolescent

regular marijuana use, so these estimates are based on a single study.

1.4.3.2 Candidate genes

I have found no replicated candidate gene studies for marijuana use or dependence.

1.4.3.3 GWAS

Two GWAS of marijuana initiation found no significant associations (Verweij et al., 2013;

Stringer et al., 2016). A GWAS of cannabis dependence symptom count found several significant
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associations (Sherva et al., 2016).

1.4.4 Shared liability

Most substance users use more than one substance (Glantz & Leshner, 2000). Polysubstance
use is more common in adolescents than adults (Young et al., 2002), a fact that may be related
to the greater role of common environmental variance in adolescent substance use. Twin studies
have found evidence for moderate to substantial genetic correlations between use and dependence
phenotypes across substances (Madden & Heath, 2002; Young et al., 2006; Kendler et al., 2007),
consistent with a model where both general and substance-specific genetic factors influence sub-
stance use. Ome theory that seeks to explain these findings holds that a general tendency to
behavioral disinhibition leads to substance abuse and dependence, problem behavior, and exter-
nalizing psychopathology. This theory is supported by the discovery of a single, highly-heritable
factor underlying substance dependence, antisocial behavior, conduct disorder, and the personality

construct of constraint (Krueger et al., 2002).



Chapter 2

A rare variant association study of alcohol and tobacco use

2.1 Abstract

Background: Smoking and alcohol use behaviors in humans have been associated with
common genetic variants within multiple genomic loci. Investigation of rare variation within these
loci holds promise for identifying causal variants impacting biological mechanisms in the etiology of
disordered behavior. Microarrays have been designed to genotype rare nonsynonymous and putative
loss of function variants. Such variants are expected to have greater deleterious consequences on
gene function than other variants, and significantly contribute to disease risk.

Methods: In the present study, we analyzed ~250,000 rare variants from 17 independent
studies. Fach variant was tested for association with five addiction-related phenotypes: cigarettes
per day, pack years, smoking initiation, age of smoking initiation, and alcoholic drinks per week.
We conducted single variant tests of all variants, and gene-based burden tests of nonsynonymous
or putative loss of function variants with minor allele frequency less than 1%.

Results: Meta-analytic sample sizes ranged from 70,847 to 164,142 individuals, depending
on the phenotype. Known loci tagged by common variants replicated but there was no robust
evidence for individually associated rare variants, either in gene based or single variant tests.
Using a modified method-of-moment approach, we found that all low frequency coding variants, in
aggregate, contributed 1.7% to 3.6% of the phenotypic variation for the five traits (p < 0.05).

Conclusions: The findings indicate that rare coding variants contribute to phenotypic vari-

ation, but that much larger samples and/or denser genotyping of rare variants will be required to
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successfully identify associations with these phenotypes, whether individual variants or gene-based

associations.

2.2 Introduction

Tobacco and alcohol use together account for more morbidity and mortality in Western
cultures than any other single risk factor or health outcome (Ezzati et al., 2002). These preventable
and modifiable behaviors are heritable (Polderman et al., 2015), have been associated previously
in human and model organism research with multiple common genetic variants (Bierut & Stitzel,
2014; Eng et al., 2007; Furberg et al., 2010; Luczak et al., 2006; Saccone et al., 2010), and most
prominently feature genes involved in alcohol/nicotine metabolism and nicotinic receptors.

Advances in sequencing technology have led to cost-effective “exome arrays,” which affordably
genotype a few hundred thousand rare (minor allele frequency [MAF] < 1%), putatively functional
exonic variants. Compared to common SNPs (MAF > 1%) used in genome-wide association studies
(GWAS), rare exonic variants may have greater potential to elucidate the biological mechanisms
of addiction and other complex traits (Lek et al., 2016; Minikel et al., 2016). Loss of function
(LoF) variants result in the loss of normal function of a protein, and may have greater phenotypic
impact than other variants that do not have obvious biological consequences (Marouli et al., 2017;
Sveinbjornsson et al., 2016). One well-known example is rare LoF mutations in PCSK9 that greatly
reduce risk of cardiovascular disease with no apparent negative effects, encouraging the development
of a new class of PCSK9 inhibitor drugs (Cohen et al., 2006; Hall, 2013).

The analysis of any rare event, including rare genetic variants, presents analytical challenges.
First, statistical power is a function of MAF, such that rare variants of small to moderate effect
require very large samples to achieve adequate statistical power (Auer et al., 2016). Statistical
association techniques have been developed to mitigate this issue, including tests that aggregate in-
formation across many low-frequency variants (Lee et al., 2014). These “burden” tests can improve
power under certain assumptions, such as that a large proportion of the aggregated variants are

independently associated with the phenotype of interest. Here, we use novel methods to implement
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a variety of genetic association tests, in the largest sample currently available, to test the effect of
rare and low-frequency exonic variants on tobacco and alcohol use behaviors.

The vast majority of existing addiction-related rare variant studies use targeted sequencing of
known addiction-associated loci to discover and test for association. This has led to intriguing new
leads, especially within nicotinic receptor gene clusters (Haller et al., 2012, 2014b; McClure-Begley
et al., 2014; Olfson et al., 2016; Piliguian et al., 2014; Thorgeirsson et al., 2016; Wessel et al., 2010;
Xie et al., 2011; Yang et al., 2015; Zuo et al., 2016) and alcohol metabolism genes (Peng et al.,
2014; Way et al., 2015; Zuo et al., 2013b) for alcohol and nicotine dependence. This strategy has
also produced rare variant associations with alcohol dependence in genes not previously implicated
in addiction. In one case, burden testing was used to find an association with rare variants in
SERINC?2 (Zuo et al., 2013b). In another case, a burden test across PTP4A1, PHF3, and EYS
showed an association with alcohol dependence (Zuo et al., 2013a). Single variant tests did not
reach significance after multiple-testing corrections in either case. In part due to the nature of
burden tests, especially when conducted across multiple genes, these findings do not have simple
biological interpretations, and no rare variant results have been replicated.

Some studies also leverage information about predicted functional consequences of rare muta-
tions to increase the power of association analyses. For example, one study of nicotine dependence
found significant rare single-variant associations in CHRNB/, but only when variants were weighted
by their effect on the cellular response to nicotine and acetylcholine (Haller et al., 2014a). Such
positive findings benefit from replication, which has not always been straightforward. For example,
all rare variant associations in addiction are, to our knowledge, candidate gene analyses with type
I error thresholds based only on tests within that region. Historically, such analyses have tended
to produce overly optimistic estimates of the number of associated loci (Duncan & Keller, 2011).
Genome-wide analyses with more conservative type I error thresholds have reported null rare vari-
ant findings across an array of phenotypes relevant to addiction (Vrieze et al., 2014a,b,c). Precisely
because genome-wide analyses are conducted on many variants across the genome, they are in

principle able to discover novel rare variant associations within new or known loci. One way to
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improve power in genome-wide analyses is through genetic association meta-analysis, which entails
the aggregation of results across many studies to achieve large sample sizes. We present here such
a meta-analysis, aggregating studies with rare variant genotype arrays and measured alcohol and
nicotine use, to arrive at a highly powered test of the hypothesis that rare exonic variants affect
addiction-related outcomes.

In addition to single variant and gene-level tests, we also conducted tests of the contribution of
rare nonsynonymous variants to the heritability of our alcohol and tobacco use phenotypes. Twin
studies, as well as studies of the aggregate effects of common variants, have found both alcohol
use and tobacco use to be heritable behaviors (Hicks et al., 2011; Maes et al., 2004; Swan et al.,
1990; Vink et al., 2005; Vrieze et al., 2014a, 2013). Research on the aggregate contribution of rare
variants, however, has been scarce, with previous work on related phenotypes in smaller samples
failing to detect aggregate effects for smoking and alcohol consumption (Vrieze et al., 2014c). In this
study, we implemented a novel method-of-moments approach to analyze heritability and genetic
correlations due to variants genotyped on the exome array. We used meta-analytic summary
statistics to quantify the contribution to heritability of variants in various functional categories
and frequency bins, estimated the genetic correlation between smoking and drinking traits, and
evaluated the contribution of rare coding variants to the phenotypic variation of smoking and

alcohol use behavior.

2.3 Methods

Seventeen studies contributed summary statistics for meta-analysis. These studies, their sam-
ple sizes, and available phenotypes are listed in Tables 2.1 and 2.2. Two studies (HRS and COGA)
provided results for individuals of European and African ancestry separately. One study (the UK
Biobank of European ancestry) was stratified into two samples according to ascertainment protocol
and genotyping method. Thus, in the end, 20 independent sets of results from 17 independent

studies were submitted for meta-analysis.
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Ancestry

All analyses were stratified by ancestry. Eighteen datasets were on individuals of European

ancestry and two datasets on individuals of African ancestry.

2.3.2

Phenotypes

Phenotypes were selected to be relevant to prior GWAS of smoking and alcohol use, com-

mon in psychological, medical, and epidemiological data sets, and known to be correlated with

measures of substance dependence. Five phenotypes were selected based on their inclusion in pre-

vious successful GWAS studies (Furberg et al., 2010; Jorgenson et al., 2017; Schumann et al., 2016;

Thorgeirsson et al., 2010) and availability among large exome chip studies.

(1)

Cigarettes per day. The average number of cigarettes smoked in a day among current and
former smokers. Studies with binned responses retained their existing bins. Studies that
recorded an integer value binned responses into one of four categories: 1 = 1-10, 2 = 11-20,
3 = 21-30, 4 = 31 or more. Anyone reporting 0 cigarettes per day was coded as missing.
This phenotype is a component of commonly used measures of nicotine dependence such

as the Fagerstrom Test for Nicotine Dependence.

Pack years. Defined in the same way as cigarettes per day but not binned, divided by
20 (cigarettes in a pack), and multiplied by number of years smoking. This yields a mea-
sure of total overall exposure to tobacco and is relevant to cancer and chronic obstructive

pulmonary disease risk.

Age of initiation of smoking. A measure of early cigarette use. Defined as the age at which

a participant first started smoking regularly.

Smoking initiation. A binary variable of whether the individual had ever been a regular
smoker (1) or not (0), and often defined as having smoked at least 100 cigarettes during

one’s lifetime.
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(5) Drinks per week. A measure of drinking frequency/quantity. The average number of drinks

per week in current or former drinkers.

2.3.3 Genotypes

Fifteen of the seventeen studies were genotyped with the Illumina HumanExome BeadChip,
which contains ~250,000 low-frequency nonsynonymous variants, variants from the GWAS cat-
alog, and a small number of variants selected for other purposes. Two studies were genotyped
on the Mlumina Human Core Exome, which includes an additional ~250,000 tag SNPs. Finally,
the present study used the initial release of 150,000 UK Biobank participants, which comprised
two cohorts: 1) the UK BIiLEVE cohort of ~50,000 heavy and never smokers genotyped on the
UK BIiLEVE array and 2) ~100,000 participants genotyped on the UK Axiom array. These ar-
rays are highly similar and described elsewhere (http://www.ukbiobank.ac.uk/scientists-3/
uk-biobank-axiom-array). They both include >800,000 variants including ~630,000 genome-
wide tagging markers, ~110,000 rare coding variants that are largely a subset of variants also
genotyped on the Illumina HumanExome Beadchip, and an additional ~107,000 variants chosen

for the study of specific medical conditions.

2.34 Generation of summary association statistics

Twenty sets of results from 17 independent studies (Table 2.1) with smoking and drinking
phenotypes were included in the discovery phase. Summary statistics were adjusted by local ana-
lysts for age, sex, any study-specific covariates, and ancestry principal components (see Table 2.2 for
genomic controls). For studies with related individuals (see Table 2.1), relatedness was accounted
for in linear mixed models using empirically estimated kinships from common SNPs (Kang et al.,
2010). Residuals were inverse-normalized to help ensure well-behaved test statistics for rare variant
tests.

Details on phenotype extraction and GWAS in the UK Biobank sample are in Appendix B.


http://www.ukbiobank.ac.uk/scientists-3/uk-biobank-axiom-array
http://www.ukbiobank.ac.uk/scientists-3/uk-biobank-axiom-array
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Quality control of per-study summary statistics included evaluation and correction of strand
flips and allele flips through systematic comparison of alleles and allele frequencies against reference
datasets ExAC v2.0, 1000 Genomes Phase 3, and dbSNP. Variants with call rates <0.9, and Hardy
Weinberg p < 1 x 1077, and polymorphic in <3 studies, were also removed. The latter filter was
meant to avoid findings that could not be broadly replicated across the 17 studies.

Variants were annotated against RefSeq 1.9 (Pruitt et al., 2014). The allelic spectrum of all
nonsynonymous, start loss/gain, stop loss/gain, or splice acceptor/donor is displayed in Figure 2.1
for cigarettes per day, stratified by whether the variant exists only in the UK Biobank, only in
studies genotyped with the Illumina exome chip, or in both. More details on the allelic spectra

within functional classes are available in Table 2.3 and Figure 2.2.

2.3.5 Meta-analysis

We performed meta-analysis in rareMETALS version 5.8 using the Mantel-Haenszel method
(Liu et al., 2014). For gene-level burden tests, we selected variants predicted to be nonsynonymous,
start loss, start gain, stop loss, stop gain, or splice donor/acceptor within each gene from RefSeq 1.9
(Pruitt et al., 2014). Two complementary gene-level association tests were performed: the sequence
kernel association test (SKAT; Lee et al., 2012; Wu et al., 2011) with MAF cutoff 1% and a variable
MAF threshold test (VITCMC; Price et al., 2010) with a maximum MAF = 1%. We chose variants
with MAF < 1% as we were interested in the contribution of variants with a frequency lower than
that which has been reliably imputed and tested in past GWAS meta-analyses. Exceedingly rare
variants, with minor allele counts less than five, were excluded from single variant analyses due to
extremely low expected power. These rare variants were included in all gene-based tests.

There exist known genetic associations between common variants and smoking or drinking
phenotypes, including variants within the nicotinic receptor gene cluster on chromosome 15 with
cigarettes per day (Furberg et al., 2010; Saccone et al., 2010); CYP2A6 and CYP2B6 with cigarettes
per day (Thorgeirsson et al., 2010); AUTS2, KLB, ADH1B, ALDH2, and GCKR with alcohol use

(Jorgenson et al., 2017; Schumann et al., 2016); and NCAM1 and TEX41 with smoking initiation
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Table 2.2: Per-study, per-phenotype sample size (N) and genomic control (GC).

Cigarettes per Pack years Age of init.iation .SI.l’l.Oki.Ilg Drinks per week
day of smoking initiation

Study N GC N GC N GC N GC N GC

ARIC 5381 1.063 5304 1.045 5407 1.096 8970 1.064 5966 1.000
COGA (EA) 1465 0.895 1435 1.050 1638 0.923 — — 3398 0.953
COGA (AA) 476 0.940 457 0.988 494 0.919 — — 1182 0.953
FTC 819 1.048 767 1.012 769 1.059 1467 1.063 1242 0.995
FUSION 568 1.040 530 1.042 562 1.018 1153 1.016 830 0.997
GECCO 2916 1.018 2876 1.028 — — 6459 0.993 2077 0.967
HRS (EA) 3303 0.988 3303 0.992 3303 0.998 6393 1.096 4507 0.988
HRS (AA) 961 1.029 961 1.016 961 1.010 1746 1.037 980 0.987
1D1000 366 0.974 373 1.007 — — 803 0.994 740 0.985
MEC 1087 0.979 1082 0.963 1086 0.999 1903 0.973 1271 1.064
METSIM 1374 1.028 1370 1.016 1370 1.026 8146 1.044 6303 1.099
MHI 4391 1.011 4400 1.016 4420 1.018 6820 1.025 4205 1.022
MCTFR 2043 0.991 — — — — — — 4757 0.998
NAGOZALC 671 1.006 646 1.006 647 1.011 1038 1.004 663 0.994
NESCOG 217 1.004 220 1.000 — — 486 1.038 437 0.980
SardiNIA 1969 1.009 1967 1.064 1967 1.014 5069 1.082 2516 1.142
TwinsUK 358 1.039 358 1.010 358 1.006 878 0.971 603 0.989
WHI 6246 1.031 6236 1.006 — — — — 7213 0.982

UK BIiLEVE 19357 1.020 19357  1.008 19247  1.004 39480 1.106 30214 1.024
UK Axiom 21525  1.020 21267  1.007 22387  1.025 73331 1.089 59999  1.045

Note: EA=European ancestry, AA=African ancestry. Study abbreviations are defined in
Table 2.1.

Table 2.3: Marker number by MAF and functional category for cigarettes per day (results for other
phenotypes will differ slightly).

Functional category MAF (%)

(0,.01) [01,.1) [1,1) [1,10) [10, 50) All
Nonsynonymous 50548 81949 31584 11271 10189 185541
Stop Gain 2007 1314 339 124 74 3858
Stop Loss 81 84 26 7 27 225
Start Gain 0 0 1 1 0 2
Start Loss 61 132 58 24 17 292
Essential Splice 708 557 182 60 61 1568
Normal Splice 7 86 177 382 546 1218
Synonymous 2232 3750 3598 3830 5469 18879
Intron 384 3451 36391 111995 163395 315616
Intergenic 514 4825 51451 163628 257097 477515
Other 98 488 2023 5529 8905 17043

Total 56660 96636 125830 296851 445780 1021757
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. Variants only on lllumina Exome Array (n = 131,134)
. Variants on both UK Biobank and lllumina Exome Array (n = 59,847)
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Figure 2.1: Distribution of nonsynonymous and loss of function variant allele frequencies in the
Illumina exome array and the UK Biobank arrays, generated from the results for cigarettes per
day. (Allelic spectra for other phenotypes may differ slightly). Note there are only 241 variants
that were present only in the UK Biobank and not on the Illumina Exome Chip; these 241 variants
are not displayed in the figure. MAF = minor allele frequency estimated in the meta-analysis.
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Figure 2.2: Distribution of variant allele frequencies in the Illumina exome array and the UK
Biobank arrays. This figure was generated from results for cigarettes per day. (Allelic spectra for
variants from analyses of other phenotypes will differ slightly.) MAF = Minor allele frequency.
Note: The vast majority of common variants (MAF > 5 x 1072) attributed to the Illumina exome

chip are from a single study (FTC) that used the Illumina HumanCore Exome, which includes
250,000 common GWAS tag SNPs.
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(Wain et al., 2015). We conducted sequential forward selection association tests, as implemented in
rareMETALS, for rare variants within these regions, controlling for any common variant associations
in these regions.

Association testing was done in stages. First, we tested common variants within all known
loci associated with these phenotypes, as listed above. To these variants we applied the standard
genome-wide significance threshold of p < 5 x 1078, Second, for rare variants with MAF < 1% and
minor allele count >5, we applied a Bonferroni correction for the number of such variants tested,
resulting in p-value thresholds from 2.1 x 1077 to 2.2 x 107 depending on the phenotype. This
threshold was applied to both marginal (unconditional) analyses and forward selection conditional
analyses of rare variants within known loci.

Third and finally, for each known and previously validated locus associated with these and
related traits, we explored a relaxed multiple-testing threshold based only on the number of rare
variants within a 1MB region around the most highly significant (usually common variant) associa-
tion within that region. Each locus-wide p-value threshold is provided in Table 2.4. This approach
is meant to mimic the typical candidate gene or targeted sequencing approach, where one or a few
known loci are analyzed separately from the rest of the genome. While this threshold is overly
liberal, it allows a more direct comparison between our results and existing publications of rare
variants described in the introduction.

Finally, we attempted to replicate previous rare variant associations referenced in the intro-
duction and listed in Table 2.5. The prior studies were of alcohol or nicotine dependence. We
attempted replication in our phenotypes for any single variant when that variant was included on
the exome array (5 of 23 variants were available) and, if not, we took the variant with the smallest
p-value within the same gene as the original finding (16 of remaining 18 variants), or any gene-based
burden test for which content existed on the array (27 of 27 prior associated genes had content on
the array). We applied a liberal threshold that corrected only for the number of tests conducted

for this replication exercise (0.05/52 = 0.00096).
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2.3.6 Replication data
We replicated any novel exome-wide significant rare variant (MAF < 1%) in two additional
exome chip smoking meta-analysis efforts, the CHD Exome+ Consortium (N = 17,789) and the
Consortium for Genetics of Smoking Behaviour (N = 28,583). Both consortia defined their phe-
notypes similarly and corrected for sex, age, principal components (and/or genetic relatedness, as

appropriate), and inverse-normalized prior to association analysis.

2.3.7 Genetic architecture analysis

We performed heritability and genetic correlation analyses using a modified method-of-
moment estimator, adapted to the analysis of sparsely genotyped rare variants. The method
calculates covariate-adjusted LD scores from summary statistics based upon partial correlations
and quantifies the uncertainty of LD scores with a bootstrap procedure that uses multiple con-
tributing studies. The estimation of heritability follows established methods. Detailed descriptions

of the approach can be found in Appendix A.

2.4 Results

Conditionally independent, significant single-variant association results are displayed in Table
2.4. We discovered a single novel association signal for a single rare variant, only for cigarettes per
day, 136015615 (N = 30,030, 8 = 1.3, p = 9.5 x 107?), a nonsynonymous SNP in the gene
STARDS3. This novel variant did not replicate in either of two replication consortium datasets, the
CHD Exome+ Consortium (N = 17,789, = —0.01, p = 0.94) or the Consortium for Genetics of
Smoking Behaviour (N = 28,583, 5 = 0.056, p = 0.84).

Two known common variants within the CHRNAS-CHRNA3-CHRNB/ locus (rs16969968
and rs938682) were independently associated with cigarettes per day and pack years. Conditional
tests of rare nonsynonymous variants within these genes were non-significant. We verified at p < 5x
108 a common variant association near CYP246 for pack years. For drinks per week, we replicated

at p < 5 x 1078 a variant in GCKR and a known low-frequency association for a nonsynonymous
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variant in AHD1B, but did not replicate at p < 5 x 10~% prior genome-wide associations around
AUTS2. In GCKR we discovered a common nonsynonymous SNP, rs1260326, associated with
drinks per week. This SNP is 10,047 base pairs from, and in high LD (12 = 0.97 in 1000 Genomes
Phase 3 data) with the intronic GCKR SNP rs780094 that almost reached statistical significance
(p=1.6 x 1077) in a recent report (Schumann et al., 2016).

We removed variants that were only present in two or fewer studies to avoid reporting as-
sociations that arose solely from the UK Biobank and are essentially unreplicable. This filter
removed several genome-wide significantly associated common variants previously reported to as-
sociate with either tobacco or alcohol use. These variants included rs1137115 in CYP2A6 associated
with cigarettes per day as well as some rare variants within that locus that showed evidence of con-
ditionally independent association. Additional UK Biobank-associated variants were rs4144892 in
NCAM]1 associated with SI; rs58930260, rs11694518, and rs12619517 associated with SI; rs12648443
in ADH1C associated with drinks per week; and rs13146907 in an intron of KLB associated with
drinks per week. These results are reported in Table 2.6.

SKAT gene-based tests of nonsynonymous variants with MAF<1% resulted in one significant
association with ADH1C (SKAT p = 1.0 x 1078), although after conditioning this gene-based
test on a nearby genome-wide significant nonsynonymous variant in ADHIB, the ADH1C' effect
becomes nonsignificant (p = 0.52). Variable threshold gene based burden tests (VI'CMC) yielded
no significantly associated gene.

Out of four published rare single variant associations with addiction phenotypes, we replicated
only one, even after examining other variants in the same gene and applying a relaxed multiple
testing threshold (Table 2.5). The variant was 1556175056 in CHRNA (p = 9.4 x 1079), previously
identified in an Icelandic population (Thorgeirsson et al., 2016). Out of twenty six genes that have
been associated with alcohol or nicotine dependence in published rare variant burden tests, we

found a significant association for one, ADH1C (Table 2.5), described in the previous paragraph.
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Heritability was estimated for each trait and partitioned by annotation category. First,
we annotated variants on the exome chip based upon gene definitions in RefSeq 1.9, using SE-
QMINER version 6.0 (Zhan & Liu, 2015). Sixteen functional categories were considered, includ-
ing downstream, essential splice site, noncoding exon, intergenic, intron, common nonsynonymous
(MAF>0.01), rare nonsynonymous (MAF<0.01), normal splice site, start gain/loss, stop gain/loss,
synonymous, and 3’/5" untranslated regions. We fitted the baseline model with 16 categories, and
estimated phenotypic variance explained by each category (Table 2.7).

Significant phenotypic variance was explained from rare nonsynonymous variants for all traits
(p < 0.05), from 1.7% to 3.6% (Table 2.8). We also estimated the phenotypic variance explained
by all variants on the exome chip, through aggregating the variance explained by each significant
category (p < 0.05) listed in Table 2.7. The total variance explained was highest for cigarettes per
day (4.6% + 1.3% standard error) and the lowest for drinks per week (2.4 + 0.8%).

All pairs of traits are genetically correlated (Table 2.9) except for cigarettes per day and
smoking initiation, and the direction of the genetic correlations are in the expected direction. For
instance, cigarettes per day has a positive genetic correlation with drinks per week (0.0440.008),
consistent with the observation that the increased alcohol consumption is correlated with increased
tobacco consumption. Age of initiation has a negative correlation with all other traits, which is
consistent with the observation that an earlier age of smoking initation is correlated with increased
tobacco and alcohol consumption in adulthood. The patterns and magnitudes of correlation are

highly similar when considering only rare nonsynonymous variants (Table 2.9).

2.5 Discussion

With a maximum sample size ranging from 70,847 to 164,142, the present study is the largest
study to date of low-frequency nonsynonymous and LoF variants in smoking and alcohol use. Our
meta-analytic study design allowed us to conduct single variant, gene-based burden tests, and
exact conditional analyses accounting for common variants on the Illumina exome chip and UK

Biobank arrays. Despite these analytical advantages and a large sample size, we were unable to
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Table 2.7: Partitioned heritability for variants on the Exome Array. We estimate the
“chip” heritability for variants on the Exome Array using a method of moment estimator described
in the text. We consider a model that consists of 16 functional categories. We report estimates of

heritability (h2) and their standard deviation (se(h2))

Annotation Category

Heritability estimates

h? (se(h?))  p-value
Age of initiation of smoking
Downstream -.00024 .00049 .69
Essential Splice Site .00014 .0015 .46
Exon .00053 .00087 27
Intergenic .011 .0015 1.1E-13
Intron -.0049 .0024 .98
Common Nonsynonymous (MAF > 0.01) .0071 .0023 .001
Rare Nonsynonymous (MAF < 0.01) .036 .017 .017
Normal Splice Site 4.80E-5 .00045 .46
Start Gain 4.00E-5 3.10E-5 .098
Start Loss .00092 .00073 1
Stop Gain .00067 .0028 41
Stop Loss -.00029 .00048 .73
Synonymous .0071 .0015 1E-6
Upstream .00047 .00019 .0067
Utr3 -.0009 .001 .82
Utrb .002 2.0E-4 7.6E-24
Cigarettes per day
Downstream 1.60E-5 .00026 48
Essential Splice Site .0013 .0017 .22
Exon -.0011 .0040 .60
Intergenic .017 .002 9.50E-18
Intron -.0021 .0019 .86
Common Nonsynonymous (MAF > 0.01) .0091 .0014 4.0E-6
Rare Nonsynonymous (MAF < 0.01) .033 .012 .003
Normal Splice Site .001 .00045 .013
Start Gain 3.5E-5 5.70E-5 27
Start Loss .001 .00062 .053
Stop Gain .0036 .0027 .091
Stop Loss -.00043 .00073 72
Synonymous .011 .0044 .0062
Upstream .0012 .00021 5.5E-9
Utr3 .0024 .00049 4.8E-7
Utrb .00091 .00039 .0098
Pack years

Downstream 0.00010 .00022 .32
Essential Splice Site .00077 .0018 .33
Exon -.00019 .00048 .65
Intergenic .0049 .0024 .021
Intron -.0012 .0022 .70
Common Nonsynonymous (MAF > 0.01) .008 .0014 5.5E-9
Rare Nonsynonymous (MAF < 0.01) .032 .013 .0069
Normal Splice Site .0011 .00064 .043
Start Gain 7.9E-5 .00012 .26
Start Loss .00069 .00064 .14
Stop Gain .00075 .0011 .25
Stop Loss -.00032 .00046 .76
Synonymous .0062 .0026 .0085
Upstream .00036 .00034 .14
Utr3 .00051 .00069 .23
Utrb .00096 .00023 1.50E-5

Continued on next page
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Table 2.7 — Continued from previous page

Heritability estimates

Annotation Category 72 (se(izZ)) pvalue

Smoking initiation

Downstream .00028 .00022 1
Essential Splice Site .00037 .00098 .35
Exon -.00041 .00023 .96
Intergenic -.0092 .0080 .87
Intron .00049 .001 31
Common Nonsynonymous (MAF > 0.01) .014 .0015 5.1E-21
Rare Nonsynonymous (MAF < 0.01) .025 .01 .0062
Normal Splice Site .00045 .00027 .048
Start Gain 9.5E-6 1.3E-5 .23
Start Loss -.0006 .00059 .81
Stop Gain .0018 .0017 .14
Stop Loss .00054 .00032 .046
Synonymous .011 .00091 6.1E-34
Upstream .00064 .00018 .00019
Utr3 .0016 .00026 3.8E-10
Utrb .00043 .00012 .00017
Drinks per week

Downstream -3.5E-5 .00019 .57
Essential Splice Site -.00097 .00073 91
Exon .0012 .00053 012
Intergenic .0033 .001 .00048
Intron .0089 .0012 6.0E-14
Common Nonsynonymous (MAF > 0.01) .015 .0025 9.9E-10
Rare Nonsynonymous (MAF < 0.01) .017 .008 .017
Normal Splice Site .00082 .00030 .0031
Start Gain .00010 .00016 27
Start Loss -.00068 .00039 .96
Stop Gain -.0022 .0012 .97
Stop Loss .0018 .00071 .0056
Synonymous .0072 .0015 7.90E-7
Upstream -.00028 .00025 87
Utr3 -.00079 .00080 .84
Utrb .00089 .00016 1.3E-8

discover robust, novel associations for nonsynonymous or LoF variants. The one novel associated
rare variant in STARDS did not replicate in two complementary large exome chip meta-analysis
consortia.

We discovered a common nonsynonymous SNP, rs1260326, in GCKR, associated with drinks
per week. The T—C change results in a nonsynonymous (Leu—Pro) and splice region change in
the final codon of the 14th exon in GCKR. The mutation is predicted to be possibly damaging by
PolyPhen-252, although the functional significance of this variant is unknown. Denser genotyping
or genotype imputation will verify whether this particular variant has a direct causal relationship to
drinks per week, or if the association arises artifactually due to linkage disequilibrium between this

variant and other variants in the locus. We replicated one of four previous rare single variant associ-
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Table 2.8: Estimation of heritability explained by variants on Exome Array. We estimate
the heritability based upon a baseline model with 16 different functional categories. The reported
heritability h? is based upon the cumulative value from the functional categories with significant
heritabilities. We also report the its standard deviation (se(h?)) and p-values, estimated using

jackknife.

Table 2.9: Genetic correlation estimates between smoking and drinking traits.

Heritability estimates

A tati Phenot, N A
nnotation enotype W2 (se(h?)) pvalue
Age of initiation of smoking .044 .017 .0048
Cigarettes per day .046 .013 .00020
All Variants Pack years .044 .013  .00040
Smoking initiation .027 .010 .0035
Drinks per week .024 .0080 .0015
Age of initiation of smoking .036 .017 .017
Rare (MAF < .01) Cigarettes per day .033 .012 .0030
nonsynonymous Pack years .032 .013 .0069
variants
Smoking initiation .025 .010 .0062
Drinks per week .017 .0080 .017

We

estimate genetic correlations between 5 smoking and drinking traits. Genetic correlation estimates

(74), their standard deviation (se(74)) and p-values are reported.

Trait 1

Trait 2

Genetic Correlation

(se(?y))

Ty

p-value

A. Aggregated genetic correlation induced by all variants on the Exome Array

Age of initiation of smoking Cigarettes per day -.024 .010 .020
Age of initiation of smoking Smoking initiation -.037 .012 .0017
Age of initiation of smoking Drinks per week -.023 .010 .023
Age of initiation of smoking Pack years -.03 .010 .0040
Cigarettes per day Smoking initiation .0027 .0088 .76
Cigarettes per day Drinks per week .040 .0084 1.6E-6
Cigarettes per day Pack years .054 .011 1.4E-6
Smoking initiation Drinks per week .041 .0058 9.4E-13
Smoking initiation Pack years .018 .0057 .0012
Drinks per week Pack years .025 .0070 .00038
B. Genetic correlation induced by rare (MAF < 1%) variants
Age of initiation of smoking Cigarettes per day -.024 .010 .020
Age of initiation of smoking Smoking initiation -.033 .011 .0026
Age of initiation of smoking Drinks per week -.023 .0094 .013
Age of initiation of smoking Pack years -.032 .0088 .00021
Cigarettes per day Smoking initiation .0025 .0084 .76
Cigarettes per day Drinks per week .043 .0076  1.10E-8
Cigarettes per day Pack years .059 .010 1.50E-8
Smoking initiation Drinks per week .013 .0051 .0084
Smoking initiation Pack years .010 .0044 .0019
Drinks per week Pack years .011 .0056 .049
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ations and one out of twenty six gene-level associations. Possible explanations include the relatively
thin coverage of the exome chip compared to targeted resequencing, phenotypic heterogeneity (pre-
vious studies used dependence diagnoses), differences in study population, or overestimation of true
effects in the original studies.

We showed that rare nonsynonymous variants on the exome chip explain significant propor-
tions of phenotypic variance. The exome chip was designed to genotype coding variants uncovered
in ~12,000 sequenced exomes. By design, it comprehensively ascertained high confidence rare non-
synonymous, splice, and stop variants within those sequences and only sparsely genotypes other
classes of variation, including common variants. The use of the exome chip therefore limited our
ability to quantify heritability for these other types of variants, or to conduct enrichment tests.
Care should also be taken when interpreting those results for which we had substantial coverage on
the exome chip. The estimates should be interpreted as “chip heritability,” which is the proportion
of heritability that can be tagged by variants on the chip. Even rare nonsynonymous variants may
be in linkage disequilibrium with other nearby variants, and thus the percent variance explained
by nonsynonymous variants may not be solely attributed to the genotyped variants. Additional
fine mapping and denser genotype data is needed to dissect the contribution of any given variant
or class of variants. Nonetheless, our results provide preliminary evidence that nonsynonymous
variants contribute substantially to the genetic etiology of smoking and drinking.

The exome chip design is an efficient way to accumulate large samples genotyped with a
moderate number of low-frequency exonic variants. The effect size spectrum of low-frequency
variants on complex traits is poorly understood and, despite our large sample sizes, it may well
be that our meta-analysis was underpowered to detect variants with small effects on smoking and
alcohol use behaviors (Auer et al., 2016). The maximum sample size for cigarettes per day, for
example, was N ~ 75,000. At this sample size, we had 80% power to detect a variant accounting
for >0.05% of variance. A small effect, but if the variant in question has MAF = 0.1%, it translates
to a standardized regression weight of 0.5. That is, for every risk allele an individual carries,

their expected phenotype increases by % of a standard deviation. Such a variant would be highly
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consequential for the individuals who carry it, and of considerable scientific interest. The result
is similar for SI, where N ~ 165,000, and we had 80% power to detect an odds ratio >1.14 for a
variant with MAF = 1%. We had 80% power to detect an odds ratio >1.5 for a variant with MAF
= 0.1%. The present results indicate there are no rare variants on the exome chip with such effects
on smoking and alcohol use in European ancestry individuals.

A similar line of reasoning can be used to put the chip heritability results into context.
We found that rare nonsynonymous variants contribute to heritability (e.g., ~3%) in these traits.
Rare disease-associated variants are expected to have larger effects than common variants, in the
sense that carrying a rare mutation is expected to have a larger phenotypic impact, if only due to
purifying selection for deleterious mutations. However, even if the effect is large in that sense, any
rare mutation by definition only affects a small number of individuals. Thus, a rare variant with a
large effect accounts for a tiny fraction of variation in any common, complex disorder or trait. In
the present study, there were ~130,000 nonsynonymous variants with MAF < 1% (Table 2.3) and
they in aggregate appear to account for substantial variation in the phenotypes. So, the present
results provide evidence that rare nonsynonymous variants play a significant role in risk for smoking
and alcohol use behavior but that individual rare variants associations remain undetectable even

at the sample sizes accumulated here.
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2.7 Supplemental information

Complete sets of summary statistics will be made available for download here: https:
//genome .psych.umn.edu/index.php/GSCAN. The analysis plan used by all studies to generate

summary statistics is here: https://genome.psych.umn.edu/index.php/GSCAN.
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Chapter 3

Intensive longitudinal assessment elucidates adolescent substance use

development

3.1 Introduction

Smoking and alcohol use and abuse are among the most severe threats to public health in
both the developed and developing worlds. The total health burden of a disease can be calculated
in disability adjusted life years (DALY) — the number of years of life lost to a disease, including
ill-health, disability, and death. This measures the total number of years of healthy life lost to
a disease, accounting for both morbidity and mortality. Globally, tobacco use accounted for the
loss of 59 million disability adjusted life years in the year 2000 and alcohol use for 58 million,
placing them in fourth and fifth place, respectively, among all disease categories (Ezzati et al.,
2002). Although e-cigarette and marijuana use is very likely to be less damaging than cigarette use
in adults, multiple lines of evidence suggest greater risk in adolescents (Yuan et al., 2015; Hajek
et al., 2014; Hopfer, 2014). In 2015, the age-adjusted death rate from alcohol-induced causes in
the United States reached its highest rate in over fifteen years, 9.1 deaths per 100,000 people. This
corresponds to an increase in mortality of 28% since 1999 (Tejada-Vera, 2017).

Adolescence appears to be a time of special importance in the development of substance use
and abuse. Puberty is associated with a general increase in risky behavior and impaired social and
emotional processing, relative to adults and pre-pubescent children (Hall et al., 2016). Substance
use in early adolescence is associated with an increased rate of substance abuse and dependence in

adulthood to a degree that substance use later in adolescence and in adulthood is not. Although
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this association reflects, at least in part, shared genetic risk (Ystrom et al., 2014), it has been
hypothesized that this association is causal. In this model, ongoing neurodevelopment renders
adolescents uniquely vulnerable to damage caused by substance use. This damage causes lasting
changes in the response to substance use and in assessment of risk, suggesting that adolescent
substance use is self-reinforcing (Jordan & Andersen, 2016). This perspective is supported by
animal studies, where adolescent exposure to alcohol and other drugs causes changes in hippocampal
function not seen in adults (McClain et al., 2014). Regardless of the etiology of adolescent and adult
substance use and abuse, adolescent use poses a significant risk to health, both through the direct
effects of use and the increased risk for other negative outcomes, including violence and accidental
injury.

Substance use and abuse has a substantial genetic component. A large meta-analysis of twin
studies found a heritability of 0.41 for alcohol-related disorders, 0.44 for tobacco-related disorders,
and 0.51 for cannabis-related disorders (Polderman et al., 2015). Researchers have attempted to
discern the extent of the genetic influences on different phases of the path to substance dependence.
One twin study found a heritability for the initiation of regular smoking of approximately 0.6
and for nicotine dependence of approximately 0.7 (Sullivan & Kendler, 1999). A similar study
determined that alcohol initiation, frequency of use, and problem drinking all have heritabilities
of approximately 0.4 (Pagan et al., 2006). Another twin study found a heritability of 0.6 for
alcohol dependence (Mbarek et al., 2015). There is a high degree of overlap in the genetic effects
influencing alcohol frequency of use and alcohol abuse and dependence but not alcohol initiation
and alcohol abuse and dependence, indicating that genetic studies of population alcohol use can
provide information on the genetics of alcohol dependence (Dick et al., 2011; Pagan et al., 2006).

Converging lines of evidence support the hypothesis that phenotypes of use and abuse of
licit and illicit drugs have a strong genetic correlation with each other and with antisocial behavior
and other forms of problem behavior, indicating shared genetic effects. A study of adolescent
twins found antisocial behavior, conduct disorder, alcohol dependence, drug dependence, and the

inverse of constraint shared a common factor, described as externalizing behavior, with loadings
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generally higher than 0.5. The heritability of externalizing behavior was estimated as 0.81 (Krueger

et al., 2002). Another twin study found modest genetic correlations between tobacco, marijuana,
and alcohol use, from 0.14 to 0.31, but significantly larger genetic correlations between tobacco,
marijuana, and alcohol problem use, between 0.56 and 0.62 (Young et al., 2006). The existence of
substantial common genetic liability for substance use and abuse, antisocial behavior, other risky
behaviors, and other forms of behavioral disinhibition has been extensively replicated (Iacono et al.,
2008).

More recent studies have extended these results in several ways. First, a longitudinal twin
study found that the shared genetic influence on alcohol, marijuana, and nicotine dependence
decreased between age 14 and age 29, suggesting that heritability of these traits is greater in ado-
lescence than young adulthood (Vrieze et al., 2012). One might presume that twin environmental
similarity is greater in adolescence because of parental influence, which would increase the dizygotic
twin correlation and decrease heritability, making this a surprising result. In part, this reflects the
decrease in polysubstance use with age. Second, another longitudinal twin study found a correla-
tion over time between borderline personality disorder, alcohol use disorder, and drug use disorders
which was explained by shared genetic influences. This result reinforces the relationship between
substance abuse and other non-normative behaviors (Bornovalova et al., 2018). Third, another
twin study used genome-wide data to examine the influence of common single nucleotide polymor-
phisms (SNPs), measured with a microarray, on behavioral disinhibition and substance use and
dependence. Genome-wide Complex Trait Analysis (GCTA) was used to estimate the proportion
of the phenotypic variance in these traits explained by all common SNPs and produced estimated
between 0.16 and 0.22, though with substantial variance due to the marginal sample size. Polygenic
risk scores (PGRS) constructed from the genome wide data showed significant but small correla-
tions between traits (Vrieze et al., 2013). These results together indicate that the findings from
biometrical modeling of twins are robust and that similar effects are detectable in genome-wide
data.

In addition to the significant genetic effects described above, an extensive literature doc-
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uments associations between various environmental variables and adolescent substance use and
abuse. Most of these associations can be divided into two categories: peer variables and parental
variables. Typically, peer use is the best predictor of adolescent substance use while peer norms
are a better predictor of adolescent substance abuse. Parental norms and behavior are significantly
correlated with both but less so than peer variables (Dielman et al., 1990). A review of longitudinal
studies examining the impact of parenting strategies on adolescent smoking found that a ban on
smoking in the house and frequency and quality of communication between parents and child were
the most consistently associated with decreased smoking (Hiemstra et al., 2017). A similar review
examining alcohol use found that parental monitoring, limits on alcohol availability, relationship
quality, communication quality, and parent involvement in the child’s life were associated, across
studies, with lower rates of alcohol use (Ryan et al., 2010).

Parental monitoring has been examined extensively in the literature. Although it is often
described as the parents’ surveillance of their child’s behavior, the instruments used ask how much
the parents know about the child’s behavior. Two detailed examinations of the sources of parental
knowledge found that child disclosure is the key predictor of parental knowledge, not the behavior
of the parents (Stattin & Kerr, 2000; Eaton et al., 2009).

These papers often suggest that their results inform the strategies used for the prevention
of adolescent substance abuse. This implies that the environmental exposures cause increases or
decreases in substance abuse risk. However, cross-sectional designs cannot exclude the possibility of
a confounding variable that causes both the environmental exposure and substance abuse, or reverse
causation, where substance abuse causes the environmental exposure. The former mechanism is
particularly plausible in adolescent substance abuse. As described earlier, antisocial behavior,
substance abuse, and other forms of behavioral disinhibition share genetic risk factors. Individuals
with high genetic risk for these traits are likely to associate with each other in preference to
those without these risk factors, which could create the peer effects described above. Those same
individuals would be less likely to share information with their parents about their activities,

decreasing parental monitoring as commonly measured in the literature. Children with antisocial
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traits may fail to respond to approaches that were successful with siblings who possessed lower
genetic risk and would evoke different parenting strategies. Parents who smoke may be less likely
to impose a ban on smoking in the house and are more likely to have children with high genetic
risk.

In sum, although a purely genetic etiology is unlikely, gene-environment covariance can plau-
sibly account for the environmental risk factors commonly proposed in the literature. Longitudinal
designs may exclude causation but they cannot conclusively demonstrate it. Twin and family
designs can account for genetic effects but there are few published studies that test specific envi-
ronmental hypotheses. A review of randomized controlled trials and quasi- experimental studies
testing the effect of parent-based interventions on adolescent substance use found some evidence
for the efficacy of interventions that improved parent-child communication and monitoring and
and imposed strict rules. Unfortunately, no meta-analysis was performed, preventing a rigorous
assessment of the strength of evidence for intervention effectiveness (Sandra & Emmanuel, 2016).

One approach to resolving these issues is to obtain detailed longitudinal measurements of
environment and behavior in genetically informed samples. With these data, it would be possible to
control for confounding variables and determine the effects of genes and environment on adolescent
substance use and abuse. However, the traditional methods of collecting such data are expensive and
suffer from recall and reporting biases. Smartphone technology is one solution to this. Smartphones
are pocket supercomputers which the owner keeps charged, has in their possession most or all of
the time, and which can determine their location to an accuracy of meters, administer dynamic
and interactive assessments at a high frequency, measure physical activity, and carry or connect to
sensors (Miller, 2012). Smartphones have been widely adopted across socioeconomic groups in the
United States and a prospective subject likely already has a smartphone. In 2015, 73% of teenagers
had access to a smartphone. Teenager smartphone access was over 50% in all age, race, household
income, and population density categories (Pew Research Center, 2015).

Ecological momentary assessment (EMA) is defined as “repeated sampling of subjects’ current

behaviors and experiences in real time, in subjects’ natural environments,” as opposed to traditional
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retrospective assessments administered in a laboratory or at a clinic (Shiffman et al., 2008). EMA
reduces recall bias and increases ecological validity. Smartphones simplify the inclusion of EMA in
a study design, removing the need for specialized hardware.

EMA has been applied to the study of substance use. One early study examined the question
of when people smoke. Smoking was preceded by and related to smoking urges, eating and drinking,
and the social environment but was not related to positive or negative affect (Shiffman et al.,
2002). A study of alcohol use found high levels of compliance with EMA with results comparable
to traditional measures (Collins et al., 2003). A study of smoking found that EMA was less biased
than traditional measures and successfully predicted physiological measures of smoking (Shiffman,
2009). In a study of smokers trying to quit, EMA measures but not traditional measures were able
to predict lapses in smoking cessation (Shiffman et al., 2007). Moving away from self-report, a
recent study showed that mobile phone sensor data can detect drinking episodes and the quantity
drunk (Bae et al., 2017).

Smartphones carry global positioning system (GPS) and other sensors that provide estimates
of physical location accurate to within several meters. Densely measured location data, combined
with existing geospatial datasets, can directly measure many environmental variables of interest to
substance use research. For example, it is possible to measure the movement patterns of a pair of
twins and determine their similarity (Long & Nelson, 2013), to measure an individual’s presence in
areas with a high rate of substance use, and to determine if a teenager is leaving their home at night
or their school during the day. Several studies show that it is possible to extract an individual’s
routine from their location data and to determine when they deviate from their habits (Song et al.,
2010; Gonzalez et al., 2008; Eagle & Pentland, 2009). At a large scale, the patterns of life of an
entire city can be studied (Reades et al., 2009). It is also possible to predict social interaction
between two individuals and to construct a social graph, providing measures of peer environment
(Cho et al., 2011; Cranshaw et al., 2010; Wang et al., 2011).

In the Colorado Online Twin Study (CoTwins), we demonstrate the feasibility of measuring

adolescent substance use and abuse and a range of environmental and behavioral measures relevant
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to substance use through EMA self-report and location tracking. We show that these methods

provide data which can be used to examine the correlations between substance use and various

environmental exposures.

3.2 Methods

3.2.1 Subject recruitment

The CoTwins sample was recruited from the Colorado Twin Registry (CTR), a population-
based registry maintained by the Institute for Behavioral Genetics at the University of Colorado
Boulder (Rhea et al., 2006, 2013). Twin pairs were eligible for the study if they were between 14 and
17 years of age, had their own Android or iOS smartphones, and resided in the state of Colorado.
The study was described to parents and eligible families were invited to participate, either at the
Institute for Behavioral Genetics or at a private location near the family’s home. Remote sites
were chosen to increase the geographic and demographic diversity of the sample. Families were

compensated for their travel costs.

3.2.2 Intake assessment

Informed consent was obtained from the parents of each twin pair and assent was obtained
from the twins themselves. The consent form and all research protocols were approved by the
CU Boulder Institutional Review Board and a Certificate of Confidentiality was received from the
National Institutes of Health. After consent was obtained, the twins were registered for CoTwins
accounts, the study smartphone application was installed on their phones, and our Google Chrome
extension was installed on their laptops. If the twins did not have their own computers, they were
instructed on how to log-on independently. Next, a battery of cognitive tests was administered to
each twin, followed by an interview covering psychiatric problems, parental monitoring, substance
use and abuse, social environment, and personality. The substance use and abuse items were
derived from the Substance Abuse and Addiction collection of the PhenX Toolkit (Hamilton et al.,

2011; Conway et al., 2014) and the parental monitoring items were obtained from the Minnesota
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Twin Family Study (Eaton et al., 2009). Same-sex twin zygosity was inferred from the interviewers’
assessments of the twins’ physical characteristics (Nichols & Bilbro, 1966). Table 3.1 contains a
complete description of the in-person assessments. Each family received $200 in cash at the end of

the in-person session.
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3.2.3 Intensive follow-up assessments

Initially, twins and their parents agreed to a year of remote assessment. We subsequently
obtained consent from 79% of the sample for a second year. Two categories of data were col-
lected during this period: 1) questionnaires pushed to the twins’ phones and browsers and 2)
smartphone data measured passively. The questionnaires are subsets of the in-person measures
modified to minimize completion time. For example, twins are asked about their substance use
weekly, about parental monitoring monthly, and complete substance abuse and dependence items
every six months. Details of the remote assessments are available in Table 3.2. Twins receive push
notifications on their phones and in their browsers when a questionnaire is due. The smartphone
applications measure physical location and store a list of nearby places obtained from the Google
Places API. Our use of location data was carefully calibrated to minimize battery consumption and
maximize research value. On iOS, we use the Significant Change location API and locations are
recorded only when the user has moved more than 500 meters and no more frequently than every
five minutes. On Android, the user’s location is recorded every five minutes. These data are stored
and batch uploaded to the study servers over an encrypted connection when the phone connects to
WiFi. Study staff monitor questionnaire completion rates and passive data collection and contact
twins to offer technical support when necessary. For the first year of remote assessment, twins who
completed their assigned surveys received $100 if age 14 or 15 at recruitment and $150 if age 16 or
17 at recruitment. Twins who agreed to participate for another year received $25 after completing

their first survey and $100 at the end of the year.
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3.2.4 Phenotype extraction

Most data extraction, cleaning, analysis, and visualization was performed using the R lan-
guage, version 3.4.4 (R Core Team, 2018). Plots were produced with the R package ggplot2, version
2.2.1 (Wickham, 2009). Scripts and documentation are available in a GitHub repository which has
been permanently archived on Zenodo. The location data were subjected to a series of cleaning and
standardization steps. First, points were required to have an accuracy of less than 500 meters and
a timestamp within the study’s data collection period. In order to allow for comparisons between
twins in a pair, each twin pair’s locations were standardized to a series of consecutive time windows
of thirty minutes, starting at their first point and ending at their last point. For each twin, the
point within each window closest to the center of that window was chosen to represent the win-
dow and produce a standardized point. Next, we accounted for the fact that the iOS application
only records a point when the user has moved more than 500 meters by filling forward missing
standardized iOS points for up to 12 hours.

Three variables were derived from the location data: twin distance, fraction of time at home
at night (time at home), and fraction of time at school during the school day (time at school). Twin
distance was calculated for each twin pair by taking their overlapping filled and standardized points
and calculating the distance in meters between each latitude/longitude pair on the WGS84 ellipsoid,
using the geosphere R package, version 1.5-7 (Hijmans, 2017). For computational efficiency, twin
distance was then defined as the average distance each day, for each twin pair. For time at home, a
filled and standardized point was considered “at home” if it was within 100 meters, or approximately
one city block, of any of the home addresses on file for that family, which were geocoded using the
Google Geocoding API. Then, the fraction of points at home between 12 and 5 AM was calculated
each week, for each twin. If a manual inspection showed that a twin was consistently never at home,
we inferred that we had an incorrect home address and removed them from the at home data. For
time at school, a list of public and private schools in the state of Colorado was downloaded from
the EISi Table Generator maintained by the National Center for Education Statistics. The latest

data release was used, from the 2015-2016 school year. High schools were selected and the physical


https://zenodo.org/record/1249026
https://nces.ed.gov/ccd/elsi/tableGenerator.aspx
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address of each school was geocoded, using the Google Geocoding API. A filled and standardized

point was considered “at school” if it was within 200 meters of any of the schools in the list. The
distance threshold was increased relative to time at home to account for the size of many high
school campuses in Colorado. Then, those points were subset to include only school hours (8 AM
- 3 PM) and school days, as determined by Colorado public school calendars and visualizations
of the data. Time at school was then defined as the fraction of remaining points at school each
week, for each twin. If a manual inspection showed that a twin was consistently never at school,
we inferred that their school was not included in the ElSi database and removed them from the at
school data.

Parental monitoring was calculated as an additive score. For each question, the maximum
value (most knowledge) was chosen from all parental figures for that twin, in order to avoid an arti-
ficial depression due to, for example, an uninvolved stepfather and an involved mother and father.
Then, the maximum values for each question were added together to produce a score for a given
twin on a given occasion of measurement. Weekly substance use quantity-frequency was calculated
for the three most popular substances in our sample: alcohol (as drinks per week), marijuana (as
marijuana uses per week), and e-cigarettes (as e-cigarette uses per week). Log-transformed versions

of the three substance use phenotypes were used for all subsequent analyses.

3.2.5 Statistical analysis

In order to visualize the longitudinal trajectories of the phenotypes, non-linear mean func-
tions were calculated for twin distance, time at home, time at school, parental monitoring, drinks
per week, marijuana uses per week, and puffs per week using generalized additive mixed models
(GAMMs) fit by the R package gamm4, version 0.2-5 (Wood & Scheipl, 2017). In these models,
the phenotype of interest was predicted by smooth functions of age, which were fit by penalized
regression. The basis dimension for each phenotype was chosen using the residual randomization
test implemented in the R package mgcv, version 1.8-23 (Wood, 2017). The random effects for each

smooth were nested by twin pair for the twin distance model and by twins within twin pairs for
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all other GAMMs. The ggplot2 extension ggExtra, version 0.8 (Attali & Baker, 2018), was used in

combination with ggplot2 to visualize the estimates from these models.

Mixed-effect linear and quadratic growth models (Grimm et al., 2017), with the intercept
centered at age 17, were fit to time at home, time at school, parental monitoring, drinks per week,
marijuana uses per week, and puffs per week using the R package lme4, version 1.1-17 (Bates et al.,
2015). For time at home, time at school, and parental monitoring the data were truncated at
age 18 before the growth models were fit. Random effects for the intercept, slope, and (in the
quadratic models) quadratic term were included, with twins nested within families. Both the linear
and quadratic models had fixed effects for the intercept, slope, quadratic term, and sex. For all
phenotypes, the quadratic model was preferred by AIC and BIC (Table 3.3) and only quadratic
results will be presented in this paper. For the fixed effects, standard errors and statistical tests
were derived by Satterthwaite’s approximation, as implemented by the lmerTest R package, version
3.0-1 (Kuznetsova et al., 2017). Confidence intervals for the variance-covariance parameters of the
random effects were obtained by the percentile method from nonparametric bootstrap replicates (N
= 1,000), using the boot (version 1.3-20) and broom (version 0.4.4) R packages (Canty & Ripley,
2017; Davison & Hinkley, 1997; Robinson, 2018). Estimates of the growth parameters (intercept,
slope, and quadratic term) for each twin from a given growth model were extracted by adding the
conditional modes of the random effects at the twin and family levels to the fixed effect estimates.
The cross-phenotype growth parameter correlations were then calculated, with confidence intervals
obtained through nonparametric bootstrapping (N = 1,000). A standard multivariate ACE twin
model (Neale & Maes, 1994) was also fit to the growth parameter estimates for each phenotype,

using the OpenMx R package, version 2.7.10 (Neale et al., 2016).
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The time at home data for each twin was used to infer when they moved out of the family
home. Two independent raters examined each twin’s data and considered them to have moved out
when they had four or more consecutive weeks where the fraction of time spent at home was less
than two days in seven (equivalent to spending weekends at home and living away during the week)
after age 18. After resolving disagreements between the raters and averaging their estimates, the
derived time of moving out of the home was used as the knot point in bilinear mixed-effect growth
models (Grimm et al., 2017) for the substance use phenotypes, fit using lme4 (Bates et al., 2015).
The fit of the bilinear growth models was compared to monolinear models and to models with a

knot point fixed at age 18.5.

3.3 Results

3.3.1 Sample description

The CoTwins sample consists of 110 monozygotic (MZ) twin pairs (67 female and 43 male)
and 225 dizygotic (DZ) twin pairs (74 female, 63 male, and 88 opposite-sex). Their age at recruit-
ment was between 14 and 17 (mean: 16.1; SD: 1.1). Their ethnicity distribution, as described by
their parents, is 77.1% non-Hispanic white, 14.7% Hispanic, 6.1% multi-racial, 0.6% Asian, 0.6%
African-American, 0.3% Native American, and 0.6% unknown. Compared to the populations of
the United States and the state of Colorado, the families in our sample are whiter, wealthier, and
better educated (Table 3.4). Factors that may have contributed to these discrepancies include the
location of our testing facility, differences in willingness to participate in research, our requirement
that twins have their own smartphones, or the fact that the Colorado Twin Registry contains only

twins born in Colorado.

3.3.2 Substance use and dependence

Twins completed a standard assessment of substance use and dependence (Conway et al.,
2014) during their initial visit and every six months during the remote follow-up period. As

expected from a non-clinical sample of adolescents, substance use and dependence rates were low
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Table 3.4: Sample household demographics compared to the populations of Colorado and the United
States

CoTwins Colorado USA
Non-Hispanic white 77.1% 69.0% 62.0%
Bachelor’s degree or higher 62.1% 38.7% 30.3%

Median household income  $100,000-$150,000 $62,520  $55,322

Estimates for the state of Colorado and the United States were obtained from the American
Community Survey (United States Census Bureau, 2016a,b,c).

at intake, albeit lower than state-wide and national samples of high school students (Table 3.5).
Most twins had never used a substance at intake: the average number of types of drugs ever tried
at intake was 0.04 (SD = 1.03). The rates of use in the CoTwins sample may be depressed by
the demographic differences described above and by the fact that some twins in the sample had
not yet entered high school when they were recruited. We find substantial test-retest reliability of
DSM-IV substance dependence symptom counts between the intake assessment and the first remote
assessment, six months later: rank correlations of 0.49 for alcohol, 0.38 for marijuana, and 0.34 for

tobacco.
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Twins completed a short assessment of their substance use through our smartphone applica-
tions and the browser extension approximately once a week during the one to two year follow-up
period. The rate of survey completion was consistent during the first year with some decline during
the second (Figure 3.1A). The most frequently used substances in these assessments were alcohol
(use reported in 6.3% of responses), marijuana (use reported in 4.5% of responses), and e-cigarettes
(use reported in 2.6% of responses). We derived quantity-frequency measures of use for these sub-
stances: drinks per week, marijuana uses per week, and e-cigarette uses per week which were then
log-transformed to reduce the skew of the distributions. We consider the e-cigarette use pheno-
type to be experimental because a standard measure has not yet been established. The nicotine
concentration of e-cigarette vapor is quite variable and individuals with the same use phenotype
may receive very different doses. Nevertheless, we include the e-cigarette phenotype because of the
recent increase in adolescent use and the resulting public interest (Tolentino, 2018). Mean trajec-
tories of substance use with age are shown in Figure 3.2A. The three substance use phenotypes
show a common pattern: an increase of use with age, accelerating after age 18. At early ages, the
e-cigarette model produces sub-zero estimates, reflecting model misspecification due to the lack of

variance in e-cigarette use at those ages.

3.3.3 Parental monitoring

Twins completed an assessment of parental monitoring, the degree of their parents’ knowledge
of their activities, at intake and every two months during the follow-up period. We extracted an
additive parental monitoring score which has a moderate rank correlation of 0.57 between the intake
assessment and the first follow-up assessment. In previous work, increased parental monitoring has
been shown to correlate with delayed substance use initiation (Biglan et al., 1995; Ryan et al.,
2010). We replicate this finding in our sample, with parental monitoring at intake correlating with
the number of drugs ever tried at -0.38. The mean trajectory of parental monitoring with age is
shown in Figure 3.2B, demonstrating a decrease of parental monitoring with age, accelerating after

age 18.
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Figure 3.1: The per capita rate of data acquisition by time since enrollment in the study, binned
by week, for A) the remote surveys, with a green line showing the expected number of surveys in
an average week, and for B) Android and iOS locations.
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Figure 3.2: The smoothed mean values conditional on age, as calculated with generalized additive
mixed models (GAMMs), of A) drinks per week (Alcohol), marijuana uses per week (Marijuana),
and e-cigarette uses per week (E-Cigarettes), B) parental monitoring, C) the distance of twins in a
twin pair conditional on twin zygosity (monozygotic (MZ), same-sex dizygotic (DZ), and opposite-
sex dizygotic (DZ)), and D) the fraction of time spent at the family home at night (Home) and
the fraction of time spent at school during the school day (School). Uncertainty in the estimate is
shown as 95% confidence intervals and the marginal histograms show the relative number of data
points available for a given phenotype in a given age range.
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3.3.4 Locations

The smartphone applications installed on twins’ phones regularly record their physical loca-
tion, using the Android and iOS location subsystems. After quality control, the data freeze used for
these analyses had 6,409,846 recorded locations from 573 twins with a median number of locations
per twin of 6,062. Location tracking was not implemented in the smartphone applications when
recruitment began and was activated for iOS after Android, which is reflected in the number of
locations recorded per twin over time (Figure 3.1B). Otherwise, the rate of location acquisition has
been consistent, aside from a drop in the second year of enrollment.

In configuring location collection, we had to trade-off between three parameters: rate, accu-
racy, and battery life. Before quality control, the median accuracy was 65 meters. After removing
locations with an accuracy worse than 500 meters, it is 20 meters. Both accuracies are sufficient to
place an individual on a city block but not in a particular business.

The Android and iOS location modules are black boxes which have unknown differences from
each other in how they perform sensor fusion and produce location estimates. One known difference
between our two smartphone applications is that the Android application records a location every
five minutes while the iOS application records a location when the twin moves more than 500 meters.
These patterns can be seen in the distributions of the time and distance between successive points,
as shown in Figure 3.3. The successive points of twins using Android phones are closer to each
other in time and space than those of twins using iPhones. Successive points are very rarely further
apart than 1 day or 100 kilometers.

The quality controlled points were then processed further: first, twins in a twin pair were
standardized to a common set of 30 minute time windows, allowing us to calculate the distance
between them. Second, twins using iPhones had their missing standardized locations filled from
their last recorded location, up to 12 hours earlier, in order to account for the fact that the iOS
application will not record new locations if a twin’s phone is stationary. Figures 3.4 and 3.5 show
the distribution of the length of these fills, conditional on the hour of the day and the day of the

week. Fills that start between 8 PM and 3 AM, between 7 AM and 9 AM, or on Monday through
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Thursday are longer, reflecting our subjects tendency to move less at night, on weekends, and
during the school day.

Figure 3.2C shows the mean trajectory of the distance between twins in a twin pair (twin
distance). There is a general increase after age 18 but monozygotic or identical twins remain
closer to each other than dizygotic or fraternal twins. This difference can be interpreted as a
form of gene by environment correlation, where greater genetic similarity is associated with greater
environmental similarity. Alternatively, we can state that location and environment are heritable.

We used a database of public and private schools and the family addresses on record for

bY A3

each twin to determine whether each location was “at home,” “at school,” or neither. We then
calculated the fraction of time a twin spent at school during the school day (time at school) and
the fraction of time a twin spent at home at night (time at home) over time. Figure 3.2D shows
the mean trajectories of these phenotypes which decrease with age, accelerating after age 18. The
lower fraction of time at school as compared to time at home is likely due to the large size of some
high school campuses and the absence of some schools from the database. Time at home and time
at school showed the expected patterns with time of day and day of week with time at home higher
at night than during the day and lower on weekend nights than during the week (Figure 3.6). Time
at school was highest on school days, during school hours and lower on Friday than other school

days (Figure 3.7). Time at school was also much lower on school holidays than other weekdays

(Figure 3.8).

3.3.5 Growth models

In order to understand the change over time of the longitudinal phenotypes described above,
we fit linear and quadratic mixed-effect growth models, with individual twins nested within families,
to drinks per week, marijuana uses per week, e-cigarette uses per week, parental monitoring, time
at home, and time at school. Parental monitoring, time at home, and time at school were not fit on
data past age 18 because they lack validity after the twins become adults and graduate from high

school. Table 3.3 summarizes the fixed effect estimates and the comparisons between the linear and
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Figure 3.4: A boxplot of the length in hours of the forward fills of missing iOS location data,
conditional on the hour of the day of the point being filled forward. Outliers are not displayed due
to extensive overplotting.
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Figure 3.5: A boxplot of the length in hours of the forward fills of missing iOS location data,
conditional on the day of the week of the point being filled forward. Outliers are not displayed due
to extensive overplotting.
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Figure 3.6: A heatmap showing the fraction of filled and standardized points recorded before age
18 that were within 100 meters of a home address for a given twin, conditional on the day of the
week and the hour of the day.
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Figure 3.8: A calendar heatmap showing the fraction of filled and standardized points recorded
before age 18 that were within 200 meters of a Colorado high school, for each calendar day. School
holidays consistently have a much lower fraction of points at school.
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quadratic models. For every phenotype, the quadratic model fit significantly better than the linear

model, in a test accounting for model complexity. Sex did not have a significant effect on any of
the phenotypes. For the substance use phenotypes, this reflects the results of national and state-
wide surveys (Miech et al., 2017; University of Colorado Anschutz Community Epidemiology and
Program Evaluation Group, 2015). The intercept at age 17 was greater than zero for all phenotypes
but was smallest for e-cigarettes. The three substance use phenotypes increased with age, while
parental monitoring, time at home, and time at school decreased with age. Figure 3.9 shows the
variance explained by the random effects of the growth models. Parental monitoring had the most
variance, while the substance use phenotypes were intermediate, and time at home and time at
school had the least variance. For all phenotypes, non-zero amount of variance were assigned to
the intercept, slope, and quadratic parameters, at both the individual and family levels. Figure
3.10 shows the correlations of the random effects of the growth models. The intercept-quadratic
correlations were consistently negative for parental monitoring, time at home, and time at school,
indicating that individuals and families who were higher on these variables at age 17 tended to
have a lower or more negative acceleration of their trajectories.

At intake, twins were asked how many days of school they skipped in the past month. We
find weak evidence for a correlation between this value and the intercept estimate from the time at
school growth model (correlation = -0.04, p = 0.43). Since twins could only respond with a whole
number of days skipped, their responses have low variance and time at school may reflect twins
leaving school for only part of the day.

We performed twin variance decomposition on the growth parameter estimates for each twin,
in order to understand the genetic and environmental effects on change in these behaviors. These
results are summarized in Tables 3.6 and 3.7. For the substance use phenotypes, the intercept of
marijuana and e-cigarette use was moderately heritable, as was the slope of alcohol and marijuana
use. The quadratic terms of all three phenotypes were moderately heritable. A significant common
environment component was found for the intercept of alcohol use and the quadratic term of e-

cigarette use. Of parental monitoring, time at home, and time at school, only time at home showed
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Figure 3.9: Variance explained by the random effect parameters of the quadratic growth models,
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per week, Marijuana = Marijuana uses per week, E-Cigarettes = E-Cigarette uses per week, Parents
= Parental monitoring score, Home = Fraction of time at home at night, School = Fraction of time

at school during the school day.
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Marijuana uses per week, E-Cigarettes = E-Cigarette uses per week, Parents = Parental monitoring
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significant heritability, for its intercept and quadratic terms. Significant common environment
components were found for all three phenotypes for the intercept and quadratic terms, and for the
slope term of parental monitoring and time at school. Significant genetic correlations were found
between the growth parameters for the three substance use phenotypes.

In order to understand the degree to which variation over time in one phenotype predicts
variation over time in another, we calculated the cross-phenotype correlations of the individual
growth model estimates, shown in Figure 3.11. We found significant positive intercept-intercept
and slope-slope correlations amongst the substance use phenotypes, indicating that use and change
of use of one substance are associated with use and change of use in another. Parental monitoring
and the substance use phenotypes had significant negative intercept-intercept correlations but low
or non-existent slope-slope correlations, indicating that increased parental monitoring is correlated
with lower substance use rates but not their change over the time period measured in this study.
Time at home and time at school had significant positive intercept-intercept and slope-slope cor-
relations while time at home and parental monitoring had a positive slope-slope correlation. We
found no evidence of correlations between parental monitoring and time at school. Unexpectedly,
we also found little to no evidence of correlations between time at home and time at school, on one
hand, and the substance use phenotypes, on the other.

Two independent raters used the time at home data to identify the point in time where each
twin was likely to have moved out of their family home. The two raters had a Cohen’s kappa
concordance of 0.86, with a mean absolute difference of two weeks, collectively identifying 76 twins
as having moved out. Every month, twins were asked if they had moved out of the family home.
83 twins responded “Yes” to this question at some point, 44 of whom were also identified as having
moved out in the time at home analysis. This difference reflects twins who answered surveys
when location tracking wasn’t functioning for them, twins whose location tracking was functional
when they weren’t answering surveys, twins who moved to a new home with their families without
reporting the new address, and twins who incorrectly responded “No” to the survey. For twins

present in both data sets, the median difference between the location-derived and self-reported
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Table 3.6: Twin variance components of the quadratic growth model parameters with 95% confi-
dence intervals

A C E

Intercept

Alcohol 0.230 [1.13E-9, 0.539]  0.293 [0.056, 0.493] 0.477 [0.365, 0.613]
Marijuana 0.516 [0.361, 0.639] 1.32E-12 [1.09E-12, 0.068]  0.484 [0.361, 0.632]
E-Cigarettes 0.608 [0.457, 0.722] 0.036 [0.001, 0.123] 0.356 [0.257, 0.494]
Parents 0.006 [1.07E-8, 0.270]  0.334 [0.147, 0.424)] 0.660 [0.527, 0.753]
Home 0.254 [0.115, 0.421] 0.444 [0.280, 0.583] 0.302 [0.224, 0.406]
School 0.015 [9.90E-10, 0.187] 0.642 [0.486, 0.726] 0.343 [0.259, 0.440]
Slope

Alcohol 0.401 [0.155, 0.529] 0.003 [1.78E-6, 0.164] 0.596 [0.471, 0.739]
Marijuana 0.431 [0.300, 0.542] 1.79E-11 [1.79E-11, 0.0742] 0.569 [0.458, 0.694]
E-Cigarettes 0.162 [7.98E-10, 0.415] 0.151 [0.009, 0.349] 0.688 [0.536, 0.842]
Parents 0.010 [6.11E-9, 0.267]  0.346 [0.165, 0.436] 0.645 [0.512, 0.739]
Home 0.307 [7.68E-10, 0.715]  0.333 [2.20E-5, 0.619] 0.360 [0.242, 0.544)]
School 0.044 [4.13E-9, 0.310]  0.530 [0.304, 0.648] 0.426 [0.315, 0.549]
Quadratic

Alcohol 0.467 [0.208, 0.623] 0.079 [3.28E-7, 0.260] 0.454 [0.350, 0.587]
Marijuana 0.211 [0.045, 0.351] 2.58E-12 [2.58E-12, 0.089]  0.789 [0.649, 0.926]
E-Cigarettes 0.330 [0.172, 0.481] 0.367 [0.242, 0.483] 0.303 [0.229, 0.403]
Parents 0.015 [2.06E-7, 0.220]  0.152 [0.069, 0.224] 0.833 [0.676, 0.901]
Home 0.581 [0.316, 0.763] 0.165 [0.025, 0.361] 0.254 [0.170, 0.386]
School 0.015 [1.94E-7, 0.179]  0.558 [0.411, 0.650] 0.426 [0.334, 0.527]

A = Standardized additive genetic variance (heritability), C = Standardized common

environmental variance, E = Standardized unique environmental variance, Alcohol = Drinks per

week, Marijuana = Marijuana uses per week, E-Cigarettes = E-Cigarette uses per week, Parents

= Parental monitoring score, Home = Fraction of time at home at night, School = Fraction of

time at school during the school day. Cells are bold if their lower bound is greater than or equal
to 0.01.
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Table 3.7: Correlations between the twin variance components with 95% confidence intervals

rA rC rE

Intercept < Slope

Alcohol -0.451 [-1.0, 0.294] 1.0 [-1.0, 1.0] 0.127 [-0.048, 0.293]
Marijuana  0.712 [0.507, 0.952] 0.075 [-1.0, 1.0] -0.097 [-0.255, 0.069]
E-Cigarettes -0.086 [-1.0, 1.0] 0.320 [-0.668, 1.0] 0.194 [0.019, 0.356]
Parents -1.0 [-1.0, 1.0] 0.147 [-0.470, 0.422] 0.064 [-0.064, 0.207]
Home -0.333 [-1.0, 1.0] -0.320 [-1.0, 0.210] -0.302 [-0.479, -0.099]
School -1.0 [-1.0, 1.0] 0.198 [-0.030, 0.458] 0.206 [0.035, 0.383]

Intercept +» Quadratic

Alcohol -0.752 [-1.0, 1.0] -1.0 [-1.0, 1.0] -0.472 [-0.598, -0.325]
Marijuana  -0.240 [-0.502, 1.0] 0.353 [-1.0, 1.0] -0.527 [-0.629, -0.405]
E-Cigarettes -0.973 [-1.0, -0.781] 0.938 [0.234, 1.0] -0.122 [-0.315, 0.066]

Parents -1.0 [-1.0, 0.994] -0.691 [-0.909, -0.369] -0.704 [-0.759, -0.627]
Home -0.986 [-1.0, -0.865]  -0.776 [-1.0, -0.416]  -0.727 [-0.809, -0.618]
School -1.0 [-1.0, 1.0] -1.0 [-1.0, -0.998] -0.959 [-0.968, -0.947]

Slope < Quadratic

Alcohol 0.923 [0.744, 1.0]  -1.0 [-1.0, 1.0] 0.784 [0.710, 0.843]
Marijuana  0.511 [0.168, 0.769] 0.760 |-1.0, 1.0] 0.120 [-0.017, 0.253]
E-Cigarcttes -0.148 [-1.0, 1.0] 0.628 [0.127, 1.0] -0.162 [-0.330, 0.006]
Parents 1.0 [-1.0, 1.0] 0.613 [0.276, 0.890]  0.636 [0.549, 0.706]
Home 0.487 [-1.0, 1.0] 0.846 [-1.0, 1.0] 0.738 [0.587, 0.839]
School 1.0 [-1.0, 1.0] -0.173 [-0.446, 0.062] -0.061 [-0.232, 0.099]

rA = Genetic correlation, rC = Common environment correlation, rEE = Unique environment
correlation, Alcohol = Drinks per week, Marijuana = Marijuana uses per week, E-Cigarettes =
E-Cigarette uses per week, Parents = Parental monitoring score, Home = Fraction of time at
home at night, School = Fraction of time at school during the school day. Cells are bold if their
upper and lower bounds exclude zero.
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Figure 3.11: Cross-phenotype correlations of the quadratic growth model parameters with boot-
strapped (N = 1,000) 95% confidence intervals. Alcohol = Drinks per week, Marijuana = Marijuana
uses per week, E-Cigarettes = E-Cigarette uses per week, Parents = Parental monitoring score,
Home = Fraction of time at home at night, School = Fraction of time at school during the school

day.
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measures of when they moved out of their family home was 2.9 weeks, well within the resolution of
the survey. We then used these estimates as the knot points in bilinear mixed-effect growth models
of the substance use phenotypes, providing a test of whether moving out of the family home affects
substance use, above and beyond the general effect of age. The e-cigarette use model failed to
converge and is omitted from the results, shown in Table 3.8. Neither alcohol use nor marijuana
use had a significant fixed effect for the deviation of the slope after moving out. However, in
comparisons to a linear model and a bilinear model with the knot point fixed at age 18.5, the
dynamic knot point model fit substantially better than the two alternatives for alcohol use. The
dynamic knot point model had a worse fit than the fixed knot point model for marijuana use.
These results suggest that alcohol use behavior does change when moving out of the family home

but marijuana use behavior does not, or does after a longer lag.
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3.4 Discussion

In this paper, we have demonstrated that ecological momentary assessment (EMA) and
location tracking, administered with smartphone applications, can be used to measure substance
use relevant behavioral and environmental variables, consistently, scalably, and at high frequency.
Prior work has shown that substance use can be measured using EMA (Shiffman, 2009; Collins
et al., 2003) but previous studies of adolescent substance use and substance use genetics have had a
frequency of assessment measured in years or used a single occasion of measurement (Bornovalova
et al., 2018; Vrieze et al., 2013, 2012; Young et al., 2006; Pagan et al., 2006; Krueger et al., 2002;
Stallings et al., 2014). In contrast, our approach was able to provide weekly measurements of
substance use and semiannual measurements of substance dependence without the expense of an
extensive research staff. In accord with those previous studies, we find that adolescent substance
use rates are heritable. Additionally, we find, for the first time, that change in use over a period of
one to two years is heritable.

High frequency location data is powerful because it can be linked to other data sets with
geographic information. We used the location data to measure the fraction of time that twins spent
at home at night and at school during the school day. These variables measure forms of delinquent
behavior that have been associated with substance use initiation and escalation (Masten et al.,
2008; Henry & Thornberry, 2010; Colder et al., 2013). The fraction of time spent at school during
the school day was consistently lower than the fraction of time spent at home at night (Figure
3.2D), likely a reflection of the large size of many suburban and rural high schools in Colorado. For
a smaller or more geographically concentrated sample, this issue could be addressed by mapping
the campuses of all possible schools. This was not possible for this study, so our measure of time at
school during the school day is confounded with the type of school attended and possibly the area
in which a subject resides. Our measure of time at home at night is likely to be downwardly biased
in families where a child sometimes stays with relatives or in divorced families, as our set of home
addresses for a family may not include all homes for those twins. Nevertheless, these variables

showed the expected relationships with the day of the week, the hour of the day (Figures 3.6 and
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3.7), and the Colorado public school calendar (Figure 3.8), evidence of their validity. A notable

property of all the longitudinal phenotypes is an inflection after age 18 (Figure 3.2). Further
research may profitably use the methods of this study to examine that transitional period and
understand what drives individual differences in substance use between the ages of 18 and 19.

To our knowledge, ours is the first genetic study of e-cigarette use. Adolescent e-cigarette use
has increased dramatically in the past decade, becoming the most commonly used tobacco product
among middle and high school students (Singh et al., 2016). Standard resources, such as the PhenX
Toolkit (Hamilton et al., 2011), do not have measures of e-cigarette use. The development of a
standard measure is complicated by the wide range of nicotine doses provided by different products.
It may be necessary to develop a database of e-cigarette products, the nicotine concentrations of
their liquids, and the nicotine dose provided by a puff to accurately and reliably measure e-cigarette
use. As an interim measure, we used the number of e-cigarette uses per week. Modeling of this
phenotype was complicated by its extreme zero-inflation (use was endorsed in only 2.6% of weekly
questionnaire responses). Nevertheless, we found that e-cigarette use increases with age (Figure
3.2A and Table 3.3), e-cigarette use and change of use is heritable (Table 3.6), and that e-cigarette
use is positively correlated with alcohol and marijuana use (Figure 3.11). These results suggest
that our measure of e-cigarette use is reasonably consistent and robust and that the genetics of
e-cigarette use should be studied further.

One of the most robust and most frequently replicated results in behavioral genetics is that
the heritability of behavioral traits increases with age (McGue & Gottesman, 2015; Plomin et al.,
2016). We find that the physical distance between twins in a twin pair increases more rapidly for
dizygotic pairs than for monozygotic pairs (Figure 3.2C), particularly after age 18, implying that
location is partially heritable. Twins who are physically closer to each other are likely to be in more
similar environments. Therefore, distance is a proxy for similarity on many different environmental
variables, implying that monozygotic twins are more correlated on those variables. If some of
those environmental variables have a significant effect on behavioral traits, then this difference

in distance may partially explain the increase of heritability with age. Alternatively, the greater
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genetic similarity of monozygotic twins may lead to them seeking out more similar environments,
leading to a decreased distance. This observation also violates the equal environments assumption
(EEA) of the standard twin model. The EEA states that monozygotic twins do not have more
similar environments than dizygotic twins. If monozygotic twins do have more similar environments,
in ways that affect outcomes of interest, then heritability estimates will be inflated. Previous work
has found that the EEA is violated for most traits but that the resulting bias is small (Felson,
2014). Since distance is a property of the twin pair, it is not possible to calculate a heritability
from these data using standard methods. However, these results do point to an approach that can
identify and characterize violations of the EEA — the use of location tracking, in combination with
geospatial databases, to measure an individual’s environment.

In order to understand the relationships among our longitudinal phenotypes, we calculated
cross-phenotype correlations of the growth model parameters (Figure 3.11). We find the expected
positive correlation among the substance use phenotypes and between time at home at night and
time at school during the school day, supporting their validity. We also find that parental monitoring
is negatively correlated with substance use level but we find less evidence for a correlation between
their rates of change. Most strikingly, we find little or no evidence for any significant correlations
between time at home and time at school, on the one hand, and the substance use phenotype, on
the other. This result contradicts previous findings but may reflect the non-random nature of our
sample (Table 3.4) and the low variance of time at home and time at school in our data (Figure
3.9).

In summary, valuable substance use relevant phenotypic and environmental information can
be collected through smartphone applications, suggesting the possibility of running genetic studies
with a much lower cost per participant than traditional designs. As sequencing and genotyping
costs have dropped, the costs of recruiting and phenotyping participants determine the maximum
sample size obtainable with a given budget. We suggest that combining the methods used in this
study with remote recruitment of participants will enable the next generation of genetic studies to

obtain high quality and longitudinal phenotypic and environmental measurements on larger samples



with smaller budgets.
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Chapter 4

Conclusion

4.1 Summary

Chapter 2 describes the GSCAN Exome project, a GWAS meta-analysis examining the effect
of moderately rare nonsynonymous and loss of function genetic variants on alcohol and nicotine
behavior. We assembled samples varying in size from ~71,000 to ~164,000 individuals, larger than
any comparable published study. We conducted single variant association analyses and conditional
association analyses accounting for the effects of common variants. We also performed gene-based
burden tests. Despite being well-powered to detect variants of modest effect size, we discovered only
one novel rare variant association which failed to replicate in two independent samples, indicating
that any effects are likely to be small. After a literature search, we found four published rare
variant associations and twenty six published gene-level associations from studies of substance
dependence. Only one example from each category was successfully replicated in our analyses. As
we studied dependence rather than use and had relatively low variant coverage, we cannot rule out
the possibility of real associations at these loci. A novel method for calculating “chip heritability”
showed that all genotyped variants and variants in linkage disequilibrium with them account for
~3% of the phenotypic variance in our traits, a small but significant proportion.

Chapter 3 describes the Colorado Online Twin Study (CoTwins), a study of adolescent
substance use using smartphone applications to administer assessments and location tracking to
measure behavior and environment. By using smartphone applications, we measured these variables

at a higher frequency and a lower cost than we could have with traditional methods. Our measures
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of substance use and dependence and related variables were consistent with in-person assessments.
We were able to extract elements of delinquent behavior such as proportion of time spent at school
during the school day (time at school) and proportion of time spent at home at night (time at
home), without the biases of self or parental report. Growth models revealed that substance use
increased with age, accelerating around age 18 and that time at home, time at school, and parental
monitoring decreased with age, with an inflection point shortly after age 18. In the first genetic
study of e-cigarette use, we found that both the rates of use and rates of change of use of alcohol,
marijuana, and e-cigarettes are heritable. We used the location data to determine the distance
between twins in a twin pair and found that it increases with age, more rapidly for dizygotic twins
than for monozygotic twins, implying that monozygotic twins share a more similar environment.
We calculated cross-phenotype correlations of the growth model parameters, finding the expected
relationships within the substance use phenotypes, between time at school and time at home, and
between parental monitoring and substance use. However, time at home and time at school had

little or no relationship with substance use, contradicting previous results.

4.2 Future directions

Future work on the GSCAN Exome project is limited by sample size and the available vari-
ants. The chip heritability results suggest that variants of large effect are unlikely to be found
among the moderately rare variants genotyped by an exome chip. Although some evidence exists
to support the hypothesis that rarer variants have larger effect sizes for complex traits (Figure 1.4),
conclusive evidence is forthcoming. Further investigation will require very large, whole genome
sequenced samples with high read depth. Very large samples will be required to have a sufficient
number of rare allele carriers and high read depth will be necessary to detect de novo mutations
(Wray & Gratten, 2018). One major project in this area is the Precision Medicine Initiative, an
NIH project that plans to sequence the genomes of over a million participants (Hudson et al., 2015).
Unfortunately, the cost per genome has leveled off in the past few years (Figure 1.3) as Illumina

has come to dominate the next generation sequencing market. I suspect that further growth in
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rare variant study sample sizes, above and beyond the biobank projects that have been announced,
will depend on whole genome sequencing becoming medically useful outside of oncology and rare
disease.

There are a number of areas for future work in the CoTwins study. First, it may be worthwhile
to fit time series models to the longitudinal data in order to account for its autoregressive properties.
This approach is possible but complicated by the need to model the nested structure of the data.
The growth models and the biometric twin models were fit separately because standard structural
equation model software packages cannot scale to hundreds or thousands of observations per subject.
However, the formal equivalence between structural equation models and multilevel models (Curran,
2003) suggests that it is possible to combine growth and twin models even for large-scale data, and
to explicitly model longitudinal change in the A, C, and E variance components. Some model
classes of this type have already been implemented in OpenMx (state space modeling; Neale et al.
(2016)) and in Mplus (dynamic structural equation modeling; Asparouhov et al. (2018)) but their
use proved infeasible for the work described in Chapter 3.

Substance use behavior in the CoTwins data seems to have autoregressive properties — if a
twin drank last week, they are more likely to drink this week. If a twin didn’t drink last week, they
are less likely to drink this week. I think that these transitions betweens states of substance use
and non-use are of interest, both for understanding the etiology of adolescent substance use and
for the development of interventions. Hidden Markov models are worth considering because they
explicitly model transitions between states.

More work should be done to understand the nature of the difference in twin distance be-
tween monozygotic and dizygotic twins. First, distance could be decomposed into similarities on
specific environmental variables. For example, I have constructed a measure of the number of bars,
nightclubs, and liquor stores near a given location using Google Places data. We could ask how
twin similarity on exposure to alcohol use changes with age and zygosity. Second, we could provide
greater context to the distances between twins. What does it mean if twin A and twin B are 100

meters apart, on average? If I compared twin A on odd days to her own data from even days, how
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close would twin A be to herself? Someone living nearby could be another point of comparison.
More broadly, I do not believe that the future of human genetics lies in increasing sample size
until the variance explained by GWAS hits converges to GCTA or twin study estimates. I suspect
that we have hit a point of diminishing scientific returns from GWAS. The expansion of large
GWAS to non-European ancestry samples is an interesting possibility. There are hints that genetic
effects are heterogeneous between populations. This observation suggests that, as it certainly does
in animal models, genetic background matters for human complex traits. As we assemble large
samples, we will be able to measure epistasis more precisely, potentially improving the performance
of genomic predictors. Better measurements of phenotype and environment will also be important.
As the number of large biobanks increases, the compromises on measurement quality made in
GWAS meta-analyses will be less necessary. 1 expect that large, deeply phenotyped samples will
allow us to understand the subtypes within disease definitions. By integrating measurements of
environmental variables, obtained by methods similar to those used in Chapter 3, we will be able to
parse the genetic and environmental influences on complex traits and their change over time. The
combination of better causal understanding and better risk prediction could fulfill at least some of

the promises of precision medicine.
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Appendix A

Methods for estimating heritability and genetic correlation in meta-analyses of

rare variant association studies

This appendix describes the novel methods of calculating heritability and genetic correlation
for rare variants developed by Dr. Dajiang Liu and used in the analyses described in Chapter 2.

We extended existing methods in order to be able to unbiasedly estimate the contribution of
rare variants in various functional categories to the heritability. The method differs from existing
methods, such as LD score regression (Bulik-Sullivan et al., 2015b) and MINQUE (Zhou, 2017), in

several notable ways:

(1) We computed covariate adjusted LD-scores using partial correlation, based upon the RVTESTS
or RAREMETALWORKER summary statistics provided for each study in the meta-analysis.
These summary statistics contain information on the partialed covariances between score
statistics, adjusted for the influence of covariates. We expected that the partial covariance
and genotype covariance (i.e., LD) to differ when the genotypes were correlated with the
adjusted covariates, e.g. principal components or heritable covariates. Moreover, as the
meta-analysis datasets are often much larger than currently available reference panels, we

are able to accurately calculate the LD scores for rare/lower frequency variants.

(2) As we do not typically have individual level data in meta-analysis, we quantified uncer-
tainty of the partial-correlation-based LD scores using a bootstrap procedure that resamples

contributing studies in the meta-analysis.

In our study, we collected single variant score statistics, as well as their covariance matri-
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ces within sliding windows of 1 million basepairs (Liu et al., 2014). Specifically, for continuous

outcomes, the association analysis was performed using a linear model
Y=GB+Zv+e¢ (A.1)

Without loss of generality, we assume that the genotypes are standardized, so that E(G) = 0 and
var(G) = 1. G can be the genotype vector for a single variant or the genotype matrix for multiple

variants. The score statistics take the form of

Us = — GV - Z4). (A.2)

= =3
We denote the variance-covariance matrix for score statistics as Viz, which can be calculated by

1
&2

Vo=— [G'G-G'Z(Z'2)'Z'G). (A.3)

The marginal association statistic equals:

U2
T=_F¢ A4
7 (A.4)
which follows a chi-square distribution with 1 degree of freedom.
To estimate heritability, the following model is used,
Y=2Zy+) aite, (A-5)

l

where g; is the random effects for variants in functional class [. The random effects follow g; ~
MVN(0, h? /M;K;) and e ~ MVN(0, 0%I), where K is the kinship matrix estimated by variants in
function class [, i.e., K; = G,G}.

To estimate the variance components, we consider the following quadratic function that

calculates the second moment for the phenotype.
EWU)=EG(I-2(Z'2)'\2)YY'(I-2(Z'2Z)'Z)G) (A.6)

We noted that

h?
N _ ! 7l l 2
EYY') = 2Zy/Z + El 7 K, + 021, (A7)
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SO

e

2
=> Ml (I-2Z'2)'ZYK(I - 2(Z'Z2) '\ Z)G' +G'(I - Z(Z'Z)' Z")Go?.  (A.8)
l

As K| = %GlGE, we have

1

G'(I-22'2)'ZYK(I - Z(Z'Z2)'Z")G = D

Vaa, Vi, (A.9)

with

Voo, =G'(I - 2Z(Z'2)*7")G,. (A.10)

It is easy to verify that Vg, can be calculated from shared summary statistics Viz. We denote the
standardized covariance matrices as Rgg, = %VGG!7 which we call partial-correlation-based LD
scores.

It is necessary to quantify the uncertainty of the estimated LD scores, especially for rare vari-
ants. Given that there is no individual level data in genetic meta-analysis, the originally proposed
jackknife method by leaving one individual out does not work. Instead, we derived a formula for
bootstrap estimates for the variance of estimated partial correlation-based LD scores. As compared
to jackknife based method, the bootstrap gives more stable variance estimates, as each bootstrap
sample contains the same number of studies. We denote estimated variance-covariance matrix from

the b bootstrap sample as R(Gb)Gl, which is estimated by

b 1

vV,

The estimation error for the partial-correlation-based LD score can be estimated by

(b)
err?(Raa,) = Zb 1N (Rg RGG[) (A.12)

Zb:l

and
Zb 1 N ®) RGGl
Sy N

Due to the estimation variance in the partial-correlation-based LD scores, the estimates of

Rog, = (A.13)

heritability can be downwardly biased. To correct for this, we multiply the weighted regression
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estimates with the correction factor

m(RGGl ) + err? (RGGl )
W(RGGZ

(A.14)

Cl =

where var(Rgg,) is the sample variance of the estimated LD scores and er72(Rgg,) is the average
estimation error across all variant sites.

To estimate the heritability, we regress squared score statistics over the estimated partial
correlation based LD scores (Equation A.8). We use equal weight regression, which is equivalent to
Haseman-Elston regression. In simulations by us and others (Zhou, 2017), unweighted regression
gives more efficient heritability estimates for traits with low heritability, such as smoking and

drinking behavior, than weighted regression with LD score weights.



Appendix B

Phenotype extraction and genetic association in the UK Biobank

This appendix describes how the GSCAN Exome and GWAS phenotypes were extracted from

the UK Biobank and how GWAS of those phenotypes were performed.

B.1 GSCAN phenotype definitions

The GSCAN GWAS meta-analysis has seven standard phenotypes:

(1) Cigarettes per day (CPD)

e Average number of cigarettes smoked per day, either as a current smoker or former
smoker. Individuals who either never smoked, or on whom there is no available data
(e.g., someone was a former smoker but former smoking was never assessed) will be

set to missing.

e For studies that collect a quantitative measure of CPD, where the respondent is free

to provide any integer, we will bin responses as follows:

x 1 =1-5
* 2 =6-15
* 3 = 16-25
*x 4 = 26-35
* b = 36+

For studies which have pre-defined bins, those will be preferred.
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e Information about non-cigarette forms of tobacco use is not included.
(2) Smoking initiation (SI)

e This is a binary phenotype. Code “2” for anyone who reports having been a regular
smoker at some point in their lives. Code “1” for anyone who denies having been a

regular smoker at some point in their lives.
e Information about non-cigarette forms of tobacco use is not included.
e Example questions:

*x Have you smoked over 100 cigarettes over the course of your life?
*x Have you ever smoked every day for at least a month?
* Have you ever smoked regularly?

* Do you smoke?
(3) Smoking cessation (SC)

e This is a binary phenotype. Current smokers are coded as “2” and former smokers
are coded as “1”.

e Information about non-cigarette forms of tobacco use is not included.

e Former smokers should meet the criteria for having been a regular smoker.
(4) Age of initiation of smoking (AI)

e The age at which an individual first became a regular smoker.

e Information about non-cigarette forms of tobacco use is not included.

(5) Drinks per week in individuals who are active drinkers (DPW)

e The average number of standard drinks a subject reports drinking each week, aggre-

gated across all types of alcohol.

e If binned responses were recorded, use the midrange of each bin.
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(6) Drinker versus non-drinker (DND)

e If a respondent reports drinking in the time-frame under study, they are coded as “2”.

If they deny drinking in that time-frame, they are coded as “1”.
(7) Binge drinking
e This variable has many definitions but is a measure of problem drinking, typically

defined as exceeding a certain number of drinks in a certain time period.

e Binge drinkers are coded as “2” and non-binge-drinkers are coded as “1”.

The GSCAN Exome meta-analysis has five standard phenotypes:

(1) Cigarettes per day (CPD)

e Average number of cigarettes smoked per day, either as a current smoker or former
smoker. Individuals who either never smoked, or on whom there is no available data
(e.g., someone was a former smoker but former smoking was never assessed) will be

set to missing.

e For studies that collect a quantitative measure of CPD, where the respondent is free

to provide any integer, we will bin responses as follows:

x* 1 =1-10
* 2 =11-20
* 3 = 21-30
x 4 = 31+

e If the study collected different bins, those should be reported.
(2) Smoking initiation (SI)

e This is a binary phenotype. Code “2” for anyone who reports having been a regular
smoker at some point in their lives. Code “1” for anyone who denies having been a

regular smoker at some point in their lives.
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e Information about non-cigarette forms of tobacco use is not included.
(3) Pack years (PY)
e Number of cigarettes per day, divided by twenty, and multiplied by the number of
years the person has smoked.
e This should be calculated with quantitative CPD, not binned. If only binned responses
are available, use the midpoint of the range for each bin.

(4) Age of initiation of smoking (AI)

e The age an individual first became a regular smoker.
e Remove obvious outliers.

e Information about non-cigarette forms of tobacco use is not included.
(5) Average drinks per week, either as a current drinker or as a former drinker (DPW)

e The average number of standard drinks a subject reports drinking each week.
e All types of alcohol should be combined into a single number.

e Never drinkers should be set to missing.

B.2 UK Biobank phenotype definitions

e Cigarettes per day (CPD)

* Quantitative CPD was calculated as the union of field 2887 (number of cigarettes previ-
ously smoked daily, asked of former smokers), field 3456 (number of cigarettes currently
smoked daily, asked of current smokers), and field 6183 (number of cigarettes previ-
ously smoked daily, asked of current cigar or pipe smokers who used to be cigarette

smokers).

* Individuals who reported use of more than 60 cigarettes (3 packs) per day were set to

missing.
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*x Quantitative CPD was binned as described above.
e Smoking initiation (SI)

« Individuals who answered “Yes” on field 2644 (at least 100 smokes in life time, asked
of former light smokers) were considered smokers and non-smokers if they answered

“NO 2

x Individuals who answered “Hand-rolled cigarettes” or “Manufactured cigarettes” to
field 2877 (type of tobacco previously smoked, asked of former smokers) were classified

as smokers.

« Individuals who answered “I have never smoked” to field 1249 (past tobacco smoking

frequency, asked of former smokers) were classified as non-smokers.

« Individuals who answered field 6183 (current pipe or cigar smokers who used to smoke

cigarettes) were classified as smokers.

x Individuals who answered “Manufactured cigarettes” or “Hand-rolled cigarettes” to
field 3446 (type of tobacco currently smoked, asked of current smokers) were classified

as smokers.
e Pack years (PY)

« The smoking period was calculated from field 21003 (age at assessment), field 3436
(age started smoking in current smokers), field 2867 (age started smoking in former

smokers), and field 2897 (age stopped smoking).

* PY was calculated as quantitative CPD divided by twenty times the smoking period

in years.
* Individuals who smoked for less than one year were set to missing.

* The phenotype was left-anchored at 1 and log transformed.

e Age of initiation (AI)
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« Al was derived from field 3436 (age started smoking in current smokers) and field 2867

(age started smoking in former smokers)

* Individuals who claimed to have started smoking before age 10 or after age 35 were

set to missing.

x The phenotype was left-anchored at 1 and log transformed.
e Drinks per week (DPW)

x Two sets of questions were used. Individuals who drink less than once a week were
asked about their consumption, in a variety of categories of alcohol, in the average
month (fields 4407, 4418, 4429, 4440, 4451, and 4462). Individuals who drink once
a week or more were asked about their consumption, in the same categories, in the

average week (fields 1568, 1578, 1588, 1598, 1608, and 5364).
x For each type of alcohol, I calculated a conversion to standard drinks:

— Glass of red wine — 1 drink
— Glass of white wine or champagne — 1 drink
— Pint of beer or cider — 1.3 drinks
— Measure of spirits or liqueur — 1 drink
— Glass of fortified wine — 1 drink
— Glass of alcopop or other — 1.5 drinks
x The sum of the standardized categories was taken for each subject. Drinks per month

was divided by the average number of days in a month (30.42) and multiplied by the

number of days in a week (7).

* Individuals who claimed to drink more than 24 drinks per day on average were set to
missing.

x The phenotype was left-anchored at 1 and log transformed.

e Smoking cessation (SC)
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* Individuals who responded “Yes” to field 2644 (at least 100 smokes in life time, asked

of former light smokers) were coded as former smokers.

* Individuals who responded “Hand-rolled cigarettes” or “Manufactured cigarettes” to
field 2877 (type of tobacco previously smoked, asked of former smokers) were classified

as former smokers.

* Individuals who responded “Manufactured cigarettes” or “Hand-rolled cigarettes” to
field 3446 (type of tobacco currently smoked, asked of current smokers) were classified

as current smokers.
e Binge drinking
* The UK Biobank has no measure of binge drinking.
e Drinker versus non-drinker (DND)

* Individuals who responded “Never” to field 1558 were classified as non-drinkers. All
other responses to that field, other than “Prefer not to answer,” were classified as

drinkers.

B.3 GSCAN Exome analysis

I performed two separate association analyses for GSCAN Exome: one on the initial release
of genetic data for ~150,000 subjects and the other on the full release of genetic data. Both anal-
yses were performed with the RVTESTS software package (Zhan et al., 2016). For all phenotypes,
sex, age, age?, the first fifteen genomic principal components, and binary one-hot variables corre-
sponding to the genotyping batch were included as covariates. Height and weight were included
as covariates for DPW, along with a binary indicator of current/former drinker status. For the
smoking phenotypes, a binary indicator of current/former smoker status was included as a covari-
ate. The residuals, after regressing on the covariates, were inverse normal transformed to produce
the final phenotypes. For both analyses, only Caucasian individuals were included. For the first

analysis, related individuals were removed.
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The UK Biobank sample was genotyped on two slightly different chips. The BiLEVE sub-

sample, consisting of 25,000 heavy smokers and 25,000 never-smokers, was genotyped on a chip
with very similar content to the chip used on the majority of the sample but with significantly
different call rates at some sites (Bycroft et al., 2017). This means that, for a study investigating
substance use behavior, genotyping method and phenotypes of interest are confounded. Therefore,
for all analyses, the BILEVE sub-sample was analyzed separately from the rest of the UK Biobank.

In the analysis of the initial release, RVITESTS was used to produce single variant score
statistics, sliding window covariance matrices (to enable rare variant burden tests in the meta-
analysis), and statistics under dominant and recessive models. In the analysis of the full release,
the BOLT-LMM mode of RVTESTS was used, which accounts for sample relatedness (Loh et al.,
2015). Sliding window covariance matrices were calculated only for loss of function variants and
variants included on the Exome Chip, in order to make the calculations computationally feasible.

In both analyses, imputed data was used.

B.4 GSCAN GWAS analysis

Covariates were included and the BILEVE sub-sample was treated as described above. RVTESTS
was used, in its default non-BOLT-LMM mode. Only single variant score statistics were generated
because rare variant analyses were not performed in the GSCAN GWAS meta-analysis. Related
individuals were excluded from the analysis (relatedness of 0.05 or greater). Non-Caucasian individ-

uals were excluded from the analysis in order to avoid confounding with population structure.
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Funding sources for GSCAN Exome contributors

COGA: The Collaborative Study on the Genetics of Alcoholism (COGA), Principal In-
vestigators B. Porjesz, V. Hesselbrock, H. Edenberg, L. Bierut, includes eleven different centers:
University of Connecticut (V. Hesselbrock); Indiana University (H.J. Edenberg, J. Nurnberger
Jr., T. Foroud); University of Iowa (S. Kuperman, J. Kramer); SUNY Downstate (B. Porjesz);
Washington University in St. Louis (L. Bierut, J. Rice, K. Bucholz, A. Agrawal); University of
California at San Diego (M. Schuckit); Rutgers University (J. Tischfield, A. Brooks); Department
of Biomedical and Health Informatics, The Childrens Hospital of Philadelphia; Department of
Genetics, Perelman School of Medicine, University of Pennsylvania, Philadelphia PA (L. Almasy),
Virginia Commonwealth University (D. Dick), Icahn School of Medicine at Mount Sinai (A. Goate),
and Howard University (R. Taylor). Other COGA collaborators include: L. Bauer (University of
Connecticut); J. McClintick, L. Wetherill, X. Xuei, Y. Liu, D. Lai, S. OConnor, M. Plawecki, S.
Lourens (Indiana University); G. Chan (University of Iowa; University of Connecticut); J. Meyers,
D. Chorlian, C. Kamarajan, A. Pandey, J. Zhang (SUNY Downstate); J.-C. Wang, M. Kapoor,
S. Bertelsen (Icahn School of Medicine at Mount Sinai); A. Anokhin, V. McCutcheon, S. Saccone
(Washington University); J. Salvatore, F. Aliev, B. Cho (Virginia Commonwealth University); and
Mark Kos (University of Texas Rio Grande Valley). A. Parsian and M. Reilly are the NTAAA Staff
Collaborators.

We continue to be inspired by our memories of Henri Begleiter and Theodore Reich, founding

PI and Co-PI of COGA, and also owe a debt of gratitude to other past organizers of COGA,
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including Ting-Kai Li, P. Michael Conneally, Raymond Crowe, and Wendy Reich, for their critical

contributions. This national collaborative study is supported by NIH Grant U10AA008401 from
the National Institute on Alcohol Abuse and Alcoholism (NIAAA) and the National Institute on
Drug Abuse (NIDA).

FTC: Phenotyping and genotyping of the Finnish Twin Cohort (FTC) has been supported
by the Academy of Finland Center of Excellence in Complex Disease Genetics (grants 213506,
129680), the Academy of Finland (grants 100499, 205585, 118555, 141054, 265240, 263278 and
264146 to J. Kaprio), National Institute for Health (grant DA12854 to P.A.F. Madden), National
Institute of Alcohol Abuse and Alcoholism (grants AA-12502, AA-00145, and AA-09203 to R. J.
Rose and AA15416 and K02AA018755 to D. M. Dick), Sigrid Juselius Foundation (to J. Kaprio),
Global Research Award for Nicotine Dependence, Pfizer Inc. (to J. Kaprio), and the Welcome
Trust Sanger Institute, UK. Antti-Pekka Sarin and Samuli Ripatti are acknowledged for genotype
data quality controls and imputation. Association analyses were run at the ELIXIR Finland node
hosted at CSC IT Center for Science for ICT resources.

GECCO: Support for this study came from the National Cancer Institute, National Insti-
tutes of Health, U.S. Department of Health and Human Services (U01 CA137088; RO1CA059045).
The authors also thank all those at the GECCO Coordinating Center for helping bring together
the data and people that made this project possible.

Substudies of GECCO:

e ASTERISK: a Hospital Clinical Research Program (PHRC-BRD09/C) from the Univer-
sity Hospital Center of Nantes (CHU de Nantes) and supported by the Regional Council
of Pays de la Loire, the Groupement des Entreprises Franaises dans la Lutte contre le
Cancer (GEFLUC), the Association Anne de Bretagne Gntique and the Ligue Rgionale
Contre le Cancer (LRCC). We are very grateful to Dr. Bruno Buecher without whom this
project would not have existed. We also thank all those who agreed to participate in this
study, including the patients and the healthy control persons, as well as all the physicians,

technicians and students.
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e CPS-II: The authors thank the CPS-II participants and Study Management Group for

their invaluable contributions to this research. The authors would also like to acknowledge
the contribution to this study from central cancer registries supported through the Centers
for Disease Control and Prevention National Program of Cancer Registries, and cancer
registries supported by the National Cancer Institute Surveillance Epidemiology and End

Results program.

e HPFS, NHS: We would like to acknowledge Patrice Soule and Hardeep Ranu of the Dana
Farber Harvard Cancer Center High-Throughput Polymorphism Core who assisted in the
genotyping for NHS, HPFS under the supervision of Dr. Immaculata Devivo and Dr.
David Hunter, Qin (Carolyn) Guo and Lixue Zhu who assisted in programming for NHS
and HPFS. We would like to thank the participants and staff of the Nurses’ Health Study
and the Health Professionals Follow-Up Study, for their valuable contributions as well as
the following state cancer registries for their help: AL, AZ, AR, CA, CO, CT, DE, FL,
GA, ID, IL, IN, TA, KY, LA, ME, MD, MA, MI, NE, NH, NJ, NY, NC, ND, OH, OK, OR,
PA, RI, SC, TN, TX, VA, WA, WY. The authors assume full responsibility for analyses

and interpretation of these data.

e PLCO: Intramural Research Program of the Division of Cancer Epidemiology and Genet-
ics and supported by contracts from the Division of Cancer Prevention, National Cancer
Institute, NIH, DHHS. Additionally, a subset of control samples were genotyped as part of
the Cancer Genetic Markers of Susceptibility (CGEMS) Prostate Cancer GWAS (Yeager,
M et al. Genome-wide association study of prostate cancer identifies a second risk locus
at 8q24. Nat Genet 2007 May;39(5):645-9), CGEMS pancreatic cancer scan (PanScan)
(Amundadottir, L et al. Genome-wide association study identifies variants in the ABO
locus associated with susceptibility to pancreatic cancer. Nat Genet. 2009 Sep;41(9):986-
90, and Petersen, GM et al. A genome-wide association study identifies pancreatic can-

cer susceptibility loci on chromosomes 13g22.1, 1q32.1 and 5p15.33. Nat Genet. 2010
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Mar;42(3):224-8), and the Lung Cancer and Smoking study (Landi MT, et al. A genome-

wide association study of lung cancer identifies a region of chromosome 5pl5 associated
with risk for adenocarcinoma. Am J Hum Genet. 2009 Nov;85(5):679-91). The prostate
and PanScan study datasets were accessed with appropriate approval through the db-
GaP online resource (http://cgems.cancer.gov/data/) accession numbers phs000207.v1.pl
and phs000206.v3.p2, respectively, and the lung datasets were accessed from the dbGaP
website (http://www.ncbi.nlm.nih.gov/gap) through accession number phs000093.v2.p2.
Funding for the Lung Cancer and Smoking study was provided by National Institutes of
Health (NIH), Genes, Environment and Health Initiative (GEI) Z01 CP 010200, NIH UO01
HG004446, and NTH GEI U01 HG 004438. For the lung study, the GENEVA Coordinat-
ing Center provided assistance with genotype cleaning and general study coordination, and
the Johns Hopkins University Center for Inherited Disease Research conducted genotyping.
The authors thank Drs. Christine Berg and Philip Prorok, Division of Cancer Prevention,
National Cancer Institute, the Screening Center investigators and staff or the Prostate,
Lung, Colorectal, and Ovarian (PLCO) Cancer Screening Trial, Mr. Tom Riley and staff,
Information Management Services, Inc., Ms. Barbara OBrien and staff, Westat, Inc., and
Drs. Bill Kopp and staff, SAIC-Frederick. Most importantly, we acknowledge the study
participants for their contributions to making this study possible. The statements con-
tained herein are solely those of the authors and do not represent or imply concurrence or

endorsement by NCI.

PMH: National Institutes of Health (R0O1 CA076366 to P.A. Newcomb). The authors
would like to thank the study participants and staff of the Hormones and Colon Cancer

study.

CCFR: This work was supported by grant UM1 CA167551 from the National Cancer
Institute and through cooperative agreements with the following CCFR centers: Ontario

Familial Colorectal Cancer Registry (U01/U24 CA074783)
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HRS: HRS is supported by the National Institute on Aging (NIA U01AG009740). The geno-

typing was funded separately by the National Institute on Aging (RC2 AG036495, RC4 AG039029).
Our genotyping was conducted by the NIH Center for Inherited Disease Research (CIDR) at Johns
Hopkins University. Genotyping quality control and final preparation of the data were performed
by the University of Michigan School of Public Health.

MEC: Support for this study came from the National Institutes of Health (R37CA54281,
P01CA033619, RO1ICA63464).

MCTFR: Data collection and analysis was supported by National Institutes of Health awards
DA036216, DA05147, and DA024417.

MHI: We thank all participants and staff of the Andr and France Desmarais Montreal
Heart Institutes (MHI) Biobank. The genotyping of the MHI Biobank was done at the MHI
Pharmacogenomic Centre and funded by the MHI Foundation. Valerie Turcot is supported by
a postdoctoral fellowship from the Canadian Institutes of Health Research (CIHR). Jean-Claude
Tardif and Guillaume Lettre are supported by the Canada Research Chair Program.

NESCOG: This work is supported by the Netherlands Organization for Scientific Research
(NWO Brain & Cognition 433-09-228, NWO Complexity Project 645-000-003, NWO VICI 453-14-
005). Statistical analyses were carried out on the Genetic Cluster Computer hosted by SURFsara
and financially supported by the Netherlands Organization for Scientific Research (NWO 480-05-003
PI: Posthuma) along with a supplement from the Dutch Brain Foundation and the VU University
Amsterdam.

WHI: The WHI program is funded by the National Heart, Lung, and Blood Institute, Na-
tional Institutes of Health, U.S. Department of Health and Human Services through contracts
HHSN268201100046C, HHSN268201100001C, HHSN268201100002C, HHSN268201100003C, and
HHSN271201100004C. Personal funding for Sean P. David from National Institute on Minority
Health and Health Disparities grant U54-MD010724. The authors thank the WHI investigators
and staff for their dedication, and the study participants for making the program possible.

Consortium for Genetics of Smoking Behaviour Funding statements: Understand-
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ing Society Scientific Group is funded by the Economic and Social Research Council (ES/H029745/1)

and the Wellcome Trust (WT098051). Paul D.P. Pharoah is funded by Cancer Research UK
(C490/A16561). SHIP is funded by the German Federal Ministry of Education and Research
(BMBF) and the German Research Foundation (DFG); see acknowledgements for details. F.W.
Asselbergs is funded by the Netherlands Heart Foundation (2014T001) and UCL Hospitals NIHR
Biomedical Research Centre. The LifeLines Cohort Study, and generation and management of
GWAS genotype data for the LifeLines Cohort Study is supported by the Netherlands Organi-
zation of Scientific Research NWO (grant 175.010.2007.006), the Economic Structure Enhancing
Fund (FES) of the Dutch government, the Ministry of Economic Affairs, the Ministry of Edu-
cation, Culture and Science, the Ministry for Health, Welfare and Sports, the Northern Nether-
lands Collaboration of Provinces (SNN), the Province of Groningen, University Medical Center
Groningen, the University of Groningen, Dutch Kidney Foundation and Dutch Diabetes Research
Foundation. Niek Verweij is supported by Horizon 2020 (Marie Sklodowska-Curie, 661395) and
ICIN-NHI. LBC1921 and LBC1936 is supported by the MRC (MR /K026992/1). Paul W. Franks
is supported by Novo Nordisk, the Swedish Research Council, Phlssons Foundation, Swedish Heart
Lung Foundation (2020389), and Skne Regional Health Authority. Nicholas J Wareham, Claudia
Langenberg, Robert A Scott, and Jian’an Luan are supported by the MRC (MC_U106179471 and
MC_UU_12015/1). John C. Chambers and Jaspal S. Kooner are supported by the British Heart
Foundation (SP/04/002), Medical Research Council (G0601966 and G0700931), Wellcome Trust
(084723/Z/08/Z), NIHR (RP-PG-0407-10371), European Union FP7 (EpiMigrant, 279143), Action
on Hearing Loss (G51), National Institute for Health Research (NIHR) Comprehensive Biomed-
ical Research Centre Imperial College Healthcare NHS Trust, and iHEalth-T2D (643774). The
BRIGHT study was supported by the Medical Research Council of Great Britain (Grant Number
G9521010D); and by the British Heart Foundation (Grant Number PG/02/128). The BRIGHT
study is extremely grateful to all the patients who participated in the study and the BRIGHT nurs-
ing team. The Exome Chip genotyping was funded by Wellcome Trust Strategic Awards (083948

and 085475). We would also like to thank the Barts Genome Centre staff for their assistance with
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this project. The ASCOT study and the collection of the ASCOT DNA repository was supported

by Pfizer, New York, NY, USA, Servier Research Group, Paris, France; and by Leo Laborato-
ries, Copenhagen, Denmark. Genotyping of the Exome Chip in ASCOT-SC and ASCOT-UK was
funded by the National Institutes of Health Research (NIHR). Anna F. Dominiczak was supported
by the British Heart Foundation (Grant Numbers RG/07/005/23633, SP/08/005/25115); and by
the European Union Ingenious HyperCare Consortium: Integrated Genomics, Clinical Research,
and Care in Hypertension (grant number LSHM-C7-2006-037093). Nilesh J. Samani is supported
by the British Heart Foundation. Panos Deloukas is supported by the British Heart Foundation
(RG/14/5/30893), and NIHR, where his work forms part of the research themes contributing to
the translational research portfolio of Barts Cardiovascular Biomedical Research Centre which is
funded by the National Institute for Health Research (NIHR).

Consortium for Genetics of Smoking Behaviour Acknowledgements: The authors
would like to thank the many colleagues who contributed to collection and phenotypic characterisa-
tion of the clinical samples, as well as genotyping and analysis of the GWA data. Special mentions
are as follows:

Some of the data utilised in this study were provided by the Understanding Society: The
UK Household Longitudinal Study, which is led by the Institute for Social and Economic Re-
search at the University of Essex and funded by the Economic and Social Research Council. The
data were collected by NatCen and the genome wide scan data were analysed by the Wellcome
Trust Sanger Institute. The Understanding Society DAC have an application system for ge-
netics data and all use of the data should be approved by them. The application form is at:
https://www.understandingsociety.ac.uk/about /health /data.

SHIP (Study of Health in Pomerania) and SHIP-TREND both represent population-based
studies. SHIP is supported by the German Federal Ministry of Education and Research (Bun-
desministerium fr Bildung und Forschung (BMBF); grants 01279603, 01270103, and 01ZZ0403)
and the German Research Foundation (Deutsche Forschungsgemeinschaft (DFG); grant GR 1912/5-

1). SHIP and SHIP-TREND are part of the Community Medicine Research net (CMR) of the
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Ernst-Moritz-Arndt University Greifswald (EMAU) which is funded by the BMBF as well as the

Ministry for Education, Science and Culture and the Ministry of Labor, Equal Opportunities, and
Social Affairs of the Federal State of Mecklenburg-West Pomerania. The CMR, encompasses several
research projects that share data from SHIP. The EMAU is a member of the Center of Knowledge
Interchange (CKI) program of the Siemens AG. SNP typing of SHIP and SHIP-TREND using
the Mlumina Infinium HumanExome BeadChip (version v1.0) was supported by the BMBF (grant
03Z1CN22). LifeLines authors thank Behrooz Alizadeh, Annemieke Boesjes, Marcel Bruinenberg,
Noortje Festen, Ilja Nolte, Lude Franke, Mitra Valimohammadi for their help in creating the GWAS
database, and Rob Bieringa, Joost Keers, Ren Oostergo, Rosalie Visser, Judith Vonk for their work
related to data-collection and validation. The authors are grateful to the study participants, the
staff from the LifeLines Cohort Study and Medical Biobank Northern Netherlands, and the par-
ticipating general practitioners and pharmacists. LifeLines Scientific Protocol Preparation: Rudolf
de Boer, Hans Hillege, Melanie van der Klauw, Gerjan Navis, Hans Ormel, Dirkje Postma, Ju-
dith Rosmalen, Joris Slaets, Ronald Stolk, Bruce Wolffenbuttel; LifeLines GWAS Working Group:
Behrooz Alizadeh, Marike Boezen, Marcel Bruinenberg, Noortje Festen, Lude Franke, Pim van der
Harst, Gerjan Navis, Dirkje Postma, Harold Snieder, Cisca Wijmenga, Bruce Wolffenbuttel. The
authors wish to acknowledge the services of the LifeLines Cohort Study, the contributing research
centres delivering data to LifeLines, and all the study participants.

Fenland authors thank Fenland Study volunteers for their time and help, Fenland Study
general Practitioners and practice staff for assistance with recruitment, and Fenland Study Inves-
tigators, Co-ordination team and the Epidemiology Field, Data and Laboratory teams for study
design, sample/data collection and genotyping. We thank all ASCOT trial participants, physicians,
nurses, and practices in the participating countries for their important contribution to the study. In
particular we thank Clare Muckian and David Toomey for their help in DNA extraction, storage,
and handling. We would also like to acknowledge the Barts and The London Genome Centre staff
for genotyping the Exome Chip array.

The BRIGHT study is extremely grateful to all the patients who participated in the study
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and the BRIGHT nursing team. We would also like to thank the Barts Genome Centre staff for

their assistance with this project. Patricia B. Munroe, Mark J. Caulfield, and Helen R. Warren
wish to acknowledge the NIHR Cardiovascular Biomedical Research Unit at Barts and The Lon-
don, Queen Mary University of London, UK for support. Nilesh J. Samani and Mark J. Caulfield
are Senior National Institute for Health Research Investigators. EMBRACE Collaborating Cen-
tres are: Coordinating Centre, Cambridge: Daniel Barrowdale, Debra Frost, Jo Perkins. North
of Scotland Regional Genetics Service, Aberdeen: Zosia Miedzybrodzka, Helen Gregory. Northern
Ireland Regional Genetics Service, Belfast: Patrick Morrison, Lisa Jeffers. West Midlands Regional
Clinical Genetics Service, Birmingham: Kai-ren Ong, Jonathan Hoffman. South West Regional Ge-
netics Service, Bristol: Alan Donaldson, Margaret James. East Anglian Regional Genetics Service,
Cambridge: Joan Paterson, Marc Tischkowitz, Sarah Downing, Amy Taylor. Medical Genetics
Services for Wales, Cardiff: Alexandra Murray, Mark T. Rogers, Emma McCann. St Jamess Hos-
pital, Dublin & National Centre for Medical Genetics, Dublin: M. John Kennedy, David Barton.
South East of Scotland Regional Genetics Service, Edinburgh: Mary Porteous, Sarah Drummond.
Peninsula Clinical Genetics Service, Exeter: Carole Brewer, Emma Kivuva, Anne Searle, Selina
Goodman, Kathryn Hill. West of Scotland Regional Genetics Service, Glasgow: Rosemarie David-
son, Victoria Murday, Nicola Bradshaw, Lesley Snadden, Mark Longmuir, Catherine Watt, Sarah
Gibson, Eshika Haque, Ed Tobias, Alexis Duncan. South East Thames Regional Genetics Service,
Guys Hospital London: Louise Izatt, Chris Jacobs, Caroline Langman. North West Thames Re-
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