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Imaging at the nano-scale is increasingly important for a host of applications. In

order to fully characterize nano-scale processes, their dynamics must be studied at their

characteristic length and time scales. When harnessed with coherent diffractive imaging

techniques, especially ptychography, extreme ultraviolet light can image these processes at

these scales.

This thesis extends ptychography to a higher throughput modality by developing the

technique of multiple beam ptychography. This is first demonstrated with beams of different

wavelengths, and then with beams of different polarization states. This allows for large

field of view imaging and for simultaneous polarization resolved imaging. This thesis then

develops these techniques for the case of beams of the same wavelength and polarization by

leveraging the aliasing of the measured signal.

Colloidal crystals are important as templates for inverse lattice materials. These crys-

tals are measured using newly developed small angle extreme ultraviolet scattering techniques

and ptychographic imaging. These measurements reveal the local and extended symmetries

present in the crystal arrangement paving the way for full characterization of novel materials.

Finally, full-field, time-resolved imaging is performed, harnessing the ultrafast nature

of high harmonic generation. 10 fs temporal resolution, 100 nm transverse spatial resolution,

and 50 pm axial resolution are attained by combining ptychography imaging with pump-

probe spectroscopy. This time-resolved microscope directly images acoustic waves traveling

in isolated nano-structures. The thermal and acoustic dynamics of these nano-structures

are measured. This new capability for measurement at the nano-scale allows for previously

impossible measurements of novel materials.
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Chapter 1

Introduction

Progress in the fields of nano-fabrication and materials science has paved the way

for new breeds of materials with exotic behaviors. These may be familiar materials that

exhibit new phenomena when patterned at the nano-scale, or they may be materials with

nano-scopic features, the geometry of which manifests itself in novel dynamics. In order to

understand the function of these nano-scale materials, it is necessary to measure them at

their natural length and time scales. For these systems, those length scales are sub-100 nm

and the time scales are on the order of picoseconds down to femtoseconds. In this thesis, the

development of an ultrafast, time-resolved microscope with sub-100 nm resolution is reported.

This dynamic microscope is then used to study nano-scale systems. This microscope uses

extreme ultraviolet (EUV) light created through the process of high harmonic generation

(HHG). The wavelength of this light, 30 nm, is ideally suited for probing sub-100 nm features.

More importantly, the temporal duration of these pulses, 10 fs, allows for deeply sub-ps time

resolution. Because this microscope uses EUV light, it cannot use a traditional, lens based

imaging system. Instead, it is a computational microscope employing coherent diffractive

imaging algorithms to form an image from diffraction measurements. Repeatable dynamics

are then induced and measured using a pump-probe technique.

This thesis is organized as follows. An introduction to coherent diffractive imaging,

culminating in a discussion of ptychography is presented in chapter 2. In chapter 3, pty-

chography with multiple wavelengths is shown, along with its application towards multiple
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beam ptychography. The extension of multiple beam ptychography to use identical beams

of the same wavelength is developed in chapter 4. The process of high harmonic generation

is the subject of chapter 5. The application of a high harmonic source to study colloidal

crystals using ptychography and scatterometry is presented in chapter 6. The development

and characterization of the time resolved EUV microscope, and an experiment measuring

nano-antennas is contained in chapter 7. This thesis concludes with future outlook in chap-

ter 8.

1.1 The Theory of Diffraction

In this section, the basic elements of diffraction theory are derived. The interested

reader is directed towards [82, 105], from which these derivations are adapted, for a more

detailed treatment.

1.1.1 Maxwell’s Equations and the Wave Equation

Since light is fundamentally an electromagnetic wave, its behavior can be described

through electromagnetic theory. This theory is captured by the equations of Maxwell.

~∇ · ~B = 0 (1.1)

~∇ · ~D = ρ (1.2)

~∇× ~E = −∂
~B

∂t
(1.3)

~∇× ~H = ~j +
∂ ~D

∂t
(1.4)

In these equations, ~E and ~D are representations of the electric field, ~B and ~H of the magnetic

field, ρ are free charges, and ~j are free currents. In a linear dielectric, the different fields are

related through the permittivity (ε) and permeability (µ) of the material.

~D = ε ~E (1.5)

~B = µ ~H (1.6)
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From these equations, the behavior of light can be derived. Taking the curl of Faraday’s

Law (Equation 1.3) yields

~∇× ~∇× ~E = −~∇× ∂ ~B

∂t
(1.7)

Using the following vector identity, this expression can be simplified.

~∇× ~∇× ~A = ~∇(~∇ · ~A)− ~∇2 ~A (1.8)

Applying this identity to the curl of Faraday’s law and reversing the order of the curl and

time derivative on the right hand side yields

~∇(~∇ · ~E)− ~∇2 ~E = −∂
~∇× ~B

∂t
(1.9)

The curl of the magnetic field is present in Ampere’s Law (Equation 1.4), and thus may

be substituted. Likewise, the divergence of the electric field is present in Gauss’s Law

(Equation 1.2). Applying these substitutions yields the following.

1

ε
~∇ρ− ~∇2 ~E = −µ∂

~j

∂t
− µ∂

2 ~D

∂t2
(1.10)

For the case propagation through vacuum, which is the condition under which the work in

this thesis is performed, the permittivity and permeability simplify to those of free space.

The absence of free changes and free currents allows for further simplification. Applying

these conditions, the above expression simplifies to a wave equation.

~∇2 ~E − µ0ε0
∂2 ~E

∂t2
= 0 (1.11)

For these waves, the wave velocity is given by

v =

√
1

µ0ε0
= c (1.12)

which is the speed of light in vacuum.

This derivation can be repeated beginning with the curl of Ampere’s Law (Equation 1.4)

and proceeding in an identical manner. This results in a wave equation for the magnetic

field. While the rest of this section will deal with the electric field, the results therein are

equally applicable to the magnetic field.
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1.1.2 The Helmholtz Equation

The wave equation (Equation 1.11) is separable in time. For a single wavelength of

light the solution to the wave equation may be written as

~E(~r, t) = ~E(~r)ei(ωt+φ) (1.13)

where ω is the frequency of the wave, and φ is an arbitrary, time independent phase. Substi-

tuting this solution into the wave equation yields a simpler equation that governs the time

independent portion of the solution.

~∇2 ~E + µ0ε0ω
2 ~E = 0 (1.14)

This can be rewritten in terms of the wavevector k = 2π
λ

to realize the Helmholtz equation

~∇2 ~E + k2 ~E = 0 (1.15)

For a polychromatic treatment of the wave equation, a Fourier series of different wave-

lengths is more appropriate. However, it will suffice for the work in this thesis to consider

multiple wavelengths of light as orthogonal modes as the interactions between the different

wavelengths are too fast to be measured by modern detectors.

This Helmholtz equation is a vector equation, yet it is also separable. As such, each

vector component of the electric and magnetic fields also obeys the scalar Helmholtz equation.

Because of this, future treatment of the Helmholtz equation will use the scalar version, using

the variable U as a stand-in for any of the components of the field.

1.1.3 Kirchhoff Diffraction Theory

In order to work with the Helmholtz equation (Equation 1.15), it is beneficial to make

use of Green’s theorem.∫∫∫
V

(
U ~∇2G−G~∇2U

)
dv =

∫∫
S

(
U
∂G

∂n
−G∂U

∂n

)
ds (1.16)
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In this expression, n is the outward normal vector at each point on the surface S, which

contains the volume V , and G is a Green’s function of the differential equation. This Green’s

function is the response function to a point source. In the case of the Helmholtz equation it

can be chosen to be a unit amplitude spherical wave

G(P0) =
eikr01

r01

(1.17)

where P0 is the point at which the field is calculated, P1 is the location of a point source,

and r01 is the distance between these points.

Since both U and G are solutions to the Helmholtz equation, the Laplacians in the

left hand side of Green’s theorem (Equation 1.16) can be substituted, resulting in the entire

volume integral being equal to zero. This leaves the remaining expression

0 =

∫∫
S

(
U
∂G

∂n
−G∂U

∂n

)
ds (1.18)

Notably, the choice of Green’s function is not continuous at the point P0. This issue

is addressed by constructing the surface S so that it contains a spherical shell surrounding

the point P0 of radius ε. The limit as ε approaches zero is taken so that only the point P0

is excluded from consideration. The result of this is that an additional term of 4πU(P0) is

present from the integral. With the inclusion of this consideration, the integral theorem of

Helmholtz and Kirchhoff is reached.

U(P0) =
1

4π

∫∫
S

(
G
∂U

∂n
− U ∂G

∂n

)
ds (1.19)

Boundary conditions must be applied to this equation in order to solve for the measured

field. It is convenient to consider a plane upon which the field is defined within an aperture

and zero outside of the aperture. For this configuration, the surface S can be deformed so

that it lies along this plane on one side and forms a hemisphere on the other side, with this

hemisphere extending out to infinity. Thus the surface S can be considered as two parts: the

plane (S1) and the hemisphere (S2). This surface is shown, in two dimensions, in figure 1.1,

but should be thought of as the three-dimensional extension of this sketch.
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Figure 1.1: Surface for the Helmholtz Equation Boundary Conditions. The boundary con-
ditions for the Helmholtz equation are applied to this surface. The left side of the surface is
the plane S1, which coincides with an aperture. The right hand side of the surface, S2, is an
infinite hemisphere centered at the point of observation, P0.
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Considering only the contribution from the hemisphere, the Green’s function and its

derivative can be evaluated directly.

G(S2) =
eikR

R
(1.20)

∂G(S2)

∂n
=

(
ik − 1

R

)
eikR

R
(1.21)

where R is the radius of the hemisphere. The contribution from the hemisphere to the

Helmholtz equation is given by the following.

1

4π

∫∫
S2

(
G
∂U

∂n
− U ∂G

∂n

)
ds =

1

4π

∫
Ω

(
G
∂U

∂n
− UikG

)
R2dω (1.22)

where Ω is the solid angle subtended by the hemisphere. In order for this integral to be zero,

it is required that the integrand vanish sufficiently fast. This condition is met if there are

only outgoing waves incident on S2, which is precisely the scenario. Thus the only portion

of the Helmholtz equation remaining is on the plane boundary, S1.

U(P0) =
1

4π

∫∫
S1

(
∂U

∂n
G− U ∂G

∂n

)
ds (1.23)

1.1.4 Rayleigh-Sommerfeld Diffraction Theory

In order to properly assert boundary conditions on the plane, it is not sufficient to

define part of the plane to have both U and its derivative equal to zero. Instead, a slightly

different Green’s function may be used

G−(P1) =
eikr01

r01

− eikr̃01

r̃01

(1.24)

In this expression the tilde makes reference to a point P̃0, which is the mirror image of P0

reflected over the plane S1. These points are shown in figure 1.2. On the surface S1, this new

Green’s function is identically zero, though its derivative is not. Because of this, the boundary

condition on the Helmholtz equation can be applied without inconsistency. Satisfying this

boundary condition gives this expression, known as the First Rayleigh-Sommerfeld solution.

U(P0) =
1

4π

∫∫
S1

(
−U ∂G−

∂n

)
ds (1.25)
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Figure 1.2: Geometry for Rayleigh-Sommerfeld Green’s Function. The point P0 is mirrored
about the boundary plane to create the point P̃0. The distance between these points and a
given point on the plane, P1 is given by r01 and r̃01, respectively.

The Second Rayleigh-Sommerfeld solution is obtained by taking a summation of two point

sources to form the Green’s function instead of the difference. The two results are similar in

the case of far-field diffraction, which will suffice for the work in this thesis. Thus, only the

first solution will be considered here.

The derivative of the Green’s function is exactly given by

∂G−
∂n

= 2 cos (n,~r01)

(
ik − 1

r01

)
eikr01

r01

(1.26)

where the cosine is the cosine of the angle between the two vectors. For simplicity, the point

of observation, P0 is taken to be multiple wavelengths distant from the boundary so that the

1
r01

term may be neglected. Under this approximation, the expression for the measured field

is

U(P0) =
1

iλ

∫∫
S1

(
U(P1)

eikr01

r01

cos (~n,~r01)

)
ds (1.27)

This is the Rayleigh-Sommerfeld diffraction formula.
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1.1.5 Fresnel Diffraction

A useful approximation to the Rayleigh-Sommerfeld diffraction formula is the near-

field, or Fresnel, approximation. This approximation requires that the point of observation be

sufficiently far from the boundary. To arrive at this approximation, the Rayleigh-Sommerfeld

formula is first cast into Cartesian coordinates. Two planes are described in this way: the

boundary plane (S1) which has coordinates ξ and η, and the observation plane (the plane

containing P0) which has coordinates x and y. The two planes are separated by some distance

z. These coordinate systems are shown in figure 1.3

In this coordinate system the cosine term can be written simply.

cos (~n,~r01) =
z

r01

(1.28)

The quantity r01 can be written explicitly in this coordinate system.

r01 =
√
z2 + (x− ξ)2 + (y − η)2 (1.29)

This expression can be simplified using a binomial expansion in the limit that z is much larger

than any of the lateral dimensions. Under this approximation, the Rayleigh-Sommerfeld

formula simplifies to

U(x, y) =
eikz

iλz
e
iπ
λz (x2+y2)F x

λz
, y
λz

(
U(ξ, η)e

iπ
λz (ξ2+η2)

)
(1.30)

where the Fourier transform is from the (ξ,η) coordinates to new coordinates ( x
λz

, y
λz

). The

matter of determining the field given the field at a boundary is now reduced to computing

a single Fourier transform with the inclusion of quadratic phase terms. This is known as

Fresnel diffraction, and it is this approximation that will be used for the propagation of light

throughout the course of this thesis.

1.1.6 Fraunhofer Diffraction

It is worth noting that in the far-field, the diffraction computation becomes yet simpler.

In the limit of extremely large z compared to the aperture size, the quadratic phase becomes
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Figure 1.3: Fresnel Diffraction Coordinate System. These are the planes used to define
coordinates for the case of Fresnel diffraction. The (ξ,η) plane is the plane where boundary
conditions are imposed. The (x,y) plane is where the resulting field is observed. The two
planes are separated by the propagation distance z.
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negligible.

z >>
k(ξ2 + η2)

2
(1.31)

This leads to the relationship between the boundary field and the far-field to be governed

by a single Fourier transform.

U(x, y) =
eikz

iλz
e
iπ
λz (x2+y2)F x

λz
, y
λz

(U(ξ, η)) (1.32)

1.2 Imaging with X-rays

Since the discovery of x-rays in the 1800’s [196], their ability to penetrate objects has

been noted and exploited. The ability to form an image using x-rays is useful for studying

the internal structure of objects. Furthermore, the short wavelength of x-rays allows for

extremely high resolution imaging. The inherent ability of x-rays to pass through objects

unimpeded has the disadvantage of making it difficult to build a lens with which to form

an image. In this section, various methods to circumvent this challenge are reviewed. For a

more detailed review, the reader is directed towards these review articles [33, 200].

1.2.1 Refractive Optics

The index of refraction for most materials is less than unity for x-rays, thus a conven-

tional lens design would not yield a powerful enough lens to focus an x-ray beam, let alone

form an image. Yet since the index of refraction is not exactly one, a refractive optic can

still be formed. A compound refractive lens [23, 218, 219] is a solid object with a series of

spherical holes inside of it. Between each of these holes, the remaining solid mass forms a

concave lens. Since the index of refraction of this material is less than unity, the concave

lens focuses the x-ray beam. By having a series of these holes, the focusing power of the

optic is made stronger. These optics are effective for focusing high energy x-rays that are not

readily absorbed by materials, but they are not feasible for lower energy x-rays and extreme

ultraviolet light because the absorption of the light is too strong.
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A different approach to using the index of refraction of materials to form a focusing

optic is the capillary x-ray lens [121]. A bundle of glass capillaries redirect the light using

total external reflection within the capillary. The capillaries are then curved so as to redirect

the light to one point. This optic is useful for focusing an x-ray beam, but does not form

an image, so it cannot serve as an image forming optic. However, it can be used within an

x-ray microscope [255].

1.2.2 Reflective Optics

A variety of x-ray optics can be made using reflective optics. Schwarzschild telescopes

[207] have been used at synchrotron facilities to achieve focusing of x-ray beams [28]. These

operate with a pair of normal incidence reflective mirrors that first expand the beam, and

then focus the beam with a higher numerical aperture afforded by the initial expansion.

Most reflective x-ray optics operate near grazing incidence because the reflectivity

of materials to x-rays is higher closer to grazing [93]. KB mirrors, named after inventors

Kirkpatrick and Baez [114], use a pair of near grazing curved mirrors. Each of these mirrors

focuses the beam in one dimension. The resulting beam is focused in both dimensions and

has some amount of astigmatism.

Other two mirror designs were developed by Wolter that use parabolic, hyperbolic, and

ellipsoidal mirrors in combination to achieve a focusing telescope with only grazing incidence

optics [252].

1.2.3 Diffractive Optics

While x-rays do not refract much on interaction with matter, coherent x-rays will

diffract. This diffraction can be exploited by careful design to cause constructive interference

in only one location, i.e. focusing the beam. This can be achieved using a Fresnel zone plate

[12, 254]. A zone plate is a transmissive optic with alternating transparent and opaque

annuli. The radii of these annuli are determined based upon interference. All of the radii
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for which transmitted light would destructively interfere are prevented from transmitting,

whereas the light that will constructively interfere is permitted. For the simplified case of

focusing a plane wave, the radii at which the transmission of the zone plate changes are

given by the following equation [8].

r2
n = nλ

(
f +

nλ

4

)
(1.33)

where f is the focal length of the zone plate.

In order to achieve maximum resolution, the zone plate must be as large as possible

while still retaining high quality fabrication in the outer-most ring. The zone plate forms

images directly [171, 205], much in the same way that a lens does for visible light. Sufficiently

high quality zone plates enable high resolution x-ray imaging [30].

A different type of diffractive optic that addresses these fabrication challenges is the

Laue lens [43, 107, 152]. A Laue lens is a one-dimensional analog to the Fresnel zone plate.

An alternating stack of thin films are deposited in accordance to the Fresnel zone plate

geometry, to obtain the same focusing. By combining two orthogonally oriented Laue lenses,

the beam can be fully focused in two dimensions.

1.2.4 Scanning Transmission X-Ray Microscopy

Some of the above focusing optics can be used to directly form an image using x-ray

light. Others, however, do not form an image directly, but only focus the beam. These latter

focusing optics are still useful in image formation. A specific imaging modality that makes

use of these is scanning transmission x-ray microscopy [115, 186]. In this modality, the beam

is focused through an aperture and scanned across the sample. At each scan position, the

amount of light transmitted through the sample is measured. These measurements each

represent one pixel in the resulting image.
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1.2.5 Fourier Transform Holography

It is possible to make use of the diffraction of coherent x-rays to circumvent the need for

a focusing optic altogether. The technique of Fourier transform holography [155] makes use

of a reference beam that is spatially separated from the sample of interest. The interference

between the exit surface wave from the sample and the reference is measured along with the

intensity of each. Taking a Fourier transform of the resulting intensity will spatially separate

the autocorrelation of the sample and the reference from the cross-correlation of the two.

By choosing the reference to be similar to a delta function, this cross-correlation reduces to

the complex field of the sample’s exit surface wave, thus yielding an image of the sample.

1.2.6 Transport of Intensity

Complex images can also be formed through exploitation of the transport of intensity

equation. This equation is a consequence of the Helmholtz equation (Equation 1.15) under

the paraxial approximation (Equation 1.34).

∂2U

∂z2
≈ 2ik

∂U

∂z
− k2U (1.34)

Under this approximation, the Helmholz equation is given by the following

2ik
∂U

∂z
+ ~∇2

⊥U = 0 (1.35)

The field can be expressed in terms of the intensity and phase explicitly (U =
√
Ieiφ), and

the transverse derivatives can be calculated. Once done, the real and imaginary terms of

that expression can be separated (owing to the fact that k, I, and φ must be real over all

space). This yields these two equations

−4kI
∂φ

∂z
− 1

2

~∇I · ~∇I
I

+ ~∇2I − 2I ~∇φ · ~∇φ = 0 (1.36)

2ik
∂I

∂z
+ 2i~∇φ · ~∇I + 2i~∇2φ = 0 (1.37)
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The imaginary equation can be rewritten as the transport of intensity equation (Equa-

tion 1.38) [224, 229].

− k∂I
∂z

= ~∇ ·
(
I ~∇φ

)
(1.38)

In the scenario where I is uniform, the case of a phase only object, the right hand

side of the equation simplifies to only derivatives of the phase. Because of this, it is possible

to use measurements of the derivative of the intensity to recover the phase [84]. This is a

deterministic method, in contrast to the iterative methods discussed in chapter 2. However,

this technique is limited by the requirement of the intensity of the sample to be uniform and

by the paraxial approximation.

1.3 Ultrafast Measurements

With x-ray microscopy, it becomes possible to measure samples at the nano-scale. The

dynamics of systems at this length scale are on the order of femtoseconds to picoseconds.

Because of this, different techniques are needed to access the ultrafast dynamics.

Attempts to measure phenomena faster than the human eye can detect have a long

history [119]. The idea of using a bright flash of light to isolate a moment in time began

with Toepler [120, 237], who used a spark to create shock waves, which he then measured

with a second, delayed spark. This was improved upon by Abraham and Lemoine, who

used a single spark for driving and measuring the Kerr effect [3]. The notion behind these

experiments is that light can be used to isolate a moment in time. Furthermore, by driving

dynamics synchronously with the light used for measurement, and varying the time delay

between the two, multiple different instances in time of the same dynamics can be measured.

This is the concept behind pump-probe measurements, wherein a pulse initiates dynamics

and then a delayed pulse measures those dynamics. A generalized schematic of this idea is

shown in figure 1.4. This pump-probe technique has been extended to much shorter time

scales [119, 256]. These improvements to the temporal resolution are limited by the duration
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of the pulses and the synchronization between the two pulses [14, 71].

Since the first demonstration of the laser [144], there has been continuous development

of shorter laser pulses. In the years just after the initial demonstration, the q-switching

technique was demonstrated, enabling pulses of nanosecond duration [154]. The development

of mode-locked lasers [46, 50, 89, 253] reduced that lower limit to the femtosecond scale (A

review of these developments can be found in [90]). For dye lasers, this culminated in a

record of 6 fs duration by use of spectral phase corrections [71]. Shortly after this landmark,

the development of mode-locking in Ti:Sapphire laser systems [221] progressed rapidly, soon

achieving 5 fs duration [14]. These Ti:Sapphire systems have enabled yet shorter pulses

through high harmonic generation (chapter 5), reaching the attosecond time scale.

One alternative to pump-probe measurements is the use of a streak camera [24, 204].

The principle behind such a camera is that some optic before the sensor is actuated so that

the light pulse is incident on a different part of the sensor at each moment in time. This

results in the pulse being streaked across the sensor, isolating different times. This technique

is typically limited to the picosecond timescale, however.
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Figure 1.4: Sketch of Pump-Probe Measurement. The pump and probe pulses are both
incident on the sample, but the timing between them may be changed. When the probe is
incident on the sample before the pump, no dynamics are observed as they have yet to be
excited; this is negative time (top). The two pulses are coincident on the sample at time
zero (middle). Dynamics are observed when the probe pulse is delayed relative to the pump
pulse; this is positive time (bottom).



Chapter 2

Coherent Diffractive Imaging

2.1 Introduction

Coherent diffractive imaging (CDI) is a broad assortment of techniques that deal with

reconstructing a real space image from one or more measurements of scattered light. These

techniques are especially useful in the fields of x-ray and extreme ultraviolet imaging, in

which traditional lenses are not available to form an image directly. In this chapter, we

review the development of CDI techniques and discuss the algorithms used.

Due to the high frequency of light, the phase of the light cannot be directly measured.

The idea that one can retrieve the phase from a single intensity measurement was initially

proposed by Sayre [203], commenting on Shannon’s sampling theorem [210]. The possibility

of retrieving the phase in the one-dimensional case was considered, however it was found that

the ambiguities inherent in one-dimensional phase retrieval grow as 2N where N is the size of

the object in question [18, 25, 241]. A practical algorithm for two-dimensional phase retrieval

was first put forward by Gerchberg and Saxton [77]. Fienup developed various algorithms to

make these algorithms more broadly applicable [67–69]. These algorithms were implemented

on experimental data, demonstrating coherent diffractive imaging in 1988 [27].

All of the above CDI algorithms work by taking intensity measurements and recovering

the missing phase information. Once the phase and intensity are both known, the light field

can be propagated back to the plane of the sample, thus forming an image. In order for

the phase to be retrieved, the measurement of the diffracted light must be sampled at the
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Nyquist frequency. This requirement on the fine spacing of the measurements in diffraction

space puts a limit on the maximum separation in the object space. For a given pixelated

detector with a pixel separation of δX, the highest frequency that can be Nyquist sampled

is given by

fmax =
1

2δX
(2.1)

The spatial frequency resulting from a pair of delta functions separated by a distance D is

given by

f =
D

λz
(2.2)

where λ is the wavelength of the light and z is the propagation distance between the sample

and the detector. The highest frequency allowed by Nyquist sampling sets the limit on the

largest separation in the object

1

2δX
≥ D

λz
(2.3)

This can be rearranged so that we can define the oversampling of the diffraction pattern σ

σ =
λz

δXD
≥ 2 (2.4)

The requirement that the oversampling be greater than 2 is a necessary condition for phase

retrieval [158, 159, 161, 165, 220].

2.2 Reconstruction Algorithms

The earliest phase retrieval algorithm is that of Gerchberg and Saxton [77]. This algo-

rithm uses multiple measurements of the intensity at different planes in order to reconstruct

the phase. This work was built upon by Fienup [68] who removed the additional intensity

measurements.

The algorithm presented by Fienup called Input-Output [68] illustrates the general flow

of most iterative phase retrieval algorithms. An initial guess of the reconstructed object is

used as an initialization. This guess is propagated to the plane of the detector. The amplitude
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of the propagated guess is replaced with the measured amplitude, refining the guess. Then

this refined guess is propagated back to the plane of the object. At this point, the guess

for the object is forced to adhere to some condition. In the case of the Gerchberg-Saxton

algorithm, the condition is another measurement of the amplitude [77]. However, in the

case of Input-Output and other techniques where only one diffraction pattern is measured,

this is not possible. Instead, the object is constrained to exist only within a finite region,

called a support. The size of this support is determined by the oversampling requirements

discussed in the previous section. Once the object guess has been updated according to this

constraint, the entire process is repeated, until eventually the algorithm converges on the

correct, retrieved phase. This iterative procedure is shown diagrammatically in figure 2.1.

Since the initial development of these coherent diffractive imaging techniques, various

improvements have been made to the reconstruction algorithms used. Iterative refinement

of the support used in the object constraint improved reconstruction speed [150]. Other

techniques modified the algorithms so that the sample did not need to be physically isolated,

either by tightly focusing the illumination [1, 247, 248], or by applying an aperture the

illuminating light [75, 87]. Development in the nature of the algorithms themselves also

brought improvements to reconstruction speed and reliability [4, 137, 151]. These techniques

have also been considered in the case of background noise [236] and partial coherence [244,

249].

The techniques of coherent diffractive imaging have found a welcome home in the field

of x-ray imaging where it is challenging to manufacture image forming optics. In 1999,

the first demonstrations of coherent diffractive imaging with x-ray sources were performed

[160, 189]. Since then, the applications of coherent diffractive imaging techniques to x-ray

imaging have been numerous and varied [33, 164]. Applications include studies on nano-

crystalline structure [179, 190, 246], integrated circuits [2], and biological samples [163, 211].

Concurrently, Zuo et al. developed coherent diffractive imaging using electron sources [262].
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Figure 2.1: Input-Output Algorithm. The phase of the optical field is recovered by iterating
between the detector plane and the sample plane by means of the Fourier transform. In
each of these planes, a constraint is enforced. In the detector plane, the Fourier constraint
is applied, forcing the reconstruction to match the measured data. In the object plane an
isolation or non-negativity constraint is applied. This single iteration of the algorithm is
repeated until the algorithm converges on a single solution.
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2.3 Ptychography

The previously discussed algorithms use a single diffraction pattern measurement to

reconstruct the phase. These techniques require minimal data, yet they are not particularly

robust. Additional robustness can be achieved in CDI by measuring multiple diffraction

patterns to reconstruct a single image. This multiplicity of measurements is used in a

technique called ptychography, which is a more robust CDI technique. In ptychography,

multiple diffraction patterns are measured as the beam is scanned across the sample. Each

position of the beam overlaps somewhat with the other positions. This overlap introduces

a redundancy in the measurement, which increases the robustness of the entire technique.

The curious reader can find a more robust review of the development of ptychography in

[191, 192].

The concept of ptychography began with the work of Hoppe, who considered the prob-

lem of phase retrieval for electron interference [99, 101, 102]. This is the origin of the idea

of recording multiple diffraction patterns with a translational shift between them in order

to overcome ambiguities in phase retrieval. This technique became known as ptychography

[91, 92, 100] from the Greek word ‘ptycho’ (πτνξ) meaning to fold. This is because the

German word for ‘convolution’ (‘Faulung’) is the same word as ‘to fold’ [192].

Early alterations to the classical ptychography scheme involved the use of Wigner

distribution deconvolutions [19, 193], which was experimentally realized in optical, electron,

and x-ray microscopes [31, 72, 153].

Ptychographic phase retrieval began to gain popularity after the development of iter-

ative phase retrieval algorithms [64, 83, 194]. These preliminary algorithms required that

the functional form of the illumination be known a priori. This limitation was lifted when

improved algorithms were developed that not only reconstructed the sample, but also de-

convolved it from the probe, allowing for simultaneous probe retrieval [143, 233, 234].

Since then, many improvements have been made to the ptychography technique. Con-
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stant improvements to the underlying algorithm have yielded improved robustness and faster

reconstructions [133, 141, 232]. Algorithms have been designed to correct for errors in the

recorded scan positions, allowing for more flexible experimental designs [140, 259]. Alter-

native scanning patterns have been designed, most notably the Fermat spiral pattern [104],

to counter the gridding artifacts present in the technique [233] and to better image periodic

objects [74]. Even the oversampling requirement of phase retrieval has been relaxed using

a ptychographic measurement [20, 58]. In a similar vein, the resolution achieved through

ptychographic imaging, previously limited by the numerical aperture of the detector, can

be computationally extended, allowing for super-resolution imaging [142]. Furthermore, the

effects of a beamblock have been investigated, showing that ptychography algorithms can

recover the lost, low frequency information [135].

Ptychographic reconstructions have also been used to study three-dimensional samples

in both a multi-slice modality [80, 139, 213, 227] and by combining ptychography with

tomography [49, 51, 62, 73, 96]. Recently these two approaches have been merged [132]. In

addition, surface studies have been performed by applying single diffraction pattern coherent

diffractive imaging techniques [197, 226, 263], and later ptychography [75, 148, 182] to a

reflection geometry, which has found great application in extreme ultraviolet surface imaging

[88, 126, 208, 257].

Even the inherent drawback of ptychography, the slowness resulting from scanning,

has been improved upon. The need for individual, isolated scan positions has been relaxed,

allowing for continuous motion scanning to collect the ptychography dataset [41, 47, 103,

172, 177]. Yet the need for scanning at all has also been reduced. By carefully grooming the

illumination profile, multiple scan positions can be collected simultaneously by dividing the

detector into smaller sections, enabling single-shot ptychography [174, 214].
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2.4 Derivation of Ptychography Update

In the case of single diffraction pattern coherent diffractive imaging, the iterative algo-

rithms used transferred between the object domain and the detector domain (also called the

Fourier domain), applying a constraint on each of these domains. Ptychography coherent

diffractive imaging also does this. The Fourier domain constraint is the same: the amplitude

must match the measured intensity. The object domain constraint is less obvious. One

approach to updating the object space representation is to define an error metric, and act to

minimize that error. In this instance, each diffraction pattern from the ptychography dataset

is treated sequentially, and thus this derivation will focus on only one scan location, but is

applicable to each location. It is possible to create an implementation of ptychography that

updates all positions in parallel.

The error metric is defined as

E(u) = Σu (|G(u)| − |F (u)|)2 (2.5)

where G(u) is the current guess of the field at the detector and F (u) is the measured ampli-

tude at the detector. In the case of ptychography, the field at the detector can be written

as

G(u) = |G(u)| eiφ =

∫
O(x)P (x− x0)e2πiuxdx (2.6)

where O is the object, P is the probe, x is the spatial dimension of the object, x0 is the

current probe position, and u is the frequency dimension of the Fourier domain. Note that

this derivation is being performed in one dimension, yet it can be readily extended to the

requisite two dimensions for ptychography. Minimizing this error with respect to the object

requires the calculation of the first derivative of the error with respect to the real part of the

object. This process can be repeated for the imaginary part of the object, which has been

omitted from this derivation.

∂E
∂RO(x)

= 2Σu (|G(u)| − |F (u)|) ∂|G(u)|
∂RO(x)

(2.7)
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This final derivative can be expressed as

∂|G(u)|
∂RO(x)

=
∂

∂O(x)

√
G(u)G∗(u)

=
1

2|G(u)|

(
G(u)

∫
P ∗(x− x0)e−2πiuxdx+G∗(u)

∫
P (x− x0)e2πiuxdx

) (2.8)

At this point, it is helpful to define the field after the constraint has been applied in the

detector plane, G′(u)

G′(u) = G(u)
|F (u)|
|G(u)|

(2.9)

Inserting this definition into the expression for the derivative of the error metric yields

∂E
∂RO(x)

=

∫
P ∗(x− x0)ΣuG(u)e−2πiuxdx+

∫
P (x− x0)ΣuG

∗(u)e2πiuxdx

−
∫
P ∗(x− x0)ΣuG

′(u)e−2πiuxdx−
∫
P (x− x0)ΣuG

′∗(u)e2πiuxdx

(2.10)

Each of these terms is a discrete, inverse Fourier transform, which will bring all of the field

expressions to the object domain, where they are denoted by lowercase letters g and g′.

∂E
∂RO(x)

=

∫
P ∗(x− x0)g(x)dx+

∫
P (x− x0)g∗(x)dx

−
∫
P ∗(x− x0)g′(x)dx−

∫
P (x− x0)g′∗(x)dx

(2.11)

This derivative is then set equal to zero and the definition for g(x) = O(x)P (x − x0) and

g′(x) = O′(x)P ′(x− x0) are invoked. Further, the integrand in the above equation is taken

to be equal to zero, as opposed to the full integral.

2R (P ∗(x− x0)O(x)P (x− x0)) = 2R (P ∗(x− x0)O′(x)P ′(x− x0)) (2.12)

This equation can be rewritten into the form

R(O(x)) =
R (P ∗(x− x0)O′(x)P ′(x− x0))

|P (x− x0)|2
(2.13)

A similar derivation using the derivative with respect to the imaginary part of the object

yields a similar result, quoted here without derivation

iI(O(x)) =
iI (P ∗(x− x0)O′(x)P ′(x− x0))

|P (x− x0)|2
(2.14)
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Combining these two results yields a single expression for the update of the complex object.

O(x) =
P ∗(x− x0)P ′(x− x0)O′(x)

|P (x− x0)|2
(2.15)

Using the definition of the full field g(x) = P (x− x0)O(x), this expression can be written in

a more usable format.

O(x) = O(x) +
P ∗(x− x0)

|P (x− x0)|2
(g′(x)− g(x)) (2.16)

Due to the inherent symmetry between the object and the probe, a similar update can be

used on the probe

P (x) = P (x) +
O∗(x+ x0)

|O(x+ x0)|2
(g′(x)− g(x)) (2.17)

These two update expressions can be used iteratively along with the Fourier update condition

to form the entirety of a basic ptychography algorithm. Typically the denominators of these

update expressions are modified in order to remove the possibility of dividing by zero. The

standard way to do this is by using the maximum value of the object or probe in the

denominator as in [143].



Chapter 3

Multiple Mode Ptychography

3.1 Introduction

The technique of ptychography discussed in chapter 2 can be extended to account for

multiple different incoherent modes [20, 235]. In this chapter, we review the technique of mul-

tiple mode ptychography, and then extend this technique by introducing spatial separation

between the different modes, as published in [110].

In the case of multiple wavelengths [20], the measured diffraction pattern is treated as

an incoherent sum of the scatter from each independent wavelength. These different wave-

lengths can be separated through a slightly modified ptychography algorithm. This algorithm

makes use of the fact that when incident on the same object, different wavelengths scatter

to different angles. The error metric that is optimized in multiple wavelength ptychography

is

E = Σu [Σm |Gm(u)| − |F (u)|]2 (3.1)

where each Gm(u) is the reconstructed field for each wavelength, and F (u) is the measured

amplitude at the detector. Through a similar derivation as that in chapter 2, the new update

conditions in the object domain are given by

Om(x) = Om(x) +
P ∗m(x− x0)

|Pm(x− x0)|2
(g′m(x)− gm(x)) (3.2)

Pm(x) = Pm(x) +
O∗m(x+ x0)

|Om(x+ x0)|2
(g′m(x)− gm(x)) (3.3)
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There is also a slight modification to the Fourier domain constraint, as there must be since

the incoherent sum of all independent modes is measured, not the individual intensities.

This update condition is now

G′m(u) =
|F (u)|√

Σm|Gm(u)|2
Gm(u) (3.4)

Both of these sets of update equations are used sequentially to form a single iteration of

a multiple mode ptychography algorithm. This algorithm, or others like it, can be used

to separate the different modes present in an arbitrary illumination profile. The idea of

multi-modal ptychography has been used in the case of extreme ultraviolet light [258], broad-

bandwidth radiation [13, 60], vortex beams [61], with more applications besides [212]. In

this chapter, multiple mode ptychography is applied for use in a multiple beam geometry.

3.2 Spatial Separation

The original treatment of the multiple color ptychography used a beam of different

colors that were all incident on the sample in the same location [20]. Based on the formulation

of the algorithm, this requirement is not necessary. In fact, not only do the probes of

different wavelengths not need to be overlapped, they can be completely separated spatially

[109, 110].

3.2.1 Wavelength Multiplexing

In order to test this spatial multiplexed ptychography, we constructed a visible light

ptychography microscope. A schematic view of this microscope is shown in figure 3.1. A

beamsplitting cube is used to combine two narrow bandwidth lasers of different wavelengths.

These are then separated, while remaining parallel through use of a pair of diffraction grat-

ings. A pinhole is used to block all of the other orders diffracted from these gratings. A

lens is used to image the beams onto the sample and thus set the size of the beam to obey

the oversampling requirement. The sample measured in this experiment is a USAF1951 Air
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Force test pattern. One lens is placed after the sample to take the Fourier transform of the

exit surface wave of the sample. This final lens is not strictly necessary, yet its inclusion

allows for a more compact design.

Diffraction patterns were recorded at multiple exposure times and then combined to

artificially increase the dynamic range of the detector. The multi-wavelength ptychography

algorithm from [20] was used to reconstruct the field of view of the red beam and the

blue beam simultaneously. The two areas imaged (shown in figure 3.2) are separated by

a distance of 175±5 µm. This corresponds to the spatial separation of the beams imaged

directly onto the camera. Furthermore, by propagating the recovered probes, the distance

from the sample plane to the focal planes of the two different beams can be determined.

The propagated beams are shown in figure 3.3. The distance between the two focal planes

was found to be 550±100 µm, which is in agreement with the distance expected from the

chromatic aberration of the lens (420±4 µm).

3.2.2 Polarization Multiplexing

The previous section dealt with using multiple, spatially separated probes of differ-

ent wavelengths. The different wavelengths were needed so that the two probes did not

interfere at the detector. This is not the only way to achieve a lack of interference; any

non-interfering modes will work [235]. In this section, the spatial multiplexing of multiple

probes in ptychography is achieved using orthogonally polarized beams [110].

A single laser beam was spatially separated into two parallel beams of orthogonal

polarizations through use of a beta barium borate (BBO) crystal. These two beams are

incident on the same USAF resolution target as shown in figure 3.4. The separation of these

beams is measured to be 233 µm, verified by direct imaging of the beams in figure 3.5. The

diffraction from these two beams is recorded on a pixelated detector and reconstructed using

the multiple mode ptychography algorithm.

The reconstructed images are displayed in figure 3.6. The parallel polarization was
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Figure 3.1: Spatially Separated Multi-Wavelength Ptychography Schematic. This schematic
shows the experimental design for a visible light ptychography microscope that uses two
illuminating beams of different colors. The two beams are combined with a beamsplitter and
then spatially separated, while remaining parallel, by use of a pair of diffraction gratings.
The two beams are them imaged onto the sample, a US Air Force test pattern. The resulting
diffraction is measured on a pixelated detector.
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Figure 3.2: Spatially Separated Multi-Wavelength Reconstruction. Reconstructions for the
red (a) and blue (b) beams. These areas correspond to the areas shown diagrammatically
in (c). These reconstructions demonstrate that multiple mode ptychography algorithms can
be used in a situation where the two modes are entirely spatially separated. The scale bar
is 20 µm.
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Figure 3.3: Propagation of Spatially Separated Probes. In order to verify the accuracy of the
reconstructions, the reconstructed probes for each of the beams is propagated to the focal
plane. The distance between the two focal planes is the same as the expected distance given
the chromatic aberration in the lens. The scale bar in (c) is 1 mm and is shared with (d).
The scale bar in (a) is 20 µm and is shared with (b), (e), and (f).
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Figure 3.4: Spatially Separated Multi-Polarization Ptychography Schematic. In order to test
multiple beam ptychography with different polarization states, a single beam is separated
into two orthogonally polarized beams by use of a birefringent crystal. These two beams are
incident on the sample and a Fourier transform lens is used to form a diffraction pattern on
a pixelated detector.
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Figure 3.5: Reconstructed Multi-Polarization Probes. Direct image of the two beams showing
the spatial separation between them. (b-c) Reconstruction of the probe in amplitude and
phase, for the ê|| polarized beam. (d-e) Reconstruction of the probe in amplitude and phase,
for the ê⊥ polarized beam. The scale bar is 20 µm.
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incident on group 6 of the resolution target, while the perpendicular polarization was incident

on group 7. In the group 7 image, subgroup 5 is resolved, indicating that the resolution of

the microscope is at worst 2.46 µm, which is equivalent to the Abbe diffraction limit [242].

Since the resolution is at the theoretical limit, the multiple mode ptychography technique

must not adversely affect the resolution.
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Figure 3.6: Spatially Separated Multi-Polarization Reconstruction. The left hand side shows
the reconstructed objects for the parallel and perpendicular polarized beams. The right
hand side shows, diagrammatically, the structure of the sample. The spatial separation
between these two areas is in agreement with the measured separation of the beams. This
indicates that multiple beams of orthogonal polarization states can be used in a multiple
mode ptychography scan. The scale bar is 20 µm.



Chapter 4

Multiple Beam Ptychography

4.1 Introduction

The previous chapter discussed ptychography coherent diffractive imaging (CDI) with

multiple modes and the application of this algorithm to the case of spatially separated beams

that do not interfere [110]. In this chapter, multiple beams that do interfere with each other

are considered and methods are developed to use the multiple mode ptychography algorithm

[20, 235] in these situations. We published these techniques in [21, 109].

The experimental realizations of these concepts are also presented in this chapter. For

each of these demonstrations, the setup in figure 4.1 is used with different pinhole sizes and

separations in the pinhole array.

4.2 Autocorrelation Filtering

4.2.1 Theory

When two spatially separated beams that can interfere are incident on a sample, the

exit surface wave can be written as

ψ(x) = E1(x)O(x) + E2(x+ ∆x)O(x) (4.1)

where ψ is the exit surface wave, Ej is the jth probe function, O is the sample (or object), and

∆x is the spatial separation of the beams. Note that this derivation uses a single dimension,
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Figure 4.1: Schematic for Multiple Beam Ptychography. A visible laser is used for these
experiments. The beam is spatially filtered with two lenses and a pinhole. Then the beam
is incident on a pinhole array. This pinhole array varies depending on the specific technique
being used. An imaging lens images the pinhole array onto the sample. A Fourier transform
lens is used to propagate the light to the far-field, creating the diffraction pattern that is
recorded on the detector.
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but can be trivially extended to two dimensions. This exit surface wave is measured in the

far-field. The intensity that is measured is given by

I(u) = |Ψ(u)|2 = |F {E1(x)O(x) + E2(x+ ∆x)O(x)}|2 (4.2)

where I is the measured intensity, u is the spatial frequency coordinate and Ψ is the Fourier

transform (denoted F) of ψ. These Fourier transforms can be expanded by use of the Fourier

shift theorem and the convolution theorem to arrive at

I(u) =
∣∣∣Ẽ1(u)⊗ Õ(u)

∣∣∣2+
∣∣∣Ẽ2(u)ei2πu∆x ⊗ Õ(u)

∣∣∣2+2R
[
Ẽ1(u)⊗ Õ(u)× Ẽ2(u)ei2πu∆x ⊗ Õ(u)

]
(4.3)

where ⊗ is a convolution, R indicates the real component and the notation Õ(u) is shorthand

for F {O(x)}. This intensity measurement can be compared with the same measurement of

two beams that do not interfere. Doing so reveals that the only difference between the

expressions is in the final term. Thus, if the final term of equation 4.3 is eliminated, the

resulting intensity is the incoherent sum of the two propagated beams. Under a Fourier

transform, this term is spatially separated from the other terms, and therefore removable.

Similar to the technique in [128], a Fourier transform is performed to isolate the final

term of the expression for intensity. This yields the autocorrelation of the exit surface wave

A(ξ) = F
{∣∣∣Ẽ1(u)⊗ Õ(u)

∣∣∣2 +
∣∣∣Ẽ2(u)ei2πu∆x ⊗ Õ(u)

∣∣∣2
+2R

[
Ẽ1(u)⊗ Õ(u)× Ẽ2(u)ei2πu∆x ⊗ Õ(u)

]} (4.4)

where A is the autocorrelation, and ξ is the variable in autocorrelation space (ξ has units of

space, just as x does). Using the convolution theorem and the Fourier shift theorem, it can

be shown that

A(ξ) =
(
Ē1(ξ)Ō(ξ)

)
⊗
(
Ē∗1(ξ)Ō∗(ξ)

)
+
(
Ē2(ξ + ∆x)Ō(ξ)

)
⊗
(
Ē∗2(ξ −∆x)Ō∗(ξ)

)
+
(
Ē1(ξ)Ō(ξ)

)
⊗
(
Ē∗2(ξ −∆x)Ō∗(ξ)

)
+
(
Ē∗1(ξ)Ō∗(ξ)

)
⊗
(
Ē2(ξ + ∆x)Ō(ξ)

) (4.5)

where the notation Ō(ξ) = F
{
Õ(u)

}
. The first two terms will both be centered at ξ = 0

while the third and fourth term will be centered at ξ = ±∆x. These are referred to as DC



40

terms and AC terms, respectively. Taking only the DC terms and performing an inverse

Fourier transform on them, the filtered intensity is obtained

Iaf (u) = F−1
{(
Ē1(ξ)Ō(ξ)

)
⊗
(
Ē∗1(ξ)Ō∗(ξ)

)
+
(
Ē2(ξ + ∆x)Ō(ξ)

)
⊗
(
Ē∗2(ξ −∆x)Ō∗(ξ)

)}
(4.6)

where Iaf is the autocorrelation filtered intensity. This expression simplifies to

Iaf (u) =
∣∣∣Ẽ1(u)⊗ Õ(u)

∣∣∣2 +
∣∣∣Ẽ2(u)ei2πu∆x ⊗ Õ(u)

∣∣∣2 (4.7)

This expression is identical to the intensity measured for two non-interfering beams. There-

fore, by removing the AC terms in autocorrelation space, the interference between the beams

can be removed. Note that following this same procedure, the method of autocorrelation

filtering can be readily extended to two dimensions and more than two beams.

This autocorrelation filtering is depicted diagrammatically in figure 4.2. Two beams

illuminate the object. The resulting diffraction pattern is measured in intensity. This diffrac-

tion pattern contains high frequency fringes that result from the interference between the

two beams. The Fourier transform of the diffraction pattern has three distinct peaks. Of

these peaks, only the DC peak is kept, thus filtering the autocorrelation. An inverse Fourier

transform is performed on the filtered autocorrelation, yielding the original diffraction pat-

tern with the high frequency fringes removed. This diffraction pattern is identical to the

diffraction pattern that would be measured if the multiple beams did not interfere.

The DC terms can be isolated provided that all of the interference terms are separated

from the DC terms in the autocorrelation. The condition that the autocorrelation peaks

do not overlap is a condition on the size of the beams and the separation. Specifically, this

condition forces the separation to be larger than twice the beam size. The reason that twice

the beam size is the relevant parameter is because the autocorrelation of the beam has double

the diameter of the beam itself. Defining the beam diameter as D, we have the condition

∆x ≥ 2D (4.8)
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Figure 4.2: Autocorrelation Filtering Procedure. A single object is illuminated by two beams
that are capable of interference. These beams are the green squares in (a). (b) That light
propagates to the far-field and is measured as an intensity pattern that contains high fre-
quency fringes from the two beam interference. (c) A Fourier transform is performed on the
intensity pattern, yielding the autocorrelation of the exit surface wave. (d) The autocor-
relation is low-pass filtered, leaving only the DC peak. (e) The filtered autocorrelation is
inverse Fourier transformed, yielding a diffraction pattern with only the inter-beam interfer-
ence removed. This diffraction pattern may then be fed into multiple mode ptychography
algorithms.
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where ∆x is the beam separation. This constraint on the beam separation is not sufficient

as it does not necessarily allow enough space for the AC terms. In order for the DC and AC

terms to not overlap, the beams must be sufficiently small. The full extent of autocorrelation

space is determined by the measurement geometry and is given by X = λz
p

where λ is the

wavelength of light, z is the propagation distance between the sample and the detector, and

p the pixel separation on the detector. The ratio between this maximum size and the actual

size of the beam is known as the oversampling ratio, and is denoted as σ = X/D. Typically,

σ = 2 is required for CDI [18, 159]. The DC peaks and the AC peaks, all of which have a

width of 2D, must fit within the autocorrelation space window without overlap. The optimal

way to do this requires that σ = 4, forcing the beam to be half of its otherwise maximum

size.

One further consideration is that as the separation between the beams is increased,

the resulting interference fringes will increase in spatial frequency. Eventually this frequency

will become higher than the spatial frequency of the detector’s pixels. When this occurs, the

interference fringes will alias. Initially, this will cause the AC peaks to overlap with the DC

peak, preventing autocorrelation filtering. However, if the separation is further increased,

the interference frequency will alias back to an acceptable frequency, thus permitting auto-

correlation filtering once again. The effects of aliasing on autocorrelation filtering (and on

other techniques) are shown in figure 4.3.

The condition on the beam separation must include this aliasing effect. Therefore, it

is best expressed as

2 ≤ mod

(
∆x

D
, σ

)
≤ σ − 2 (4.9)

where mod is the modulus operator.
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Figure 4.3: Effects of Aliasing on Autocorrelation Filtering. The difference between the
intensity with interference and the intensity without interference is plotted as a function of
beam separation. The areas in green correspond to beam separations for which autocor-
relation filtering can occur. The areas in gray correspond to areas where autocorrelation
filtering cannot occur because the AC and DC peaks overlap. There are multiple peaks to
this function due to the aliasing of the interference terms. This allows for multiple regions
where autocorrelation filtering can occur. There are also locations where the error drops to
zero. In these locations, the interference frequency of the separated beams exactly matches
the measurement frequency of the detector and thus is measured as a uniform background.
In these locations, alias cloaking is permitted.
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4.2.2 Experimental Demonstration

In this section, the feasibility of autocorrelation filtering is demonstrated experimen-

tally. The setup shown in figure 4.1 is used with a three pinhole array. These three pinholes

are in the form of a right triangle, with each pinhole at one vertex. This setup is displayed

in figure 4.4. The pinhole mask was crafted from anodized aluminum foil [Thorlabs, BKF12]

in which three holes were punched using a pushpin [Staples, 32014]. The diameter of the

pinhole ranges from 90-175 µm. The separations of the holes are roughly 0.75 mm. These

are imaged onto the sample with a magnification of 1. The Fourier transform lens has a 2 cm

focal length. With these system parameters, the oversampling of each beam is between 10

and 15, with ∆x
D

falling between 7.8 and 11.8. These parameters satisfy equation 4.9 without

any aliasing on the detector.

121 diffraction patterns were recorded by moving the sample along an 11×11 rectilinear

grid with 20% random offsets. The random offsets are introduced to avoid periodic artifacts

in ptychography [51]. Each frame was a combination of exposures ranging from 0.05 ms

to 750 ms, which were then combined together [188] to extend the dynamic range of the

recorded diffraction pattern. The process of autocorrelation filtering for the experimental

data is shown in figure 4.5. Because there are three beams in an ‘L’ formation, there should

be six AC peaks. In reality, there are more than this, due to back-reflections of the diffracted

light. These additional AC peaks do not influence the reconstructions because they are also

filtered out of the data during this process.

The reconstructed objects and probes are shown in figure 4.6. The probes and objects

are displayed in complex amplitude with amplitude mapped as brightness and phase as hue.

The three reconstructed regions correspond to three different areas of the USAF test pattern.

A further test of the autocorrelation filtering method was performed. This test took

advantage of the aliasing of the interference to use a larger beam separation. The setup

for this experiment is shown in figure 4.7. A new pinhole was machined with 0.4 mm
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Figure 4.4: Experimental Setup for Autocorrelation Filtering. This figure shows the experi-
mental geometry used to test the feasibility of the autocorrelation filtering technique. Three
pinholes were punched in an ‘L’ shaped array that was imaged onto the sample. The sample
is a US Air Force resolution test pattern. A ptychography data set was measured for this
configuration and then processed to remove the interference between the three beams so that
existing multiple mode ptychography algorithms could be used.
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Figure 4.5: Autocorrelation Filtering of Experimental Data. The raw diffraction pattern data
is shown in the top left. In the inset, the high frequency interference fringes can be observed.
These are caused by the interference between the separate beams. A Fourier transform is
performed, yielding the autocorrelation of the exit surface wave (bottom left). Only the
central (DC) peak is kept (bottom right), the rest is filtered to suppress the inter-beam
interference. An inverse Fourier transform is performed, which yields the original diffraction
pattern with only the high frequency interference removed. This diffraction pattern can then
be used for multiple mode ptychography.
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Figure 4.6: Reconstruction from Autocorrelation Filtered Ptychography. The reconstructed
probes and corresponding objects are shown, displaying that the autocorrelation filtering
technique allows for multiple field-of-view imaging. The three regions that were imaged
correspond to the three regions indicated in the schematic on the right hand side. The scale
bar is common to all of the reconstructions and is 200 µm wide. The brightness is amplitude;
the hue is phase.
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diameter holes separated by 3.7 mm. This gives a value of σ = 6.3. These parameters satisfy

equation 4.9 placing this configuration in the second allowed region of figure 4.3. In this

setup, the pinhole mask was not imaged onto the sample, but rather was placed close to the

sample so that minimal diffraction could occur. The sample used was a slice through a stem

of nymphaea of aqustio, preserved in cedar wood oil [AmScope PS25].

A 64 position ptychography scan was recorded with 20% random offsets. The data

were processed as before to extend the dynamic range and to filter the autocorrelation. The

reconstructed probes and sample are shown in figure 4.8.

4.3 Alias Cloaking

4.3.1 Theory

In figure 4.3, the effects of aliasing on the interference fringe frequency were discussed.

In addition to the shifting of the frequency of the fringes, the aliasing also causes a decrease

in the amplitude of the fringes. To capture this effect, figure 4.3 shows a normalized error

for each beam separation. This error is the difference between the diffraction pattern that

includes the interference between the two beams and the the diffraction pattern that does

not include this interference. This can be written

Erms(∆L) =

√
1

M

∑
m

[SI(∆L)− SN(∆L)]2 (4.10)

where Erms is the root mean squared error, M is the number of elements in the signal, SI is

the signal with the interference fringes, SN is the signal without this interference, and ∆L

is a dimensionless parameter related to the beam separation: ∆L = ∆x/D.

As the beam separation is increased, the error generally decreases. This is due to

the suppression of the inter-beam interference fringes through aliasing. When the beam

separation increases, eventually the period of the interference fringes falls below the extent

of a single pixel. Within this single pixel, only the average value of that fringe is measured.

If the beam separation is taken towards an infinite extent, then the averaging will be perfect
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Figure 4.7: Setup for Aliased Autocorrelation Filtering Experiment. In order to test the
aliased autocorrelation filtering technique, the pinholes are spaced far enough apart that
the interference fringes produced from the separation alias on the detector. This separation
is engineered so that the aliased frequency will permit autocorrelation filtering. These two
beams are incident on a water lily stem and ptychography data are collected.
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Figure 4.8: Reconstructions from Aliased Autocorrelation Filtering. The efficacy of the
aliased autocorrelation filtering technique is demonstrated by reconstructing the field-of-view
from each beam. Shown here are the reconstructed images of the water lily sample for the
two regions illuminated in the aliased autocorrelation filtering experiment. The brightness
is amplitude, the hue is phase. The scale bar for the probes is 200 µm.
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and the fringes will add a constant value to every pixel. This is evident in the general

decreasing trend of the error for larger ∆L; as the interference between the two beams is

averaged away, the diffraction pattern approaches the case where the beams do not interfere.

If the pixel size is equal to an integer number of fringe periods, then there is no

difference in the averaging of the fringes from one pixel to the next, thus the interference

fringe appears as a uniform background. These beam separations are where the error drops to

zero in figure 4.3. At these points, the aliasing naturally cloaks the inter-beam interference.

The resulting diffraction pattern is the incoherent sum of the contributions from each beam,

and can thus be reconstructed with multiple mode ptychography algorithms. These points

occur when the beam separation is equal to a critical beam separation of

∆xc =
Nλz

p
(4.11)

where N is an integer.

Interference fringes at integer multiples of the sampling frequency are completely

cloaked through aliasing. Fringes of a frequency close to this condition are not completely

suppressed. These fringes are partially suppressed, however. This partial suppression is

increased the more aliasing occurs. This is evident in the curve in figure 4.3 near the zeros.

This gives the technique of alias cloaking improved resistance to misalignment as the beam

separation is increased. Furthermore, as the beam separation is extended to extremely large

values, the interference fringes are not detectable for any separation; thus any sufficiently

large separation allows for alias cloaking.

Because the interference fringes are naturally suppressed, they do not require any space

in the autocorrelation. Thus, the earlier restriction on the oversampling for autocorrelation

filtering (that σ ≥ 4) is lifted, and only the traditional oversampling requirements of CDI

apply. This allows for the beam used in alias cloaking to be as large as is allowed by CDI

techniques.
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4.3.2 Experimental Demonstration

The feasibility for alias cloaking in multiple beam ptychography is tested experimen-

tally. The setup for this experiment uses the laser system from figure 4.1 with the microscope

setup shown in figure 4.9. The pinhole array for this experiment was designed with three

holes in a linear pattern. These holes have a diameter of 1.26 mm and a separation of ∆x =2.5

mm. This makes the oversampling σ ≈ 2 and satisfies equation 4.11 with N = 1. Note that

due to the relatively large peripheral error at this beam separation, this experimental setup

depicts the least ideal scenario for alias cloaking.

The sample used in this experiment was a thin transverse slice of a rabbit testicle

preserved in cedar wood oil [AmScope PS25]. An optical microscope image of this sample is

shown in figure 4.10. On this sample, a 784 position ptychography scan was recorded with a

step size of D/12 (105 µm) and a 20% random offset; this scan is shown in figure 4.11. This

scan is a relatively large scan chosen so that the three fields of view overlap to image the

entire sample. Since the diffraction limited resolution of each reconstruction is independent

of the other beams, the high resolution of each image is maintained. This ultimately yields

a high resolution, large field of view image.

The reconstructed images are shown in figure 4.12. In this figure, the three fields

of view are stitched together to create one large image. In the original reconstructions, a

quadratic phase was present across the image. This indicates slight curvature of the sample.

This curvature was verified using measurements from a Zygo GPI XP laser interferometer.

The interferometric phase data are shown in figure 4.13 along with a cubic fit to these data.

The cubic fit shows that there is a quadratic phase. For display purposes, this quadratic

phase has been removed from the image in figure 4.12.

Once this quadratic phase had been removed, the three different fields of view were

stitched together. Because there were only three images, they could be registered manually.

Once aligned the overlapped regions were averaged using a cosine smoothing, so that the
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Figure 4.9: Experimental Setup for Alias Cloaking. The pinhole array is designed so that the
maximum beam size allowed by CDI is achieved and so that the beam separation satisfies
the conditions for alias cloaking. The beams are incident on a rabbit cell sample, and the
diffraction pattern is measured. This diffraction pattern does not contain the interference
fringes that arise from the inter-beam interference as those are suppressed through alias
cloaking. This allows for the multiple mode ptychography algorithms to be used without
any filtering.
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Figure 4.10: Optical Microscope Image of Rabbit Cells. Complementary image of the rabbit
cells taken with a traditional optical microscope. The features observed in this image are
likewise present in the CDI reconstructions.
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Figure 4.11: Rectilinear Ptychography Scan. The scan positions used in the ptychography
scan of the rabbit cells are displayed as black dots. The overlapping red circles show the
idealized extent of the probe at each of these positions. There is a 20% random offset from
a perfect rectilinear grid in order to prevent artifacts.
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Figure 4.12: Alias Cloaking Ptychography Reconstruction. Using the alias cloaking tech-
nique, an extremely large field-of-view image can be measured in a single scan. This is the
phase image of the rabbit cell sample. Three fields of view were stitched together to form
this image. The individual images are the reconstructions from multiple beam ptychography
with alias cloaking. The scale bar is 1 mm. Inset: a zoomed in region of the sample showing
the fine features that are resolved. Scale bar 200 µm.
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Figure 4.13: Laser Interferometry Data on Rabbit Cells. Phase data measured with a
laser interferometer are shown along with a two-dimensional cubic fit to these data. This
demonstrates that there is a quadratic phase present in the rabbit cell sample, which is
consistent with the quadratic phase measured in the ptychography reconstructions.
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overlap region further into each individual image was weighted more heavily than the overlap

region closer to the periphery. This was done because the ptychography scan has more overlap

in the interior of the scan and thus higher image quality.

4.4 Effect on Image Fidelity

In order to measure the effect these filtering techniques have on the reconstruction

quality, an equivalent field of view is obtained using a multiple beam geometry and a single

beam geometry. These reconstructions are shown in figure 4.15. By eye, the images look

identical with the exception of the periodic modulation on the multiple beam reconstruction.

Incidentally, that modulation is due to an anomalous back reflection on the detector and

thus is not an effect of the multiple beam techniques.

To compare the two reconstructions, the phase retrieval transfer function [32, 245, 257]

is used. This function is defined as

PRTF(fr) =

〈〈∑
n

∣∣〈ψrecn (xj)〉i
∣∣〉
j〈√

Imeas(xj)
〉
j

〉
ϕ

(4.12)

where ψrecn (xj) is the jth reconstructed diffraction pattern generated by the nth probe,

Imeas(xj) is the intensity measurement of the jth scan position, 〈〉m corresponds to an average

over the parameter m, i iterates over the different beams, j is the scan position, ϕ is the

azimuthal angle of the diffraction pattern. For this calculation, the phase retrieval transfer

function calculation used 100 independent ptychography reconstructions consisting of 500

iterations apiece. The phase retrieval transfer function for the multiple beam reconstructions

and for the single beam reconstructions are shown in figure 4.14. Typically, the resolution is

calculated by the spatial frequency at which the phase retrieval transfer function falls below

0.5 [195]. For these reconstructions, the threshold occurs at similar spatial frequencies, which

indicates that there is not an appreciable difference in the achieved resolution. The estimated

spatial resolution from the phase retrieval transfer function is 2.85 µm for the multiple beam
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reconstruction, and is 2.70 µm for the single beam reconstruction. The theoretical, Abbe

diffraction limited resolution is 2.48 µm [242].

The different modalities are compared again using a calculation of the power spectral

density. The power spectral density is a measure of the average power as a function of spatial

frequency. This was calculated for identical fields of view for a single beam reconstruction

and for a multiple beam reconstruction. The reconstructions used for this comparison are

shown in figure 4.15, along with a plot of the power spectral densities. The two spectra are

nearly identical; the average ratio between them is 0.98.

It is expected that due to the finite dynamic range of the detector, at some point an

upper limit to the number of beams will be reached for multiple beam ptychography as is

the case for multiplexed holography [55]. An experiment with four beams was performed

using the alias cloaking method. The reconstructions from this experiment are shown in

figure 4.16. The exact constraints on the upper limit are still unknown, but instead provide

a fruitful avenue for further investigation.

Ptychographic imaging systems are inherently limited in their throughput because

ptychography is a scanning technique. With these techniques to increase the throughput

of ptychography without compromising resolution and image fidelity, the applicability of

ptychography is improved.
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Figure 4.14: Comparison of Resolution in Multiple Beam Ptychography. The phase retrieval
transfer function is plotted as a function of spatial frequency. A value of 0.5 is typically used
as the cutoff for the resolution. For multiple beam ptychography, this threshold is met at
a slightly higher spatial frequency than for single beam ptychography indicating a roughly
equivalent resolution.
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Figure 4.15: Comparison of Power Spectral Density in Multiple Beam Ptychography. (a) The
power spectral density for a multiple beam reconstruction and a single beam reconstruction.
(b) The ratio of the two power spectral densities. (c-d) The equivalent reconstructions used
in this comparison. The similarity of the power spectral density demonstrates that the use
of multiple beams does not degrade image quality.
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Figure 4.16: Four Beam Ptychography Reconstruction. Using a pinhole array that has four
holes in a square formation, a multiple beam ptychography scan was recorded using alias
cloaking. These are the four reconstructed fields of view. The sample in this experiment was
the same rabbit sample as in figure 4.12. This reconstruction demonstrates that the upper
limit to the number of beams permissible in multiple beam ptychography is at least 4. The
scale bar is 200 µm.



Chapter 5

High Harmonic Generation

5.1 Introduction

In this chapter, we review the development of high harmonic generation (HHG) and

some of the considerations for an HHG source. A more detailed can be found in [108].

The process of high harmonic generation [65, 118, 130, 138, 156] is a highly nonlinear

process in which a high intensity, ultrashort laser pulse interacts with a material, usually a

gas, and the emitted light has a much higher energy than the input light. The polarization

and coherence of the light are preserved, and the duration of its pulses reduced [131]. In

this chapter, the history of the development of high harmonic generation is discussed, along

with a more detailed examination of one model for the high harmonic process, the three step

model [44], then the concept of phase matching in a hollow-core fiber [198] is discussed.

5.2 Development of High Harmonic Generation

High harmonic generation was first experimentally demonstrated using early picosecond

and femtosecond lasers [65, 156]. The field of high harmonic generation was greatly impacted

by developments in the driving laser technology. One such development is the Ti:Sapphire

laser system originally developed by Moulton [167]. Due to the broad bandwidth of the

Ti:Sapphire crystal, extremely short pulses of duration well below 30 fs can be generated

from these oscillators [221, 261]. Pulses of such short duration are one ingredient to creating

extremely bright, broadband, infrared sources. Another ingredient is the development of
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chirped pulse amplification [145, 178, 225], wherein the pulse is stretched in time, amplified

through stimulated emission, and then recompressed. These high power, broad-bandwidth

infrared sources are important for developing bright high harmonic sources. One example of

such a bright source is a multi-pass Ti:Sapphire ring amplifier [10, 11].

High harmonic generation has been achieved in many modalities other than the gas

jet modality used in early works. Harmonics can now be generated from solids [79, 170],

plasmas [231] and gas filled waveguides [52, 198]. Further development of high harmonic

generation has allowed for the creation of light in the water window [29, 36, 222], for the

generation of hard x-ray (>1 keV) light [181, 209], for the creation of isolated attosecond

bursts [37, 38, 180, 202], for circular and elliptically polarized harmonic light [56, 59, 63, 66,

112], and for harmonic light with orbital angular momentum [70, 187].

5.3 Three Step Model

The three step model [44] is a simplified description of the high harmonic process

that ignores many of the quantum mechanical considerations involved in a more detailed

explanation [129]. However, this understanding is intuitive and the phenomenology derived

from it is sufficiently accurate for many applications.

The three step model looks at the interaction of the ultrashort light pulse with a single

atom. The three steps in question are: partial ionization of the atom, the acceleration of the

electron in the electromagnetic field, and the recombination of the electron and ion, resulting

in the emission of a high energy photon.

The energy of this emitted photon is determined by the ionization energy of the atom

involved in the process and the amount of kinetic energy the electron absorbs when in the

electric field. The equation of motion for the electron in the electric field is given by

meẍ+ eE0 cos(ωt) = 0 (5.1)

where me is the electron mass, x is the electron position, e is the electron charge, E0 is



65

the magnitude of the electric field, ω is the frequency of the electric field, and t is the time

coordinate. Integrating this equation yields the electron trajectory

x =
eEo
meω2

[(cos(ωt)− cos(ωti)) + (ωt− ωti) sin(ωti)] (5.2)

where ti is the initial time: the time of ionization. One can define a new time coordinate

τ = t− ti, the time since ionization, thus the equation of motion becomes

x =
eEo
meω2

[(cos(ωτ + ωti)− cos(ωti)) + (ωτ) sin(ωti)] (5.3)

Depending on the specific position in the electric field where the atom is ionized, the initial

velocity of the electron will be different. Some example trajectories are shown in figure 5.1.

When the electron recombines with the ion, the excess energy is released as a photon. The

energy of that photon will be the ionization energy plus the kinetic energy of the electron.

The highest possible energy light that can be generated in this process can be computed

by calculating the highest kinetic energy that a recombining electron may have. This is

equivalent to maximizing the velocity of the electron under the condition that the electron

position is zero, i.e. the position of the parent ion.

ẋ =
−eEo
meω

[sin(ωτ + ωti)− sin(ωti)] (5.4)

x =
eEo
meω2

[(cos(ωτ + ωti)− cos(ωti)) + (ωτ) sin(ωti)] = 0 (5.5)

Many solutions to these equations are shown in figure 5.2, which shows the maximum kinetic

energy as a function of the initial phase of the electron. The peak value of this distribution

is 3.17 times the ponderomotive energy, given by

Up =
2e2

cε0me

I

4

λ2

4π2c2
(5.6)

where I is the peak intensity of the driving field.

The physical system used in this thesis consisted of a 2 W/m2 peak intensity Ti:Sapphire

laser with a central wavelength of roughly 800 nm. From this, the ponderomotive energy is
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Figure 5.1: Electron Trajectories During High Harmonic Generation. The green trajectories
lead the electron to recombine with the parent ion, the red do not. The energy of the emitted
photon is based on the kinetic energy of the recombining electron, and thus the slope of the
trajectory at its zero. By examining all of the possible trajectories, the maximum kinetic
energy at recombination can be elucidated.
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Figure 5.2: Spectrum of HHG Cutoff Energies. These are the kinetic energies that the
electron will have during recombination should the electron leave the parent atom with the
given phase. The peak of this spectrum has a kinetic energy of 3.17 times the ponderomotive
energy, giving an upper limit on the energy of the high harmonic photon.
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calculated to be 11.8 eV. Thus, for harmonics generated in argon, which has an ionization

potential of 15.76 eV, the cutoff energy is 53 eV. The work done with argon harmonics in

this thesis was done at approximately 43 eV.

5.4 Phase Matching

The section above details a single atom description of the HHG process. In order to

generate a usable extreme ultraviolet (EUV) beam, it is helpful for the light emitted from

multiple atoms to be in phase [16, 57, 175, 198]. If the light is out of phase between atoms,

then there will be destructive interference, greatly reducing the overall intensity of the EUV

beam.

In order to guarantee that the phases are matched, it is useful to look at the k vectors

for the driving infrared light and for the generated EUV light. If the two k vectors are equal

in the direction of propagation, then all of the generated EUV light will be in phase.

The expression for the k vector of the infrared light contains five terms. These terms

are for the effects of the vacuum, the neutral gas, the nonlinear index of refraction of the

neutral gas, the plasma, and the waveguide. With all of these terms, the k vector can be

written

k =
2π

λ
+

2πP (1− η)δ(λ)

λ
+ (1− η)n2I − PηNatmreλ−

u2
11λ

4πa2
(5.7)

where P is the pressure of the gas in the capillary, η is the ionization fraction, δ is the

difference from unity of the index of refraction per unit pressure, n2 is the nonlinear index of

refraction, Natm is the number density of electrons at a pressure of 1 atm, re is the classical

electron radius, u11 is a geometric constant from the waveguide coupling [149], and a is the

radius of the waveguide [198]. This expression is valid for both the driving light and the

resulting EUV light, with the caveat that some terms are negligible for the EUV light.

In order to have phase matching throughout the entire waveguide, the k vector of the

infrared light and the extreme ultraviolet light must be equal. Further, the nonlinear term is
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taken to be sufficiently small as to be neglected. The phase matching condition thus becomes

∆k ≈ q

(
u2

11λ

4πa2
+

2πP (1− η)

λ

[
δ

(
λ

q

)
− δ(λ)

]
+ PηNatmreλ

)
(5.8)

where q is the harmonic order in question (Due to the symmetries in the system, only odd

values of q are allowed [5]). In order for the phase matching condition to be met (i.e.

∆k = 0), the pressure may be adjusted. This phase matching pressure is calculated by

solving equation 5.8 at the phase matching condition, yielding

P =
u2

11λ
2

4πa2
(

2π(1− η)
[
δ(λ)− δ

(
λ
q

)]
− ηNatmreλ2

) (5.9)

The nature of this fraction allows for values of the ionization for which the denominator

goes to or below zero. In these situations, the pressure required for phase matching diverges,

and thus phase matching cannot occur. The ionization at which phase matching first becomes

impossible is the critical ionization. This can be calculated by setting the denominator of

equation 5.9 to zero. Thus, the critical ionization is

ηc =
2π
[
δ(λ)− δ

(
λ
q

)]
Natmreλ2

(5.10)

where ηc is the critical ionization fraction.



Chapter 6

Scatterometry and Imaging of Colloidal Crystals

6.1 Introduction

A colloidal crystal is an arrangement of nano-scale particles that self-assembled into

a structure with long range order [54, 76]. An example of this is naturally occurring opals,

which are composed of a periodic arrangement of silica spheres [106, 201]. It is possible to

use a colloidal crystal as a template for a porous material by infiltrating the gaps in the

crystal structure with a different material, then removing the colloidal crystal [223, 240].

Three-dimensional colloidal crystals and materials that use them as templates have

diverse thermal, electronic, and magnetic properties [199], and thus show promise for appli-

cations in thermoelectronics, nano-electronics, photovoltaics, and nano-enhanced therapies

[15, 22, 85, 86, 117, 134]. The materials engineered using colloidal crystals have the promise

to go beyond the material properties of natural materials by changing the alloy or multi-layer

composition. The design of these materials relies heavily on the ability to characterize these

emergent properties. One important tool for studying the local structure of colloidal crystals

is coherent x-ray scattering and imaging [162].

The angular cross-correlation function [6, 122] has been used at synchrotron facilities

to retrieve structural information from coherent x-ray scattering patterns of glassy poly-

methylmethacrylate spheres, revealing information on local symmetries [127, 250, 251]. The

combination of this angular cross-correlation function with small angle scattering was used

to investigate orientation heterogeneities in films of silica spheres of various sizes [206]. On
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the other hand, these techniques have been applied to electron diffraction [124] to probe

the order of ligands in a two-dimensional supracrystal of dodecanethiol-capped gold nano-

particles [147]. This analysis was also used with transmission electron microscope diffraction

to study the helical-to-skyrmion magnetic phase transition in Cu2OSeO3 [184].

Previous work with extreme ultraviolet (EUV) light has imaged sparse 2 µm silica

spheres [53] and achieved a spatial resolution between 250 nm and 440 nm. In this chap-

ter, experiments using a high harmonic source to study the structure of colloidal crystals

at sub-100 nm length scales are presented. First the tabletop apparatus to create and

measure diffraction with 13 nm light is described, followed by a description of the angular

cross-correlation function and the diffraction analysis using it. Finally, full-field quantita-

tive coherent diffractive imaging is presented with better than 20 nm resolution. We have

published these results in [146].

6.2 Experimental Setup

The experimental apparatus is shown in figure 6.1. The harmonic source is driven by

a 20 fs, 2 mJ, 3 kHz Ti:Sapphire laser centered at 785 nm [KMLabs Dragon]. This light was

focused into a 150 µm diameter, hollow waveguide filled with 575 torr of helium, generating

extreme ultraviolet light at 13.5 nm [KMLabs XUUS4]. The residual driving infrared light

was separated from the 13 nm light using a pair of ZrO2 coated Si mirrors near Brewster’s

angle, and a 400 nm Zr foil filter. Multiple harmonics are generated in the high harmonic

generation process; a single harmonic was selected by a pair of Si/Mo multi-layer mirrors.

The first mirror is flat and the second has a 100 mm radius-of curvature to focus the 13.5

nm harmonic onto the sample. There is slight astigmatism on the beam due to the non-zero

angle of incidence. To account for this, the sample was placed between the horizontal and

vertical foci, yielding a beam of approximately 5 µm in diameter.

The sample for this experiment is a colloidal crystal made by dropcasting monodis-

persed silica nano-spheres onto a 30 nm thick silicon nitride membrane. A scanning electron
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Figure 6.1: Schematic for Colloidal Crystal Characterization. Coherent extreme ultraviolet
light is created through high harmonic generation in a waveguide. The driving infrared
light is filtered using a pair of ZrO2 coated Si mirrors and a thin Zr filter. The beam is
focused onto the colloidal crystal using a pair of multi-layer mirrors and the scattered light
is recorded on a CCD camera.
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microscope (SEM) image of these spheres is shown in figure 6.2. In this image, the diameter

of the spheres can be seen to be 123±3 nm. Further, the dispersion of the spheres can be seen.

The left section of the sample has very dispersed spheres, the center has a densely packed

monolayer of spheres, and the right side has a tightly packed three-dimensional multi-layer

of spheres.

The 13.5 nm light interacts with the colloidal crystal sample and diffracts. This

diffracted light propagates 18.3 mm and is incident on a charge-coupled device (CCD) cam-

era [Andor iKon] with 2048x2048 pixels that are 13.5 µm × 13.5 µm in size. As the colloidal

crystal sample is moved relative to the beam, different diffraction patterns are measured

depending on the local structure of the sample. This is shown schematically in figure 6.3.

Diffraction patterns were collected from the left and right regions in figure 6.2. The

patterns were collected in a series of twenty frames with no binning on the camera at a

readout rate of 1 MHz. The exposure times were 12 sec for the right region, and 3.5 sec

for the left region. The total fluence of extreme ultraviolet light incident on the sample is

less than 4 µJ/cm2, and is thus classified as a non-destructive measurement of the colloidal

crystal. The diffraction patterns measured in this way are shown in figure 6.4.

By casual observation of the diffraction patterns in figure 6.4, one can see that the

diffraction from the ordered region has a strong six-fold symmetry, while that from the

sparse region does not.

The diffraction pattern of the multi-layer region contains multiple Bragg peaks due

to the long-range order in the colloidal crystal. These colloidal self-assemblies typically

organize into hexagonal close-packed or face-centered cubic structures [217]. Larger systems

containing more than two layers tend to form a combination of these two types, forming

a random close-packed structure due to the low difference in free energy between the two

configurations [157]. In order to verify that the diffraction is from the trilayered region of the

sample, a comparison was made between the diffraction and the SEM image. A sub-region

of the SEM image (shown in figure 6.4) was selected to have the characteristic multi-layer
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Figure 6.2: Scanning Electron Microscope Image of Colloidal Crystal. The image shows
three distinct regions: left: sparsely packed monolayer of silica spheres; center: tightly
packed monolayer of spheres; right: dense, three-dimensional stacking of spheres.
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Figure 6.3: Schematic of Small Angle EUV Scattering Experiment. As the extreme ultra-
violet light is incident on different parts of the sample, the local structure of the colloidal
crystal will cause the diffraction pattern to form differently. A well ordered structure (left)
will cause distinct Bragg peaks to form, while a less orderly structure (right) will form a
Debye-Scherrer ring instead.
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Figure 6.4: Diffraction Pattern Analysis of Colloidal Crystals. (a) Diffraction pattern from
multi-layer region of colloidal crystal. (b) SEM image of this multi-layer region. (c) Fourier
transform of (b). The six-fold symmetry present in the diffraction pattern is likewise present
in this image. (d) Diffraction pattern measured from sparse region of colloidal crystal. (e)
SEM image of this sparse region. Subset: Fourier transform of the SEM image of the sparse
region. (f) Comparison of the angular cross-correlation of the EUV diffraction and the
Fourier transform of the SEM image for the sparse region. Both of these measurements
show the same four-fold symmetry, indicating order in the structure of the silica spheres.
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stacking and to have an area equal to that of the EUV beam (5 µm diameter). A Fourier

transform was performed on this sub-region, yielding the simulated diffraction pattern shown

in figure 6.4 [125]. In this simulated diffraction pattern, the same six-fold symmetry in the

Bragg peaks is easily observed.

The diffraction from the sparse region shows instead a Debye-Scherrer ring, which is

typical of a more disordered crystal. The radial intensity distribution is

I(q) =
1

2π

∫
I(q, ϕ)dϕ (6.1)

where I is the intensity, q is the radial coordinate of the detector, and ϕ is the angular

coordinate of the detector (as shown in figure 6.4). The resulting distribution is shown as

the overlay in figure 6.4. By locating the peak of this distribution, the inter-sphere spacing

is measured to be d1 = 149± 2 nm. This value is larger than that measured from the SEM

image (123±3 nm), indicating that the spheres are not as tightly packed as possible, instead

there is space between the spheres.

This diffraction pattern was compared to the SEM image in the same fashion as the

other diffraction pattern. A sparse region of the SEM image was selected and the Fourier

transform of that region was calculated (Figure 6.4). This simulated diffraction pattern also

shows Debye-Scherrer rings of the same radii. Thus the diffraction pattern is indeed from a

sparse region characterized by disorder.

6.3 Angular Cross-Correlation

The diffraction pattern contains information that is associated with the local arrange-

ment and symmetry of the assembly’s structure. Thus, we can use the diffraction pattern

to characterize the order of the sample, even in this predominantly disordered region. In

order to quantify the order in this diffraction pattern, the angular cross-correlation function

[6, 122, 123] is used. A schematic defining the coordinates used for the angular cross-

correlation is shown in figure 6.4. At a given scattering radius q1, the intensity at one angle
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ϕ is compared to the intensity at a different angle ϕ+ ∆. This is done for every angle ϕ and

for every angular separation ∆. Taking an average over the initial angle ϕ yields an expres-

sion that is a function of the angular separation ∆. This is the angular cross-correlation and

it can be expressed in a normalized form as

Cnorm(∆) =
〈I(q1, ϕ)I(q1, ϕ+ ∆)〉ϕ − 〈I(q1, ϕ)〉2ϕ

〈I(q1, ϕ)〉2ϕ
(6.2)

where 〈·〉ϕ denotes an average over ϕ. This function can more readily be computed using

Fourier transforms over the angular dimension [124, 147] so that the non-normalized form is

C(∆) = 〈I(q1, ϕ)I(q1, ϕ+ ∆)〉ϕ = R
(
F−1
ϕ

(
|Fϕ (I(q1, ϕ))|2

))
(6.3)

The angular cross-correlation is calculated for the EUV diffraction from the sparse

region of the sample. This is shown in figure 6.4 along with the angular cross-correlation

of the Fourier transform of the SEM image of a similar sparse region. Both of these cross-

correlation functions show a four fold symmetry. This reveals that while the colloidal crystal

is disordered, there is still some intrinsic ordering to the structure, in this case, a four-fold

symmetry instead of a six-fold symmetry.

The order of the colloidal crystal is further studied by computing the angular cross-

correlation at different length scales. This gives insight into the change in the structure from

its local packing to its long range order. Figure 6.5 shows a diffraction pattern from the

center monolayer region of the sample. This region is characterized by close-packed spheres

in various different grains on the order of 1 µm. In order to measure structure at these length

scales, the extreme ultraviolet beam size was increased to 15 µm and the sample was placed

15.1 mm from the detector. The diffraction pattern was acquired from 30 frames with a 9

sec exposure time with no binning and a 1 MHz readout rate.

The diffraction pattern is compared to the SEM image of the sample in this region

using the same procedure as above. In this case, the Debye-Scherrer ring is observed at the

same scattering angle.
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The angular cross-correlation function is computed at two different scattering angles.

The first is at the Debye-Scherrer ring, where the four fold symmetry was observed. The

second is at very small scattering angle, close to the undiffracted light. These two scattering

angles correspond to the inter-sphere spacing of 125±2 nm and a spacing of approximately

1 µm, which corresponds to the grain size in this region. The angular cross-correlation

function for the Debye-Scherrer ring (scattering angle q1) is shown in red in figure 6.5. There

is a clear six-fold symmetry which corresponds to the close packing of the silica spheres.

This is the same symmetry observed in the dense, multi-layer region of the colloidal crystal.

Furthermore, the Fourier transform of the SEM image shows this same six-fold symmetry

at this scattering angle. At the second scattering angle, q2, which corresponds to 1 µm

length scales, a four-fold symmetry is observed in the angular cross-correlation function.

This means that the grains are rectangularly arranged while the spheres within them are

hexagonally arranged. This four-fold symmetry is tested against a diffraction pattern of the

direct beam without sample interaction (Figure 6.6). The angular cross-correlation of the

direct beam does not show this four-fold symmetry, confirming that the symmetry arises

from the sample and not from the extreme ultraviolet beam.

6.4 Coherent Diffractive Imaging

In order to directly probe the structure of the colloidal crystal, coherent diffractive

imaging is employed. A ptychography dataset is recorded in a rectilinear pattern with 30%

random offsets to prevent periodic artifacts [208, 233]. 81 scan positions were collected with

1.2 µm spacing between them. At each position, two frames were averaged with a 4 sec

exposure time for each with no binning on the camera and a 1 MHz readout rate. The EUV

beam was measured with a knife-edge test to be 5 µm in diameter. The sample was placed

18.3 mm from the sensor.

The sample is reconstructed using the ePIE algorithm [143] with modulus enforced

probe [74] for a total of 3350 iterations with 750 iterations of a position correction algorithm
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Figure 6.5: Angular Cross-Correlation at Multiple Length Scales. (a) Extreme ultravio-
let diffraction pattern from the monolayer region of the colloidal crystal. This region is
characterized by close-packed silica spheres in micron scale grains. (b) SEM image of corre-
sponding region of the colloidal crystal. Top insert: Fourier transform of this image showing
similarity to the diffraction pattern. Bottom insert: zoomed in region of the SEM image
highlighting the crystal grains and the four fold symmetry between the grains. (c) Angular
cross-correlation for the inter-sphere spacing (top) and for the inter-grain spacing (bottom).
The six fold symmetry present in both the diffraction pattern’s cross-correlation and the
SEM image’s cross-correlation indicate that the spheres are densely packed in a hexagonal
geometry. The four-fold symmetry in the inter-grain angular cross-correlation indicates that
the grains have a rectangular packing.
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Figure 6.6: Diffraction from Direct Extreme Ultraviolet Beam. The insert shows the diffrac-
tion resulting from the EUV beam impinging directly onto the sensor without interacting
with the sample. The main plot shows the radial intensity of the diffraction pattern com-
pared to a diffraction pattern with sample interaction. From this, it can be seen that there
are small angle features resulting from the interaction with the sample.



82

[259]. The probe relaxation factor was set to 3; the object relaxation factor to 1. The object

was re-initialized thrice: on the 50th, 350th, and 1350th iteration.

The ptychographic reconstructions are shown in figure 6.7. There are horizontal stria-

tions across the image, this is due to insufficient overlap in the vertical direction due to the

oblong nature of the probe (shown in figure 6.8). In the regions with sufficient overlap, the

images are in agreement with the SEM images (Figure 6.9). The sphere separation measured

in the reconstructions is 125 nm, in agreement with the SEM image and the cross-correlation

analysis. The numerical aperture of the diffraction patterns is 0.37, corresponding to an Abbe

limited resolution of 18.2 nm.

Comparing the center of one of the silica spheres and a region between spheres, a phase

difference of 0.16 rad is measured. This phase difference corresponds to propagation of 124

nm through silica. This further indicates that the sphere diameter is in agreement with

the other measurements. In order to properly consider only the phase accumulated through

propagation through the sphere, the effects of the silica to silicon nitride interface needed to

be accounted for. The Fresnel phase from each of these interfaces was calculated to be 5.6

µrad, which is negligible compared to the phase from propagation through the sphere [93].

The amplitude reconstruction in figure 6.7 is a quantitative measure of the spatially

varying transmissivity of the colloidal crystal. The measured ratio between a high and

low transmission region of the sample is 0.54, which is in agreement with the transmission

through 124 nm of silica [93]. The entire range of transmission values is from 0.2 to 0.6. This

range corresponds to transmission through 30 nm of silicon nitride followed by transmission

through 248 nm and 124 nm of silica, respectively. From this, it is concluded that in every

part of the image, the light has propagated through at least part of a silica sphere. This

demonstrates that this region is indeed a multi-layer.

In principle, it is possible to look at an image of the transmissivity of a close packed

colloidal crystal to extract three-dimensional structure. The transmission for three layers

of hexagonal close-packed and face-centered cubic packing are shown in figure 6.10. The
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Figure 6.7: Extreme Ultraviolet Images of Colloidal Crystal. (a) Amplitude reconstruction
of the colloidal crystal. (b) Phase reconstruction from the ptychographic imaging. The right
panels show zoomed in regions of the left panels. The six-fold symmetry of the close packed
silica spheres is readily apparent in the images. There are horizontal artifacts that are the
result of insufficient overlap in the vertical direction.
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Figure 6.8: Extreme Ultraviolet Probe Reconstruction. Top left: reconstructed probe at the
plane of the sample. Scale bar is 5 µm. Top right: reconstructed beam propagated to center
of horizontal and vertical foci. Center and bottom: transverse slices through propagated
beam showing the location and behavior of the beam near the focus. There is astigmatism
present in the beam due to the non-zero incident angle on the curved focusing mirror.
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Figure 6.9: Comparison of AFM, SEM and EUV Ptychography Images. The sphere size
and separation in the SEM and coherent diffractive imaging images are consistent. The
bottom row compares the phase reconstruction of the colloidal crystals with an atomic force
microscopy (AFM) image of the sample. The thickness of the spheres is in agreement as is
the separation and overall structure.
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two are immediately distinguishable in theory. In the case of the colloidal crystal sample,

a definitive packing cannot be assigned, likely due to the random assortment of hexagonal

close-packed and face-centered cubic packings across the sample.

This combination of small angle Bragg scattering and angular cross-correlation analysis

with tabletop extreme ultraviolet ptychography imaging enables new avenues for studying

materials on the nano-scale and at larger scales simultaneously.
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Figure 6.10: Comparison of HCP and FCC Lattice Projections. Projections for a hexagonal
close-packed (hcp) and face-centered cubic (fcc) stacking of spheres are displayed. Due to the
different alignments of the third layer, some regions of the sample will be highly transmissive
in the hcp arrangement, while every location in the fcc projection passes through some part
of the spheres. The reconstructed images of the colloidal crystal can be compared to these
projections to understand how the sample is ordered in its axial dimension.



Chapter 7

Time-Resolved Microscopy of Acoustic Dynamics

7.1 Introduction

As new innovation and discovery leads to the design of more exotic materials, the need

for techniques to investigate their properties increases. Specifically in the nano-scale regime

(<100 nm), the physical models that describe material properties such as heat, charge,

and spin transport break down [7, 97, 216, 243]. The lack of a fundamental understanding

of the underlying physics at this scale creates difficulties in the design of functional nano-

systems. To address this challenge, new techniques that can access high spatial and temporal

resolution are critically needed. This will enable a stronger understanding of fundamental

nano-scale behavior [113, 166, 260].

Time-resolved imaging on the ultrafast scale has been advancing dramatically. Ul-

trafast electron imaging now enables direct visualization of out-of-equilibrium intermediate

states in systems undergoing phase transitions and deformation on the femtosecond timescale

[17, 26]. Facility scale ultrafast x-ray free electron laser sources now employ coherent diffrac-

tive imaging techniques [162], which has enabled visualization of acoustic phonons in a single

nano-crystal [39, 40] and of dislocation dynamics in battery nano-particles [239].

High harmonic generation (HHG) sources provide ultrafast, extreme ultraviolet beams

that do not experience timing jitter between their driving light source to sub-femtosecond

precision. The exquisite temporal properties of HHG light has been used to study a myriad of

physical systems, shedding light on previously unknown dynamics [35, 97, 228, 230]. Most of



89

the methods that have employed HHG sources have done so in a spatially averaged manner,

probing either periodic nano-structures or uniform materials. This necessarily blinds the

technique to any spatially varying dynamics and prevents measurements on materials that

have spatially varying structure. This is especially important in materials where the structure

impacts the overall material properties, such as the case of metamaterials [260].

In this chapter, the development of a spatially and temporally resolved microscope

is presented. This microscope uses extreme ultraviolet light from an HHG source to stro-

boscopically image dynamics with sub-100 nm transverse resolution, sub-nanometer axial

precision, and ≈10 fs temporal resolution. This system is used to measure the dispersion

relation of surface acoustic waves in silicon and to directly image the propagation of acoustic

waves in an isolated nano-antenna. We reported on these experiments in [111].

7.2 Experimental Design

The microscope uses ptychography coherent diffractive imaging [141, 143, 233, 234]

in which the sample is scanned with a diffraction pattern collected at each scan position

and an image is reconstructed from this dataset. The extreme ultraviolet beam used for

this is generated from an infrared 23 fs, 1.5 mJ, 5 kHz Ti:Sapphire laser [KMLabs Griffin

and KMLabs Dragon] as shown in figure 7.1. The infrared light is focused into a glass

waveguide that is filled with 44.5 torr of argon. Most of the driving infrared light is then

separated from the extreme ultraviolet light through a pair of super-polished silicon mirrors

set near Brewster’s angle for infrared. The residual infrared light is blocked by a 100 nm

aluminum filter [NTT]. From there, the microscope itself is constructed (Figure 7.2). A

single wavelength (28.9 nm) of the extreme ultraviolet beam is selected using a pair of

narrow-bandwidth multi-layer mirrors at 45 degrees. This beam is focused onto the sample

using a 5 degree angle of incidence, off-axis ellipsoidal mirror, yielding a spot size of 7 µm

full width at half maximum. This beam is incident at 60 degrees from the normal of the

sample plane. The diffraction from the sample is collected on an in-vacuum charge-coupled
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device (CCD) sensor [PI-MTE] which is placed 36.5 mm from the sample plane. In this

configuration, the Abbe limited resolution is 38.1 nm.

In order to induce dynamics that are synchronized with the extreme ultraviolet light

source, the same infrared source that drives the HHG process is used to excite dynamics

in the sample. A beamsplitter is placed in the beam path prior to the HHG setup. The

additional beam, the pump beam, is routed through a delay stage [Aerotech] to control the

timing between the two arms. This infrared pump beam is focused onto the sample at near-

normal incidence, with a beam size of 650 µm full width at half maximum. The intensity of

the pump beam is 100 mW, yielding a total fluence of 8.4 mJ/cm2.

The stability of the extreme ultraviolet source was tested by reflecting the beam off

of a gold mirror and measuring the beam on the detector every 1.5 sec for one hour (see

figure 7.3). Over this time, the standard deviation of the beam’s centroid was 1.9% and

0.11% of the beam diameter in the vertical and horizontal directions, respectively. Since

each ptychography scan takes twenty minutes to acquire, this level of stability is deemed

sufficient.

The pump arm of the time resolved microscope was tested to ensure that the shape and

location of the pump beam did not appreciably change over the length of the delay stage.

The beam was recorded on a pixelated detector for a delay value at each end of the stage’s

range. Over this range, the beam size ranged from 449 by 316 µm to 451 by 310 µm, which

is a change by less than 2%. Over this range, the beam changed location by 27 µm in the

horizontal and 61 µm in the vertical. This drift is small enough that the probed region of

the sample is pumped regardless of where the delay stage is set.

The pump and probe beams were roughly aligned by spatially overlapping the two

infrared beams on a nonlinear beta barium borate (BBO) crystal. The two beams were

incident at different angles so that, when the two are overlapped temporally, a mixing second

harmonic signal can be observed spatially separated from the two beams. The delay stage

in the pump arm of the setup is translated until this mixing signal is maximized. This is the
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Figure 7.1: Pump-Probe Microscope Design. An ultrafast Ti:Sapphire laser is focused into
an argon-filled hollow capillary to generate extreme ultraviolet light. The driving infrared is
removed from this beam using a pair of silicon mirrors near Brewster’s angle and a pair of
thin Al filters. This light then enters the ptychography microscope. Meanwhile, some of the
driving infrared light is split from the initial beam, passes through a variable delay stage,
and is then focused onto the sample. Varying the delay in this line changes the pump-probe
timing, thus allowing time-resolved measurements.
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Figure 7.2: Schematic for Ultrafast Microscope. Dynamics are induced in the sample with an
ultrafast infrared pump beam. The dynamics are then probed with the extreme ultraviolet
beam. This beam is incident on two multi-layer mirrors and then focused onto the sample
via an off-axis ellipsoidal mirror. The diffraction is measured on a CCD detector. The timing
between the infrared and extreme ultraviolet beams is changed for the next measurement,
allowing for time resolved imaging.
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Figure 7.3: Stability of EUV Source. Left: stability of the EUV intensity plotted over the
course of an hour. Over this time there is a 5% drift in the average value, with a standard
deviation of 6.5% of the mean intensity. Right: centroid of the beam in the vertical (top) and
horizontal (bottom) direction. Over the course of the hour, the vertical centroid drifted by 13
µm and the horizontal by 1.1 µm, both corresponding to less than 2% of the beam diameter.
This level of stability is deemed sufficient for a ptychography data set to be recorded without
concern for drift in the illumination.
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delay that causes the two beams to be incident at the same time. This time is referred to as

‘time zero’. Less delay in the pump arm and the pump will arrive before the probe, allowing

ultrafast dynamics to be measured. More delay in the pump arm and the pump will arrive

after the probe, so no ultrafast dynamics are observed, as they have not yet occurred.

In order to prevent the infrared pump light from being measured by the detector, a

195 nm thick aluminum filter [Luxel] is placed directly in front of the camera sensor. The

efficacy of this filter in obscuring the pump light from the detector is measured as a function

of pump intensity. The results of this measurement are available in figure 7.4. The total light

on the detector is measured in the case of no pump light entering the experimental chamber.

The total intensity on the camera is calculated and used as the normalization factor for

the subsequent measurements. These subsequent measurements are taken at various pump

intensities up to 500 mW. Over this range, the increase in signal on the detector is less than

1% of the natural background of the detector. In the actual experiments, the pump intensity

is strictly less than 200 mW, where the infrared leak-through is negligible.

7.3 Time-Resolved Measurements of Periodic Gratings

Previous work has measured the acoustic dynamics of surface acoustic waves launched

in silicon [215]. In order to validate the time-resolved measurements made by this microscope,

a similar measurement is made. A 10 nm tall nickel grating with 500 nm thick lines with a

2 µm period are patterned onto a silicon substrate. This grating is presented in figure 7.5.

This diffraction grating, through its initial thermal expansion, launches longitudinal

and surface acoustic waves into the substrate. As these waves propagate, they distort the

surface under the grating, altering the diffraction pattern. Diffraction from this grating is

measured on the detector as the pump-probe delay is scanned from slightly before time zero

to 650 ps after in 5 ps steps. For each time delay, one diffraction pattern is recorded with the

pump light incident on the sample, and one is recorded without the pump light. For each

diffraction order, the diffraction efficiency at each time delay is calculated and compared to
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Figure 7.4: Effectiveness of Aluminum Filter on Stray Pump Light. The background signal
on the detector is measured as a function of pump intensity. All of the measurements are
normalized to the total intensity when the pump is set to 0 mW. The effect from the pump
light, even at 500 mW power, represents less than 1% of the background noise, and thus can
be safely ignored.
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Figure 7.5: Dispersion Relation of Silicon Surface Acoustic Waves. A) Transient diffraction
efficiency measured as a function of pump-probe delay for the first five diffracted orders. B)
Fourier transform of the traces in A. C) Scanning electron microscope image of the nickel
grating used for these measurements. D) Dispersion relation for the measured acoustic waves
from the diffraction patterns. The transient signal measured in each diffraction order is at a
higher frequency than the previous. This can be seen immediately in the Fourier transforms
in B. These increasing frequencies as a function of spatial frequency are shown in D, and
adhere to a linear dispersion relation. The velocity associated with this linear relation is
5230± 650 m/s, which agrees with the acoustic wave velocity in silicon.
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the corresponding pump-off value. The diffraction efficiency is given by

E =
AC −DC
AC +DC

(7.1)

where AC is the total intensity in the diffracted order, and DC is the total intensity in the

undiffracted order. This normalized diffraction efficiency is plotted as a function of delay

time in figure 7.5. The first diffracted order shows an initial increase in diffraction efficiency

followed by a high frequency oscillation that gives way to a lower frequency (with a period

of ≈400 ps). The higher diffracted orders show a similar functional form, but with a higher

frequency in that final oscillation. This frequency is apparent when a Fourier transform is

performed on the transient signal. From this Fourier transform, the temporal frequency of

the oscillation is calculated as a function of spatial frequency, which is shown as a dispersion

relation in figure 7.5. Over the range measured in this experiment, the dispersion relation is

linear, yielding a velocity of 5230± 650 m/s. This velocity is in agreement with the velocity

of a pseudo-surface acoustic wave [168] in silicon.

The dynamics present in the time-resolved measurements are verified to be ultrafast

dynamics instead of noise or irreversible dynamics. One transient measurement was recorded

by scanning the delay stage from negative time delays to positive time delays. A second

measurement was recorded scanning the delay stage in the opposite direction, positive to

negative. These traces are in figure 7.6, and they show the same dynamics as a function of

pump-probe delay. This indicates that the dynamics are indeed caused by the pump light.

The same grating is imaged using a ptychographic scan with 197 scan positions in a

Fermat spiral pattern [104] with 2 µm spacing between adjacent positions. Each of these

scans is reconstructed using 1000 iterations of the ePIE [143] algorithm with modulus en-

forced probe [74]. Following this, the representative probe from the ten reconstructions was

selected and 100 iterations of ePIE without any update to the probe or the positions were

run. This ensures that all of the images are naturally registered as the probe position is the

same for all of the scans. The reconstructions of the nickel grating for each of these time
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Figure 7.6: Verification of Ultrafast Dynamics. The left figure shows the dynamics measured
when scanning delays from negative to positive delays. The right trace shows the same mea-
surement made in the reverse order. Both of these measurements show the same dynamics
as a function of pump-probe delay, but not as a function of acquisition time. This indicates
that the dynamics are induced by the pump.
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delays are the subject of figure 7.7. The images displayed in figure 7.7 are phase images of

the nickel grating at various pump-probe time delays, indicated in the figure in units of pi-

coseconds. The images themselves look mostly identical by eye, thus more detailed analysis

is used to probe the differences between them.

In order to analyze the dynamics present in the reconstructions, the images were

summed in the horizontal direction, giving a one-dimensional average of the grating. A

Fourier transform was performed on this one-dimensional grating. The diffraction efficiency

of this Fourier transform was measured by calculating equation 7.1. The diffraction efficiency

for each image is plotted as a function of pump-probe delay in figure 7.8. Also plotted is

the diffraction efficiency calculated from the average experimental diffraction pattern from

the ptychographic data set. Comparing the two plots, it can be readily observed that the

two show the same functional form, indicating that the dynamics captured in the diffraction

pattern are accurately represented in the phase reconstructions.

7.4 Time-Resolved Measurements of Isolated Structures

In this section, the acoustic dynamics of isolated nano-structures are measured using

the same time-resolved, extreme ultraviolet (EUV) microscope. Unlike the previous case

of the periodic structures, the acoustic waves launched in these isolated structures are not

launched as a single, well defined frequency, but are instead characterized by shorter wave-

length waves propagating inside of the structure itself. Despite the differences in the samples,

the same techniques can be employed to study them.

7.4.1 Dispersion in a Uniform Nano-Antenna

The first isolated sample investigated is a uniform nano-antenna made of nickel de-

posited on a silicon substrate. This antenna is displayed, multiplied by the extreme ul-

traviolet probe, in figure 7.9. The diffraction from this antenna shows multiple, separated

diffraction peaks, allowing for the calculation of the dispersion relation.
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Figure 7.7: Time-Resolved Images of a Periodic Grating. Ten phase images from various
pump-probe delay times are presented. The title of each image represents the delay time
relative to time zero in picoseconds. The scale bar is common to all of the images and is 2
µm in both dimensions. To the eye, the reconstructed images look mostly identical, however,
subtle differences can be observed through further analysis.
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Figure 7.8: Transient Dynamics from Ptychographic Reconstruction. The cyan circles are
the diffraction efficiency into the first diffracted order from the average diffraction pattern
recorded in the ptychographic scan. The red triangles are the diffraction efficiency of the
Fourier transform of the reconstructed phase of the grating. The two datasets show the
same dynamics that are representative of acoustic wave excitation in the underlying silicon
substrate.
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Figure 7.9: Acoustic Dynamics in Uniform Nano-Antenna. A) Reconstructed amplitude
image of the uniform nano-antenna, multiplied by the reconstructed probe. The red line
indicates the cross-section used for the simulation. B) Experimental diffraction pattern from
this antenna. C) Simulated dynamics in the antenna’s cross-section. The acoustic waves
can be observed propagating through the antenna. D) Simulated and measured dispersion
relation of the acoustic waves. The simulation is the background image and the dashed
black line. The experimental data points are the blue circles. E) Experimental diffraction
efficiency as a function of pump-probe delay for the first five diffraction orders. F) Fourier
transform of the diffraction efficiency for each of the traces in E. The temporal frequency of
the diffraction efficiency oscillations increases as a function of spatial frequency, permitting
the dispersion relation to be measured.
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The diffraction from the uniform antenna is measured as a function of pump-probe

delay in 5 ps increments. For each diffracted order, the total intensity into that order was

calculated and compared to the intensity in the undiffracted order according to equation 7.1.

This quantity experiences an explosive increase just after time zero followed by oscillatory

behavior. The temporal frequencies of the oscillations are calculated by extracting the most

prominent peak from the Fourier transform of the diffraction efficiency after time zero. The

spatial frequency of each peak is determined by calculating the centroid of each diffraction

peak. The frequency of the temporal oscillation increases with increasing spatial frequency.

From the dispersion relation measured on the uniform nano-antenna, the velocity of

the underlying acoustic wave is calculated to be 2790 ± 240 m/s, a velocity in between the

Rayleigh velocity of nickel and that of silicon.

In order to verify this dispersion relation, numerical simulations of the acoustic dy-

namics of a cross-section of the nickel antenna are performed [42, 95, 169]. A 2.2 µm wide

cross-section of the antenna is simulated in two dimensions, ignoring any dynamics along

the long axis of the antenna. The results of this simulation are shown in figure 7.9. The

edges of the antenna expand in such a way as to launch acoustic waves that travel both

away from the antenna through the substrate and into the antenna through the nickel. Tak-

ing a Fourier transform of the vertical surface deformation in both space and time yields a

simulated dispersion relation [183]. The dispersion relation is also simulated using a finite-

element modal analysis on the antenna’s cross-section. From this modal analysis, it can

be seen that the surface acoustic waves propagating across the nano-antenna are coupled

into generalized Lamb waves, a dispersive waveguide mode wherein the antenna acts as an

acoustic waveguide [9]. Since these modes are partially confined in the nickel and otherwise

propagating in the silicon, the theoretical velocity is between the Rayleigh velocities of nickel

and silicon. Both this dispersion relation and that from analyzing the simulated dynamics

are the same, and they are in agreement with the experimentally measured relation.
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7.4.2 Imaging of Dynamics in a Tapered Nano-Antenna

Acoustic dynamics in a sample that thwarts direct simulation are now considered. A

tapered nano-antenna is fabricated by depositing nickel on silicon. This antenna is triangular

in shape with a 5 µm wide base and a length of 53 µm. The entire volume of the antenna is

1000 µm3 with a large aspect ratio (1:2500). Because of this, direct finite element simulations

of the structure’s dynamics are unfeasible. Instead, direct measurements of the nano-antenna

are taken, and then used to benchmark an approximate simulation.

The experimental measurements of the tapered nano-antenna are taken in a pump-

probe ptychographic imaging modality. The sample is perturbed with the driving infrared

beam, and probed with the extreme ultraviolet beam, with the resulting diffraction recorded

(Figure 7.10). Diffraction patterns are measured in a redundant spatial scan to form the

ptychographic dataset [141, 143, 233, 234]. The sample is scanned along a Fermat spiral

pattern, as shown in figure 7.11. However, at each scan position, two diffraction patterns

are recorded: one with the pump present, and one without. This is repeated for 14 different

pump-probe delays. The ptychography scan was composed of 82 scan positions in a Fermat

spiral pattern [104] with scan position separation of 2 µm. The diffraction patterns were

recorded with 2×2 on-chip binning, averaged over 3 accumulations, with a 200 kHz readout

rate and a 0.15 sec exposure time. Each ptychographic image is thus formed with 49.2 sec

of exposure with ≈6×109 photons/sec incident on the sample. For each scan, 10 images

of the direct beam reflected off of silicon were recorded to use the modulus enforced probe

technique [74]. The final images were renormalized based on the reflectivity of silicon [93].

The result of this dataset is 28 images of the nano-antenna: 14 with the pump present that

show ultrafast dynamics, and 14 without the pump to serve as reference images.

The diffraction patterns were centered relative to the peak of the average diffraction

pattern. This has the effect of removing the non-physical linear phase that originates from

a shift in the detector relative to the diffraction patterns. A constant background was re-
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Figure 7.10: Experimental Design for Ultrafast Imaging of Tapered Nano-Antenna. Dynam-
ics in the nickel nano-antenna are induced through heating from an ultrafast infrared pump
beam. This results in deformations of the structure, which are measured using coherent,
extreme ultraviolet light. The diffraction from the sample is recorded on a CCD detector
and then used to form an image of the structure as a function of delay between the infrared
and the extreme ultraviolet light.
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Figure 7.11: Fermat Spiral Ptychography Scan. The scan positions used in the ptychography
scan of the tapered nano-antenna are displayed as black dots. The red circles show the
idealized extent of the probe at each scan position. Because the scan grid is not periodic, no
gridding artifacts arise, removing the need for random offsets to the scan positions.
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moved from the diffraction patterns. The curvature of the diffraction that results from con-

ical diffraction effect was computationally reversed using tilted plane correction techniques

[75]. The diffraction patterns were cropped to be 512x512 pixels in size, corresponding to a

theoretical Abbe resolution of 76 nm in both transverse dimensions [242].

The ptychographic reconstructions were run using 10550 iterations of the ePIE algo-

rithm [143] with modulus enforced probe [74]. The object relaxation parameter was set to 1

and the probe relaxation factor was set to 5. 400 iterations of a position correction algorithm

[259] were used to refine the scan positions.

The reconstructed probe is displayed in figure 7.12, and the reconstructed sample

is shown in figure 7.13 along with correlated images from a scanning electron microscope

and an atomic force microscope. These images show the fidelity of the extreme ultraviolet

microscope to be quite robust. Furthermore, in these images, not only is the tapered nano-

antenna depicted, but additionally a small circular object is present to the right of the

antenna.

7.4.2.1 Image Segmentation Using Complex Histograms

In order to address the different elements of the images individually, the images need

to be segmented into their various components. The technique developed to perform this

segmentation, analysis by complex histograms, is herein described [111].

Each pixel in the reconstructed images contains a complex value for the reflectivity of

the sample. Considering these values as a single list of values, a histogram can be created

that tallies the frequency of each complex value’s occurrence. In one dimension, a histogram

of the amplitudes or the phases of all of the pixels could be crafted. In two dimensions, the

full, complex value can be considered. In this mode, any pixels that have complex values

within a small range in the Argand plane will be lumped together and tallied. The result of

these tallies will be a two-dimensional histogram in which the locations are complex values

and the intensity is the number of pixels in the image with a complex value in this range.
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Figure 7.12: Reconstructed Extreme Ultraviolet Beam. This is the intensity of the probe
reconstructed from the time-resolved ptychography datasets. The spatial units are in µm,
the units of the lineouts are arbitrary units of intensity. The beam diameters are reported
as full-width at half-maximum values.
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Figure 7.13: Comparison of Imaging Modalities for Tapered Nano-Antenna. Top left: scan-
ning electron microscope image. Top right: amplitude of the coherent diffractive imaging
reconstruction. Bottom left: atomic force microscope image. Bottom right: phase of the
coherent diffractive imaging reconstruction. The scale bar in all images is 5 µm. In every
image, the tapered nano-antenna can be observed. Furthermore, a small circular feature is
present to the right of the nano-antenna. The contrast of this feature is different in each
image.
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One such histogram is shown in figure 7.14.

In this histogram, distance from the center is the amplitude of the complex value,

and rotations correspond to phase differences. Horizontal and vertical shifts correspond to

differences in the real and imaginary components of the complex value, respectively.

For the images of the nano-antenna, two distinct peaks can be seen. The largest

peak is closer to the center. This corresponds to pixels that have the reflectivity of silicon

(i.e. the substrate). The other peak corresponds to the reflectivity of nickel (i.e. the nano-

antenna). Relative shifts in the locations of these peaks are a direct indication of the ultrafast

dynamics being studied. In order to better address those dynamics, the histograms are used

to determine which pixels in the image are of the nano-antenna, which are of the substrate,

and which are of neither.

The different peaks of the histogram are determined by iteratively selecting the largest

value in the histogram and all adjacent, non-zero values. This masks out the region corre-

sponding to the substrate as shown in figure 7.15. On the second iteration of this, the pixels

within this first mask are ignored, so that the new largest value is that of the nano-antenna

peak. Thus a second mask is formed containing only those reflectivity values that belong to

the nano-antenna.

Upon creating the two masks for the substrate and nano-antenna, there are regions of

the histogram that remained unassigned. This region is primarily the circular feature to the

side of the nano-antenna, which correctly is neither substrate nor nano-antenna. This region

also contains the area between the nano-antenna and the substrate, where due to the finite

resolution of the imaging system, the values are likely a blend between the two. All of the

pixels in this third histogram mask are excluded from subsequent dynamics analysis so that

only the effects of the nano-antenna and the substrate may be considered.

Since the different regions have been identified, the effect of the different materials on

the complex reflectivity can be accounted for separately. This Fresnel reflectivity contains a

phase that is distinct from the phase induced by the topography of the sample. By removing
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Figure 7.14: Two-Dimensional Histogram of Complex Image. The color of the plot corre-
sponds to the number of pixels in the image that have a given complex value. The entirety
of the plot is the region of complex space bounded by the unit circle. Distance from the
center is the amplitude of the complex reflectivity, rotations about the center are differences
in the phase. The horizontal dimension and vertical dimension are the real and imaginary
axes, respectively.
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Figure 7.15: Image Segmentation with Complex Histograms. (A-D) Top: two-dimensional
histograms with the different peak highlighted. These peaks correspond to the regions shown
in the bottom row. The scale bar is 5 µm. E) One-dimensional histogram as a function of
amplitude only. In this histogram the peaks are less well separated, and the assignment of
the mask constructed in D is not possible.
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the Fresnel phase, the only remaining phase is that from the height of the nano-antenna. The

Fresnel phases are removed in the nano-antenna region and the substrate region according

to the reflectivities of nickel and silicon, respectively [93].

Once the Fresnel phase is removed, the full phase image is unwrapped using a 2D

Goldstein branch cut phase unwrapping algorithm [78, 81]. This final phase is converted

into height, yielding height images of the nano-antenna.

7.4.2.2 Finite Element Simulation of Nano-Antenna Dynamics

In order to understand the thermal transport and acoustic wave dynamics that are

induced by the pump light, a numerical simulation of the heat-driven displacement is per-

formed and propagated through time [42]. This simulation is performed on a two-dimensional

cross-section of the tapered nano-antenna at two different thicknesses (1.5 µm and 2.2 µm).

In both simulations a height of 20.5 nm was used for the nano-antenna.

The substrate was chosen to be sufficiently deep so that acoustic waves reflected from

the bottom of the numerical window would not be able to propagate back to the nano-

structure during the course of the simulation. Even so, non-reflecting boundaries were used

at the bottom, and at the left and right of the numerical window to suppress any possible

reflection. The side and bottom of the substrate were made to be thermally insulating, while

the top of the substrate and nano-antenna were free and insulating. The boundary between

the nano-structure and the substrate has a thermal boundary resistivity of 5 mK*m/W to

account for possible native oxides, interface roughness, or quasi-ballistic effects [97, 216].

The material properties for this simulation are tabulated in table 7.1

A similar model to [169] is used, under the approximation that the phonon tempera-

ture starts high (600 K for the 1.5 µm simulation, 450 K for the 2.2 µm simulation). This

instantaneous temperature rise leads to thermal expansion that is observed experimentally.

Additional simulations were performed to ascertain that the different initial temperatures

correspond to a re-scaling of the extent of the surface deformation, but do not substantially
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Materials Nickel (Ni) Silicon (Si)
k (W/(m K)) 90.9 [45] 149 [45]
ρ (kg/m3) 8900 [45] 2330 [45]
α (10−6 K−1) 12.77 [116] 3 [173]
Cp (J/(kg K)) 456 [45] 710 [48]
E (GPa) 219 [169] -
ν 0.31 [169] -
C11 (GPa) - 166 [98]
C12 (GPa) - 64 [98]
C44 (GPa) - 80 [98]

Table 7.1: Material Properties for Finite Element Analysis Simulation. The bracketed num-
bers correspond to references to literature. The material properties are as follows: k is the
thermal conductivity, ρ is the density, α is the coefficient of thermal expansion, Cp is the
heat capacity at constant pressure, E is the Young’s modulus, ν is the Poisson’s ratio, and
Cij is the i,jth component of the elastic tensor.
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alter the functional form or the time scale of these dynamics. Thus, despite the two sim-

ulations occurring at different fluences, they can be used to study the same dynamics at

different spatial locations in the nano-antenna.

These simulations are compared to the diffraction patterns in the ptychography datasets

in figure 7.16. Frames from the simulation are shown in the bottom half of the figure, high-

lighting the acoustic waves that travel through the nickel. In the top right of the figure, the

diffraction efficiency is calculated (Equation 7.1) for both the simulated nano-antenna dy-

namics and for the experimental diffraction patterns. The two show agreement, which lends

credence to the applicability of the two-dimensional approximation used in the simulation.

7.4.2.3 Discussion

The reconstructions, having been segmented and converted into pure height maps, are

displayed in figure 7.17 for selected time delays. The entire 14 frame movie can be seen in

figure 7.18. The thermal expansion of the nano-antenna can be immediately observed in

these height maps. Furthermore, the relative rotation of the peaks in the histograms show

this average expansion more clearly. This can be seen in the subsets of figure 7.17. In these

reconstructed height maps, the wave traveling across the nano-antenna can be observed. This

is the generalized Lamb wave that is seen in the simulations (Figure 7.16). Furthermore,

the expansion in the nano-antenna is different at different locations along the nano-antenna,

corresponding with different cross-sectional widths.

These acoustic dynamics can be seen most clearly in the early times, where impulsive

excitation at the edges of the structure are present, accompanied by a depression in the

substrate adjacent to the nano-antenna. The expansion reached a maximum at ≈45 ps.

After this, the distortion from the edges propagates to the center. The inhomogeneous

changes through the length of the nano-antenna can be seen at 405 ps as the narrower end

decreases in height while the thicker end increases.

In order to better examine these spatially varying dynamics, two different cross sections
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Figure 7.16: Dynamics in Tapered Nano-Antenna Compared to Simulation. A) Recon-
structed image of the nickel nano-antenna, multiplied by the reconstructed probe. B) Ex-
ample diffraction pattern from the experimental measurements. C) Simulation of the nickel
nano-antenna with the red dashed line showing which cross section was simulated. D) Sim-
ulated diffraction pattern from the finite element analysis simulation. E) Comparison of the
diffraction efficiency in the experiment and simulation as a function of time. Both show
a two-lobed functional form after time zero, corresponding to the same acoustic dynamics.
F-I) Frames from the finite element analysis simulation showing the surface deformation of
the nano-antenna and showing the acoustic wave propagating through the structure. These
surface deformations have been exaggerated by a factor of 250 to aid in visual clarity.
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Figure 7.17: Ptychographic Reconstructions of Tapered Nano-Antenna. A) A representative
complex histogram showing the distribution of different complex reflectivities in the recon-
structed image. B-C) Different peaks in the histogram are selected in order to isolate the
different regions of the image. Using these masks, the Fresnel reflectivity can be removed
from each, leaving only the geometric phase from the different topography. D-I) Height
maps from the phase of the reconstruction with the Fresnel phase removed. The subsets
show the corresponding histograms for each of these time delays. The thermal expansion
of the nano-antenna can be observed in the changing of the height between frames. Fur-
thermore, evidence of the acoustic wave traveling across the nano-antenna is present. The
different dynamics at different thicknesses of the nano-antenna can be seen here. The scale
bar in D applies to all images, and is 5 µm laterally and 0.5 Åvertically.
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Figure 7.18: Movie of Acoustic Dynamics in Tapered Nano-Antenna. Thirteen height maps
from the reconstructed complex images of the tapered nano-antenna. Each frame is from
a different pump-probe delay. Putting them all together yields a nano-scale movie of the
acoustic wave propagation.
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of the nano-antenna are analyzed. These two cross-sections have widths of 1.5 µm and 2.2

µm, corresponding to the two widths that were simulated. A 0.5 µm by 0.5 µm area on

the nano-antenna was averaged and compared to the average a 0.5 µm by 1.1 µm area of

the substrate that was located 2.6 µm from the nano-antenna. The ratio of these average

reflectivities was calculated, and from that the average phase difference, and thus height, was

determined. This was calculated for each time delay at both of the cross-sections. The result

of this analysis is in figure 7.19 along with the same quantities calculated from the finite

element analysis simulation. The errorbars in the experimental measurement are derived

from the standard deviation of the height different among the before time zero frames, in

which no dynamics are occurring and thus all fluctuations are due to noise in the system.

The overall scaling of the transient heights in figure 7.19 do not agree. This is likely

due to a scaling of the simulation resulting from a different pump fluence being used in

the simulation as compared to the experiment. Importantly, the dynamics observed in the

different cross sections of the nano-antenna are similar in overall shape to those seen in the

simulation. They are not expected to fully agree, as the simulations are two-dimensional, and

thus do not capture dynamics along the long dimension of the nano-antenna. Furthermore,

the dynamics in these cross-sections are distinct from each other, displaying that there are

spatially varying dynamics along the nano-antenna.

In order to quantify the axial precision, the height difference between the pump on and

pump off reconstructed images was calculated for all times before the infrared pulse. The

standard deviation of this differential value was calculated for various regions throughout

the image. The largest variance observed was 0.009 radians, corresponding to 0.04 nm, thus

a conservative estimate of the precision of this measurement is 0.5 Å. This quantity differs

from the precision of the phase in a single pixel. That value was calculated by measuring

the standard deviation in the phase value of each pixel in the 14 pump off images. The

distribution of this variance was fit to a Gaussian profile to extract a mean value of 0.167

rad, corresponding to 0.77 nm. The histogram of this distribution of pixel by pixel standard
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Figure 7.19: Demonstration of Spatially Varying Dynamics. A-B) Simulated change in height
of the nano-antenna as a function of time along the 1.5 µm and 2.2 µm lineouts, respectively.
The location of these lineouts are shown in the subsets. C-D) Experimental change in height
of the nano-antenna as a function of time for these same lineouts. The simulated and
experimental transient height changes have similar form, indicating some level of agreement.
Full agreement should not be expected due to the assumptions made in the simulation. The
experimental traces show that the dynamics in the nano-antenna are spatially varying.
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deviations is in figure 7.20 along with the Gaussian fit to the distribution.



122

Figure 7.20: Quantification of Axial Precision. The standard deviation in each pixel across
the reference images (those without the pump light present) are shown here in a histogram
(blue line). This distribution is fit to a Gaussian in order to extract the position of the peak.
This peak is located at 0.77 nm. This indicates that the mean standard deviation of the
height measurement, on a per pixel basis, is 0.77 nm. This is used as the axial precision of
a single pixel in the reconstructed images.



Chapter 8

Conclusion and Future Work

8.1 Summary

Coherent diffractive imaging (chapter 2) has proven to be a powerful tool in x-ray

and extreme ultraviolet imaging. Specifically, the redundant information that is present in

ptychography coherent diffractive imaging has made this technique extremely robust. By

making use of multiple illumination beams (chapter 4), the field of view that can be imaged

in a scan is greatly improved. Furthermore, the technique of spatially separated beams

of orthogonal modes (chapter 3) has allowed for polarization resolved imaging, with both

polarizations being resolved in a single scan.

The application of ptychographic imaging to the study of practical samples is the

ultimate goal of technique development. In chapter 6, colloidal crystals were studied and

various scattering analyses were applied to the extreme ultraviolet regime. Not only does

this elucidate properties of the colloidal crystal in question, but it paves the way for future

studies on inverse lattices patterned with these colloidal crystal as templates.

The most influential property of light created through high harmonic generation (chap-

ter 5) is the ultrafast nature. By implementing pump-probe spectroscopy techniques with

ptychography coherent diffractive imaging, a new microscope was developed that retains the

high temporal and spatial resolutions that these techniques offer independently (chapter 7).

Using this new microscope, the acoustic dynamics in nickel gratings were imaged as vali-

dation, and the dynamics in isolated nano-structures were imaged and used to benchmark
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simulations.

8.2 Future Possibilities

All of the work in this thesis has horizons before it, wherein new developments can be

made.

The multiple beam ptychography techniques can be applied to different microscopes

beyond the optical microscopes used in the initial studies. Modern development of high

harmonic sources that use more than one beam is ongoing [59]. With these systems combined

with multiple beam ptychography, the advantages of extreme ultraviolet light imaging can be

deployed with higher throughput. Furthermore, the development of ptychography algorithms

is ever ongoing. Recently, the possibility for attosecond coherent diffractive imaging has been

developed [185]. This is done by improving upon the multiple mode ptychography algorithms.

This improvement to the multiple mode algorithm is also an improvement to the multiple

beam ptychography technique, and should allow for more beams to be used.

The studies of colloidal crystals can be viewed as a starting point for understanding the

properties of novel materials. Using the colloidal crystals as templates, inverse lattices can be

fabricated that have new physical properties that are as of yet unknown. By harnessing the

capabilities presented here, these inverse lattices can also be probed to garner understanding

of these new electronic and magnetic properties.

The time resolved microscope as presented here, is capable of measuring dynamics on

much shorter time scales that these acoustic dynamics. This leaves open the doorway to

measuring femtosecond scale dynamics, such as spin transfer [34, 238].

The time resolved imaging presented here is limited in temporal resolution by the du-

ration of the pump and probe pulses. These pulses are not, however, the shortest achievable.

Using high harmonic generation, attosecond pulses have been generated [94, 119, 176]. Using

these pulses as both the pump and the probe will allow for the interrogation of matter at

even shorter time scales. Furthermore, by using higher energy harmonics [36, 181], these
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dynamics can be measured with yet higher spatial resolution.

The techniques used in this microscope can also be developed further. The use of

ptychography at each pump-probe delay is inefficient when compared to techniques that

use a single diffraction pattern. Combining in-situ coherent diffractive imaging [136] with

pump-probe measurements will achieve the same spatial and temporal resolutions with only

a fraction of the data collection.
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