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Photon-induced phenomena in molecules and other materials play a significant role in device

applications as well as understanding their physical properties. While a range of device applications

using organic and inorganic molecules and soft and hard materials have led striking developments

in modern technologies, using bulk systems has reached the limit in their functions, performance,

and regarding application range. Recently, low-dimensional systems have emerged as appealing

resources for the advanced technologies based on their significantly improved functions and proper-

ties. Hence, understanding light-matter interactions at their natural length scale is of fundamental

significance, in addition to the next generation device applications. This thesis demonstrates a

range of new functions and behaviors of low-dimensional materials revealed and controlled by the

advanced tip-enhanced near-field spectroscopy and imaging techniques exceeding the current in-

strumental limits.

To understand the behaviors of zero-dimensional (0D) molecular systems in interacting en-

vironments, we explore new regimes in tip-enhanced Raman spectroscopy (TERS) and scanning

near-field optical microscopy (SNOM), revealing the fundamental nature of single-molecule dynam-

ics and nanoscale spatial heterogeneity of biomolecules on the cell membranes. To gain insight into

intramolecular properties and dynamic processes of single molecules, we use TERS at cryogenic

temperatures. From temperature-dependent line narrowing and splitting, we investigate and quan-

tify ultrafast vibrational dephasing, intramolecular coupling, and conformational heterogeneity.

Through correlation analysis of fluctuations of individual modes, we observe rotational motion and

spectral fluctuations of single-molecule. We extend single-molecule spectroscopy study into in situ

nano-biomolecular imaging of cancer cells by developing in-liquid SNOM. We use a new mechanical
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resonance control, achieving a high-Q force sensing of the near-field probe. We reveal nanoscale

correlations between surface biomolecules and intracellular organelle structures through near-field

imaging of the spatial distribution of EGFRs on the membrane of A431 cancer cells. In addition,

to understand modified spontaneous emission properties of single quantum dots coupled strongly

with localized plasmon, we perform tip-enhanced photoluminescence (TEPL) spectroscopy of the

single CdSe/ZnS quantum dots on gold film.

We probe and control nanoscale processes in van der Waals two-dimensional (2D) materials.

To understand lattice and electronic structure as well as elastic and phonon scattering properties

of grain boundaries (GBs) in large-area graphene, we perform TERS imaging. Through correlated

analysis of multispectral TERS images with corresponding topography and near-field scattering

image, we reveal bilayer structure of GBs in the form of twisted stacking. In addition, we determine

the misorientation angles of the bilayer GBs from a detailed quantitative investigation of the Raman

modes. In addition, we present a new hybrid nano-optomechanical tip-enhanced spectroscopy and

imaging approach combining TERS, TEPL, and atomic force local strain manipulation to probe

the heterogeneous PL responses at nanoscale defects and control the local bandgap in transition

metal dichalcogenide (TMD) monolayer. We further extend this approach to probe and control the

radiative emission of dark excitons and localized excitons. Based on nano-tip enhanced spectroscopy

with ∼6 × 105-fold PL enhancement induced by the plasmonic Purcell effect and few-fs radiative

dynamics of the optical antenna tip, we can directly probe and actively modulate the dark exciton

and localized exciton emissions in time (∼ms) and space (<15 nm) at room temperature.

Lastly, to extend the range of tip-enhanced microscopy applications to nano-crystallography

and nonlinear optics, we present a generalizable approach controlling the excitation polarizability

for both in-plane and out-of-plane vector fields by breaking the axial symmetry of a conventional

Au tip. This vector field control with the tip enables probing of nonlinear optical second harmonic

generation (SHG) responses from a range of ferroic materials as well as van der Waals 2D ma-

terials. Specifically, we demonstrate SHG nano-crystallography results for MoS2 monolayer film,

ferroelectric YMnO3, BaTiO3-BiFeO3 multiferroics, and PbTiO3/SrTiO3 superlattices.
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Chapter 1

Introduction

Based on our understanding in macroscopic properties of organic and inorganic molecules

and soft and hard materials, a range of device applications of them have led striking developments

in electronic, photonic, and biomedical technologies for the last several decades. However, using

macroscopic properties of bulk systems has reached the breaking point in device performance. To

achieve a breakthrough toward advanced technologies, using low-dimensional systems is desirable

because the dimensional reduction in materials makes significant modifications and improvements

in their functions and properties [1, 2, 3, 4].

Photon-induced phenomena in low-dimensional systems play an important role for device

applications as well as characterization themselves [5, 6, 7, 8, 9, 10, 11, 12, 13]. Hence, understanding

various new emerging light-matter interactions on the nanoscale in low-dimensional systems is

significant. Near-field optical microscopy is an ideal method to optically access to the nanoscopic

length scale of these systems [14, 15, 16]. For the past two decades, near-field microscopy has been

growing technologically, from an aperture-type to a scattering-type for enhanced sensitivity [17, 18]

and from an elastic scattering detection to inelastic scatterings detection for broader applications

[19, 20, 21].

In this work, we perform a broad range of advanced near-field microscopy studies, such as tip-

enhanced Raman spectroscopy (TERS), tip-enhanced photoluminescence (TEPL) spectroscopy, and

tip-enhanced second harmonic generation (SHG) microscopy to explore unprecedented properties

of low-dimensional systems.
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1.1 Single molecular processes in interacting environments

Cryogenic tip-enhanced Raman spectroscopy for single molecules

Conformations, dynamics, and coupling involving single molecules determine function in cat-

alytic, electronic, or biological systems [22, 23, 24]. Single molecules allow for the understanding

of unsynchronized processes and rare events occurring at specific locations in heterogeneous sys-

tems. Although Erwin Schrödinger had envisioned in 1952 that people will never do experiments

with single molecules [25], it did not take physicists long to prove his prediction was wrong due to

the rapid technological development. Since the first observation of single-molecule absorption by

William Moerner in 1989 [1], recent theoretical and experimental studies in chemistry have focused

on understanding single molecules and their behaviors in contrast to ensembles.

Single-molecule absorption and fluorescence spectroscopies indirectly probe the effects of lo-

cal perturbations [1, 26, 27, 28]. Similarly, multi-dimensional spectroscopy provides insight into

intramolecular structure and dynamics on ultrafast time scales [29], yet with limited information

about slower time scales, oscillator density, or real-space distribution. On the other hand, single-

molecule vibrational spectroscopy with surface-enhanced Raman scattering (SERS) and TERS can

directly probe molecular identities such as intramolecular dynamics and local molecular environ-

ment [2, 30, 31, 32]. However, molecules are highly mobile at room temperature, and single-molecule

TERS or SERS spectra average over many adsorbate conformations [32]. Rapid spectral fluctua-

tions that occur faster than the spectral acquisition time contribute to broadening, similar to the

ensemble averaged spectra in far-field Raman spectroscopy [2, 33].

To complement these difficulties in single-molecule Raman spectroscopy at room temperature,

we perform single-molecule TERS at cryogenic and variable temperatures (90-300 K). In this topic,

we investigate malachite green (MG) with high spectral resolution to understand intramolecular

coupling, conformational heterogeneity, and rotational and spectral diffusions.

Development of cryogen-free low-temperature tip-enhanced spectroscopy

While the high-vacuum cryogenic TERS enables us to study single-molecule dynamics, its
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open-cycle cryostat with liquid nitrogen (LN2) has retained several issues. In this setup, the TERS

head is rigidly mounted on the cryostat. This causes vibrational noise and mechanical drift even

when the flow rate of LN2 is set to a minimum. In addition, the sample surface is not kept clean due

to multiple layers of water at high-vacuum condition. Therefore, for more detailed understanding

of molecular dynamics and intramolecular coupling properties as well as better measurement and

control of samples, we build a cryogen-free low-temperature tip-enhanced spectroscopy with an

ultra-high-vacuum (UHV) closed cycle helium exchange gas cryostat extending the temperature

range from 20 to 350 K.

Near-field imaging of cell membranes in liquid

Single-molecule detection methods have rapidly extended to advanced research in molecular

biology. Recently, new types of super-resolution fluorescence microscopies have opened the door

for studying biomolecular processes with diffraction-unlimited spatial resolution. For example,

stimulated emission depletion (STED) increases spatial resolution by selectively deactivating fluo-

rophores [26, 34]. The photoactivated localization microscopy (PALM) [35] and stochastic optical

reconstruction microscopy (STORM) [36] overcome the diffraction barrier by using photoswitchable

fluorescent probes. However, these super-resolution microscopies need to use specific fluorophores

optimized for the target biomolecules and high power excitation to increase the number of pho-

tons per pixel. Further, based on their far-field sectioning methods, these microscopies are not

ideal to investigate membrane proteins, even though these proteins are of particular significance

as the target of over 60% of all modern medicinal drugs [37]. On the other hand, near-field scan-

ning optical microscopy (NSOM) is an ideal super-resolution technique for cell-membrane study

because it profiles surface structure and detects near-field signals only from the membrane proteins

[14, 15, 16]. It thus offers correlation properties between the membrane structure and proteins, but

has several technical challenges when operating it in liquid [38]. Therefore, a refined approach for

optimal operation of NSOM in liquid and its biological application are highly desired for in-depth

molecular biology research at the single-molecule level sensitivity.

As an extension of molecular characterization studies and instrumental development of near-
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field microscopy in interacting media, we demonstrate a new approach of mechanical resonance

control of the near-field probe providing stable and sensitive imaging in liquid. Through high-

resolution (∼50 nm) near-field imaging of the spatial distribution of epidermal growth factor recep-

tors (EGFRs) on the membrane of A431 cancer cells in liquid, we reveal nanoscale heterogeneity

of surface EGFRs, as a demonstration representing a typical bioimaging application.

Tip-enhanced strong coupling in a single quantum dot

Photoluminescence (PL) is a spontaneous emission process in materials, such as semiconduc-

tors and noble metals. The PL properties such as emission rate, lifetime, and energy are strongly

influenced by the interacting environments [39]. Therefore, careful environmental control gives us

access to manipulate emission properties of semiconductors for a broad range of device applica-

tions. Quantum dots are promising building blocks for photonic devices because it generates high

quantum yield PL due to the quantum confinement effect associated with its zero-dimensional (0D)

structure [40]. In addition to the high quantum yield, this 0D nature, consisting of a few nanome-

ters, also allows us to significantly modify PL properties by an environmental control. Therefore,

understanding and controlling the environmentally modified PL properties of single quantum dots

apart from the ensemble state is highly desirable.

In this topic, we further extend our tip-enhanced spectroscopy study to a single quantum

dots. We place single CdSe/ZnS quantum dots at the junction of Au tip and Au substrate, and

perform a TEPL spectroscopy experiment. Here, we observe not only the high PL enhancement

but also the double PL peaks split by the strong coupling between exciton and plasmon.

1.2 Probing and control nanoscale processes in van der Waals materials

As described in previous topics, the investigation of single molecules allows better understand-

ing in chemistry and biology. In addition, we envision that these 0D systems will be a fundamental

unit for highly integrated nano-electronic and photonic devices in the future, as shown in examples

of single-molecule transistors [41, 42]. However, we may need to wait for several decades because

these 0D systems are generally not stable in ambient conditions [2, 33]. On the other hand, recently
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emerged layered 2-dimensional (2D) materials have several advantages in terms of manipulation

compared to 0D systems, e.g., they are easy to exfoliate, stack, and cut in ambient conditions [43].

In addition, their outstanding electronic [44, 45], thermal [46], mechanical [47], and optical [48, 49]

properties compared to bulk materials enable us to achieve miniature, flexible, wearable devices

in the not too distant future. Therefore, we extend our tip-enhanced spectroscopy and imaging

approach to probe and control the disordered states, photon energies, and couplings in 2D systems.

Probing bilayer grain boundaries in large area graphene

Van der Waals materials have been attracting much attention because they enable a broad

range of application by creating a variety of heterostructures [43]. Graphene, a single-atomic sheet

of sp2-hybridized carbon, is a core element for various applications based on the observation of its

ambipolar field effect [44] and the quantum hall effect [45]. Using these unique effects, graphene is

already used for highly conductive and transparent electrodes [50], high speed field-effect devices

[51], and optical modulators [52].

Specifically, large-area graphene sheets grown by chemical vapor deposition (CVD) have been

proposed as a route to realize mass production and commercialization of near-ballistic transport

electronic devices [53, 54]. So far, most large-area synthetic graphene is polycrystalline. The

associated grain boundaries (GBs) [53, 55, 56, 57] have been identified as a major limitation in

device applications due to their modified electronic structure and inhibition of carrier transport

[58, 59]. Therefore, understanding the detailed characteristics of GBs is a prerequisite for better

design of graphene sheets. Despite the greater applicability of large-area graphene sheets compared

to graphene flakes, most theoretical and experimental studies of GBs have focused on the analysis

of atomic defects observed in adjacent crystal faces [60], which show significant differences from

larger scale deformations of GBs in large-area graphene.

In this topic, we perform < 18 nm spatial resolution TERS imaging to understand lattice and

electronic structure, as well as elastic and phonon scattering properties of GBs in CVD-grown large-

area graphene. Through correlated analysis of topography, near-field scattering, and multispectral

TERS imaging, we reveal bilayer GBs in the form of twisted stacking at the boundary between two
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misoriented crystal facets. We also use a detailed quantitative analysis of phonon mode symmetries

in the Raman spectra to determine the misorientation angles of the bilayer GBs.

Disordered states and local strain control of WSe2 monolayer

While graphene is a core building block for various heterostructure applications, it is not an

appealing candidate for transistors due to its zero bandgap, which inevitably causes a low on/off

ratio [61]. In order to complement this issue, researchers were trying to find semiconducting van

der Waals materials using the widely known scotch tape exfoliation method [62]. Transition metal

dichalcogenides (TMDs) are indirect bandgap semiconductors made up of a transition metal atom

(M: Mo, W, etc) and a chalcogen atom (X: S, Se, and Te) with the molecular structure of MX2 [63].

As the TMD crystals are thinned to the monolayer (ML) limit, new properties emerge including an

indirect-to-direct bandgap transition [48, 49], valley-specific circular dichroism [64], and enhanced

nonlinear optical responses [65, 66]. The direct semiconducting gap, large spin-orbit coupling,

and valley-selectivity provide several advantages for the use of TMDs in photodetector and other

optoelectronic device applications.

A prevailing theme in TMD systems is the complex interaction between fundamental excita-

tions inherent to the materials themselves, and extrinsic factors associated with surface morphology

and the underlying substrate. In addition, the reduced dimensionality induces strong interference

from impurities, defects, and disorder, creating much difficulty in isolating the intrinsic quantum

properties of the material [67]. The resulting electronic properties are consequently highly inho-

mogeneous and sensitive to structural variations near internal and external boundaries [68, 69]. To

explore these heterogeneities and how they control the optical and electronic properties, a compre-

hensive multimodal nanoscale imaging and spectroscopy approach is desirable.

Therefore, we present a new hybrid nano-optomechanical tip-enhanced spectroscopy and

imaging approach combining TERS, TEPL, and atomic force local strain control to investigate

the correlation of local structural heterogeneities with nanoscale optical properties. We study the

heterogeneous PL responses at edges and twin boundaries (TBs) in WSe2 ML microcrystals. In

addition, through controlled tip-sample force we can tune the bandgap reversibly (up to 24 meV)
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and irreversibly (up to 48 meV) through local nanoscale strain engineering (0-1%).

Radiative control of dark excitons in WSe2 monolayer at room temperature

We further extend this approach to probe and control the radiative emission of dark excitons

at room temperature. The recent discovery of the dark exciton emission from atomically thin TMDs

suggests a range of potential applications for novel quantum nano-optoelectronics. However, the

approaches used for their observation are based on applying a large in-plane magnetic field (>14 T)

[70] or using surface plasmon polaritons (SPP) coupling [71] which requires cryogenic temperatures.

This constraint, together with the not yet demonstrated ability to control and modulate the dark

exciton emission, severely limits the broader utility of these approaches to open dark excitons

for applications. In this topic, we use a novel generalizable approach demonstrating excitation,

modulation, and radiative control of dark exciton emission even at room temperature. Based on

nano-tip enhanced spectroscopy with ∼6×105-fold photoluminescence enhancement induced by the

plasmonic Purcell effect and few-fs radiative dynamics of the optical antenna-tip, we can directly

probe and actively modulate the dark exciton emission in time (∼ms) and space (<15 nm) at room

temperature.

Radiative control of localized excitons in WSe2 monolayer at room temperature

In addition to the bright and dark excitons, single quantum emitting states are discovered in

atomically thin TMDs [72, 73]. These single exciton states are found when excitons are localized to

defects or quantum dot like confined potentials [72, 73]. This new class of single quantum emitter

from localized excitons (XL) in layered 2D materials is a promising candidate for potential appli-

cations in quantum optics and information technologies. In this topic, we perform multispectral

TEPL imaging on the radiative emission of localized excitons at room temperature, as an extension

study of WSe2 ML. TEPL allows us to investigate spatial local heterogeneity of XL modes with

∼10 nm spatial resolution. These XL modes concentrate in the vicinity of the crystal edges in

contrast to bright excitons which is associated with the density of structural defects. Furthermore,

we control the orientation of their transition dipole moment from precise control of plasmon-exciton

coupling using the nano-optical antenna-tip.
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1.3 Tip-enhanced nonlinear optical nano-crystallography

One of the merits of tip-enhanced microscopy is wide versatility. Tip-enhanced microscopy

can be used for not only linear elastic (Rayleigh) and inelastic (fluorescence, Raman) scattering

imaging, but also nonlinear (SHG, third harmonic generation; THG, four wave mixing; FWM, etc)

optical imaging. In this topic, we further extend our tip-enhanced approach to nonlinear optical

nano-crystallography.

Vector field control of plasmonic antenna-tip

To extend the range of near-field microscopy application to nano-crystallography, vector field

access and their polarizability control are desirable. In general, a surface normal oriented antenna-

tip is used in tip-enhanced spectro-nanoscopy [19]. On the one hand, this conventional geometry

of the tip is useful to selectively detect out-of-plane polarized optical responses through a strongly

confined optical field. On the other hand, it typically has a weak optical confinement in other polar-

ization angles, which reduces the detection sensitivity for the non out-of-plane optical responses. It

then restricts the range of applications to the various quantum materials, especially two-dimensional

(2D) samples, e.g., graphene, transition metal dichalcogenides (TMDs), and epitaxial thin films.

In this topic, we demonstrate a generalizable approach to control the excitation polarizability

for both in-plane and out-of-plane vector fields and probe optical responses from samples without

loss of spatial resolution. We break the axial symmetry of a conventional Au tip by engineering its

tilting angle with respect to the sample surface. This active control of the broken axial symmetry

increases the degrees of freedom of both in-plane and out-of-plane polarizability. In addition, this

gives rise to a significantly enhanced optical field confinement with respect to both directions by

creating a confined structure for free electrons and associated localized plasmon antenna effect.

Second harmonic generation nano-crystallography

The broken inversion symmetry of TMDs with the reduced dimensionality provides remark-

ably large nonlinear optical responses with purely in-plane polarizability, which play an important

role for device applications, as well as material characterizations [65, 74, 75]. SHG microscopy
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provides informative knowledge on nonlinear optical responses, such as the crystalline symmetry,

orientation, defect states, stacking angle, and the number of layers [65, 74, 75, 76].

Beyond layered 2D systems, ferroic materials also can be characterized with SHG spectroscopy

since they are made of well-defined crystalline solid in the form of domains [77]. However, little is

known about their nanoscale nonlinear optical properties and associated crystallographic properties

due to the limitations in spatial resolution and polarization control of far-field SHG microscopy.

Therefore, applications of tip-enhanced microscopy to nonlinear optical signals is highly desirable

to investigate the detailed nano-crystallographic properties of various samples. We will discuss

the development of SHG nano-crystallography and its applications to TMDs, ferroelectrics, and

multiferroics in the main text.

1.4 Thesis outline

The rest of this Thesis is organized in the following manner.

In Chapter 2, I introduce fundamentals on nanoscale light confinement using noble metal

nanostructures. In the first section, I introduce the Drude model to describe light-induced electron

behaviors of gold, which provides a theoretical understanding for surface plasmon polariton (SPP)

and the localized surface plasmon resonance (LSPR). I then describe the polarizability and the local

field enhancement for single and coupled dipoles models. In the second section, I introduce general

background on the invention of near-field optical microscopy and the process of its development from

near-field scanning optical microscopy (NSOM) to various tip-enhanced microscopy applications.

In Chapter 3, I demonstrate several studies on single molecular processes in interacting envi-

ronments. First, I demonstrate experimental observations for single-molecule dynamics at variable

temperatures (90-300 K), that are measured by a home-built cryogenic TERS setup. Second, I dis-

cuss the instrumental development of a cryogen-free low-temperature tip-enhanced spectroscopy,

which is built to complement limitations of the previous cryogenic TERS setup using an open-cycle

cryostat. Third, I demonstrate near-field imaging results of cell membranes measured in liquid

which enabled by active scanning probe mechanical resonance control, as an extension of near-
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field molecular characterization study into biological samples. Then, I demonstrate preliminary

results on tip-enhanced strong coupling in a single quantum dot as another example of near-field

microscopy study on 0D systems.

In Chapter 4, I demonstrate several studies on probing and control nanoscale processes in van

der Waals materials. First, I demonstrate an experimental discovery of bilayer grain boundaries

in large area graphene observed by multispectral TERS imaging. Then, I introduce a hybrid tip-

enhanced nano-spectroscopy and imaging setup, not only for probing nanoscale properties, but

also for control of strain and radiative emission of monolayer TMDs. For application examples, I

demonstrate spatially heterogeneous disordered states, dark exciton emissions, and localized exciton

emissions of WSe2 ML at room temperature.

In Chapter 5, I introduce a new method for vector field control of plasmonic antenna tips

and demonstrate tip-enhanced nonlinear optical nano-crystallography applications using the new

method. In details, I demonstrate a generalizable approach to control the excitation polarizability

for both in-plane and out-of-plane vector fields by breaking the axial symmetry of a conventional

Au tip by engineering its tilting angle. Then, as application examples, I demonstrate SHG nano-

crystallography results for MoS2 monolayer film, ferroelectric YMnO3, BaTiO3-BiFeO3 multifer-

roics, and PbTiO3/SrTiO3 superlattices.

In Chapter 6, I summarize the work performed for this thesis and discuss conclusions and

outlooks drawn from this work.



Chapter 2

Nanoscale light confinement and imaging

2.1 Optical antenna using localized surface plasmon resonance

Surface plasmons are resonance oscillating state of free electrons in metal surfaces (Au, Ag, and

Cu) with electromagnetic fields [78]. This surface plasmon resonance effect is widely used to confine

the light on the nanoscale into two-dimensional (2D) [79], one-dimensional (1D) [80], or even zero-

dimensional (0D) [81] structures by engineering the dimension and size of noble metals.

In order to understand the physical properties of surface plasmons and physical mechanism

of the light confinement, we start with a simple description of the free electron (εfree) response

in metals. The complex dielectric function for free electrons in a metal is given in the Drude-

Sommerfeld model [82] as

εfree(ω) = 1−
ω2
p

ω2 + Γ2
+ i

Γω2
p

ω(ω2 + Γ2)
(2.1)

where ω and ωp are excitation frequency and plasma frequency, and Γ is a damping constant. For

gold, the real and the imaginary part of the dielectric constant with respect to the wavelength can

be plotted as Fig. 2.1 [83]. While the real part of the dielectric constant is a negative value in the

visible region, the positive values of the imaginary part describe the energy dissipation related to

the electron motion.

In general, this Drude model gives quite accurate parameters for metals in the infrared region.

However, this model should be revised in the visible region due to the surface plasmon of bound
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Figure 2.1: Real and imaginary parts of dielectric constant of free electrons of gold as a function
of excitation wavelength [83].

electrons. The motion of bound electrons in a metal is described as [83]

m
d2r

dt2
+mγ

dr

dt
+ αr = eE0e−iωt (2.2)

where m is an effective mass of the bound electrons, r is a displacement of charge, and γ and

α are the damping and restoring components of bound electrons, respectively. Using the Ansatz

r(t) = r0e−iωt, the complex dielectric function for bound electrons are derived as

εbound(ω) = 1 +
ω2
p(ω

2
0 − ω2)

(ω2
0 − ω2) + Γ2ω2

+ i
Γω2

pω

(ω2
0 − ω2) + Γ2ω2

. (2.3)

For gold, the dielectric constant as a function of wavelength is plotted as shown in Fig. 2.2 [83].

From Eq. 2.3, we understand the dielectric function of bound electrons and the physical origin of

the surface plasmon resonance effect. Briefly, the bound electrons show a coherent oscillation of

charges at the metal surface in the visible region. Based on this, we can further understand the

propagation and localization properties of plasmon polaritons, charge density oscillations on the

metal surface [78, 84], by deriving a dispersion relation from Maxwell′s equation. Eq. 2.4 and 2.1

are wave vectors along the propagation direction and the surface normal direction as a function of

angular frequency ω.

k2
x =

ε1ε2
ε1 + ε2

k2 =
ε1ε2
ε1 + ε2

ω2

c2
, (2.4)
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Figure 2.2: Real and imaginary parts of dielectric constant of bound electrons of gold as a function
of excitation wavelength [83].

k2
j,z =

ε2j
ε1 + ε2

k2, j = 1, 2, (2.5)

where ε1 and ε2 are the dielectric constants of a metal and a dielectric medium, respectively. For

gold and silver metal surfaces, kx has a positive value with purely imaginary kz term, which gives rise

to propagating plasmon polaritons on the metal surface, whereas it exponentially decays into the

bulk perpendicular to the surface. We can derive the plasmon polariton wavelength by considering

both real and imaginary parts of the metal′s dielectric function. If we assume the dielectric medium

has negligible loss, the real and imaginary parts of wave vector kx can be derived as [83]

k′x ≈

√
ε′1ε2
ε′1 + ε2

ω

c
, (2.6)

k′′x ≈

√
ε′1ε2
ε′1 + ε2

ε′′1ε2
2ε′1(ε′1 + ε2)

ω

c
. (2.7)

Hence, the plasmon polariton wavelength is given as

λSPP =
2π

k′x
≈

√
ε′1 + ε2
ε′1ε2

λ, (2.8)

where λ is an excitation wavelength [83]. Fig. 2.3a shows the dispersion relation of plasmon polari-

tons at the interface of air and gold. To launch a surface plasmon polariton (SPP) at the excitation
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Figure 2.3: (a) Dispersion relation of surface plasmon polariton with light in the free space and
the higher refractive index medium. (b) Cartoons of experimental setup to launch surface plasmon
polaritons onto the metal surface [83].

wavelength, kx should be optimized by controlling the incidence angle for the increased momentum

of the SPP, as shown in Fig. 2.3b [83]. Based on the surface propagating nature of the SPP, the

electromagnetic field can be confined onto the metal surface, and the flow of light on the plasmonic

metal surface can be controlled on the nanoscale with various types of photonic devices, such as

waveguides [85], bio and chemical sensors [86], and filters [87].

Plasmonic metal nanoparticles are of particular interest for confining the light into nanoscale

volumes. When the diameter of the nanosphere is smaller than the wavelength of light, we can

define the frequency dependent polarizability α(ω) from the Clausius - Mossotti relationship [88]

given as

α(ω) = 3V
ε1 − ε2
ε1 + 2ε2

(2.9)

with the volume of the particle V. As can be seen in Eq. 2.9, the polarizability of metal nanoparti-

cles has a maximum value in the visible frequency when the real part of metal dielectric constant
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Figure 2.4: Illustration of the localized surface plasmon resonance (LSPR) of metal nanoshpere in
response to an external electric field

becomes -2 (we assume ε2 ' 1 in air). This resonance behavior is similar to the harmonic oscillator

model without a restoring force. Hence, we can imagine an oscillating electron cloud of the plas-

monic metal nanoparticles at the resonance frequency of the electromagnetic field as illustrated in

Fig. 2.4 [89]. This phenomenon, called localized surface plasmon resonance (LSPR), also induces

strong confinement of the electromagnetic field into the metal nanoparticles as a type of evanescent

field. This localized evanescent field surrounding the metal surface then induces strong light-matter

interaction on the nanoscale when the sample is closely approached to the particles. Hence, we

can use this metal nanostructure as a nanoscale source, absorber, or scatterer for various types of

nanoscale light-matter interaction beyond the diffraction limit. We can expect this LSPR effect at

the apex of the sharp metallic tip of an atomic force microscopy (AFM). Therefore, high spatial

resolution optical imaging and spectroscopy are possible by illuminating a light into the apex of

the tip, and scanning it onto the sample surface. This is a fundamental principle of scattering type

scanning near-field optical microscopy (s-SNOM), which I will describe in the next section.

While the dipole moment induced by LSPR at the apex of the s-SNOM tip provides a localized

evanescent field, its field enhancement factor is relatively smaller than that of the nanoparticles

due to an overdamped resonance of a semi-infinite tip structure. To achieve stronger local field

enhancement at the apex of the plasmonic tip, we can induce another conducting plane below the

tip as an image dipole. When the tip is closely approached to a plasmonic surface with unbound
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Figure 2.5: (a) Illustration of a coupled dipoles model to calculate polarizability and local field
confinement at the gap between tip and substrate. (b) Calculated effective polarizability with
respect to the tip - substrate distance for Au and Si substrates [90].

electrons, the localized field at the tip apex induces localized surface charges which give rise to an

image dipole of the tip [91]. Therefore, we can induce a dipole-dipole interaction by introducing

an image dipole on the metallic substrate as shown in Fig. 2.5a [90]. The polarizability of coupled

dipoles can be described by a dipole of the tip (we assume tip polarizability is the same as sphere

for simplified model) and an image dipole with polarizability β = (εsurf − 1)/(εsurf + 1), placed

on the substrate with a distance of −d. From a dipole-dipole interaction, the polarizability at the

nano-gap is given as

αeff,z = αsph,z

(
1−

αsph,zβ

16πd3

)−1

. (2.10)

We also derive the localized electric field at the nano-gap as a function of height z (for z < d) by

adding the field contribution from the external field and the dipole moment of the nano-gap [90]:

Etot,z[z] = Einc,z + Esph,z + Eimsph,z

=

(
1 +

αeff,z

16π(d− z)3
+

αeff,zβ

16π(d+ z)3

)
Einc,z.

(2.11)

Fig. 2.5 shows an illustration of the coupled dipole model (a) with an example of distance-dependent

polarizability (b) for Si and Au substrates for λ = 10 µm excitation field [90]. As shown in this

example, we can actively control the local field enhancement at the nano-gap by inducing and

engineering a dipol-dipole interaction. We note that the in-plane polarizability and optical field are

also increased in the nano-gap with smaller extents than that of out-of-plane mode [90].
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2.2 Scanning near-field optical microscopy

The beginning of near-field optical microscopy is dated to nearly a hundred years ago. An Irish

physicist, Edward H. Synge, conceived a simple theoretical idea measuring transmission signals

through a nano-aperture to achieve the sub-wavelength optical imaging [92]. Although Albert

Einstein reviewed and approved his idea for journal publication in 1928, this idea was not realized

experimentally until his death in 1957. It was mainly due to technological limitations in nano-

fabrication, nano-mechanics, intense light source, and a high sensitivity detector.

Based upon the technological breakthroughs, scanning near-field optical microscopy (SNOM)

or NSOM was experimentally demonstrated in 1984 by a German-Swiss physicist, Dieter Pohl [14].

The first generation NSOM was based on using a tapered optical fiber with a metal-coated aperture

(diameter of 50 ∼ 100 nm). This apparatus has been widely disseminated for various applications

since it provides high spatial resolution optical image with corresponding surface profile. SNOM

has opened the way for the nanoscale optical characterization and significantly contributed to

materials [93, 94, 95], chemistry [96], photonic devices [97, 98, 99] research, and even to biology

[100, 101, 102]. Although it was an extremely powerful method at that time, there were several

practical difficulties to obtain reproducible NSOM signals. First, the shear-force AFM feedback

is not stable due to low Q-factors when the fiber tip is attached to the tuning fork [38]. The

metal coated nano-aperture is easily damaged due to this unstable AFM feedback. In addition, the

measurable spectral range is limited due to the narrow spectral bandwidth of an optical fiber. Most

importantly, the light transmission efficiency of the nano-aperture is too low. This low efficiency

limits the spatial resolution (the diameter of an aperture should be larger than ∼50 nm) and

applications in inelastic scattering measurements.

For an aperture of radius a in a thin metal substrate, the total power of light transmission

Ptrans is given as [103, 90],

Ptrans(λ, a,Einc) =
64

27π

(
2πa

λ

)4

a2︸ ︷︷ ︸
σeff

· c

2
ε0E

2
inc︸ ︷︷ ︸

incident irradiance

, (2.12)
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where σeff is the effective transmission cross-section and c/2 ·ε0E
2
inc is the incident irradiance to the

small aperture. This rapid decrease in transmission power with respect to the decreasing aperture

diameter has led us to other approach using a local scatterer, scattering type scanning near-field

optical microscopy (s-SNOM) [17, 18]. The fundamental concept of s-SNOM is the same as SNOM

measuring a near-field signal simultaneously with a topography. The only difference is using a

sharp tip for measuring near-field scattering signals instead of using a fiber aperture. While the tip

- sample distance control method in SNOM is limited mainly to the tuning fork based shear-force

feedback, s-SNOM uses a conventional tapping mode AFM as well as shear-force AFM. In addition,

the shear-force feedback with a short tip in s-SNOM is more stable than SNOM using a long optical

fiber. Besides, the measurable spectral range of near-field scattering is not significantly limited.

Therefore, the spectral range of near-field microscopies is extended to infrared wavelengths and

to the THz regime [104, 105]. Most importantly, the local field enhancement and the scattering

cross-section are increased with the decreasing size of the apex of the tip. This allows us to achieve

a few nanometers spatial resolution in s-SNOM with intense optical signals. Furthermore, this

high sensitivity detection enables us to extend s-SNOM applications to a wide range of different

inelastic scattering measurements, such as Raman, IR, photoluminescence (PL), and nonlinear

optical responses.

While the near-field signal in SNOM is directly detected through the optical fiber, the near-

field signal in s-SNOM is scattered by a tip and delivered to the detector together with the far-field

background. Therefore, several methods are used in s-SNOM to reduce far-field background. Simple

demodulation of near-field signals with tip oscillating frequency is generally used [106]. The near-

field scattering induced by tip-sample dipole-dipole interaction gives a sinusoidal signal with the

oscillating frequency of the tip since the polarizability of coupled dipoles are related to the tip-

sample distance. Whereas the far-field background is not modulated with this frequency, we can

extract only near-field components with a lock-in amplifier. This method is generally used when

the AFM tips do not give strong polarizability, e.g., Si or Si3N4 tips. On the other hand, when

we use noble metallic tips in the visible wavelength range, we can use an optical antenna effect
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induced by localized surface plasmons. As described in the previous section, the excitation optical

field is strongly localized at the apex of metallic tips (Au, Ag, or Cu). Therefore, the excitation

rate of the near-field signals is a few orders of magnitude higher than the far-field signals. Hence,

we naturally can obtain high contrast near-field images without the demodulation process.

This optical antenna-based near-field detection method is called tip-enhanced near-field mi-

croscopy. This method allows us to extend s-SNOM to spectroscopy applications and detect inelas-

tic scattering signals, which have much smaller cross-section. Tip-enhanced Raman spectroscopy

(TERS) is a technique to measure Raman scattering signal using tip-enhanced near-field microscopy

[31, 107]. Raman scattering signal provides sample information on composite ratio, strain, sym-

metry, and temperature. However, since the Raman scattering cross-section is much smaller than

Rayleigh scattering, it is very difficult to obtain Raman signal from the nanoscale dimension of

molecular and material systems. On the other hand, we can obtain single molecule level sensitivity

Raman signal using TERS because TERS intensity has a fourth power dependence on the field

enhancement given by [89]

ITERS ∝ (F (ωout)F (ωin))2, (2.13)

where F (ω) is a field enhancement factor by an antenna-tip effect, defined as

F (ω) =
Eloc(ω)

Einc
, (2.14)

where Eloc(ω) is a frequency-dependent local electromagnetic field. Accordingly, TERS is a powerful

method for versatile nanoscale characterizations of various systems. Furthermore, tip-enhanced PL

(TEPL) spectroscopy is a promising method to characterize electronic and optical properties of

semiconducting materials. For the case of TEPL, the enhanced excitation rate is the same as TERS,

but the emission rate is enhanced by the Purcell effect, the enhancement of a spontaneous emission

rate by its surrounding environment, at the plasmonic nano-cavity. We will discuss a detailed

mechanism of TEPL in Chapter 4. Furthermore, we will discuss the tip-enhanced nonlinear optical

nano-crystallography in Chapter 5, as an extension of our tip-enhanced near-field microscopy study.



Chapter 3

Single molecular processes in interacting environments

3.1 Cryogenic tip-enhanced Raman spectroscopy for single-molecule1

Structure, dynamics and coupling involving single-molecules determine function in catalytic,

electronic or biological systems. While vibrational spectroscopy provides insight into molecular

structure, rapid fluctuations blur the molecular trajectory even in single-molecule spectroscopy,

analogous to spatial averaging in measuring large ensembles. To gain insight into intramolecu-

lar coupling, substrate coupling, and dynamic processes, we use tip-enhanced Raman spectroscopy

(TERS) at variable and cryogenic temperatures, to slow and control the motion of a single-molecule.

We resolve intrinsic line widths of individual normal modes, allowing detailed and quantitative in-

vestigation of the vibrational modes. From temperature dependent line narrowing and splitting,

we quantify ultrafast vibrational dephasing, intramolecular coupling, and conformational hetero-

geneity. Through statistical correlation analysis of fluctuations of individual modes, we observe ro-

tational motion and spectral fluctuations of the molecule. This work demonstrates single-molecule

vibrational spectroscopy beyond chemical identification, opening the possibility for a complete pic-

ture of molecular motion ranging from femtoseconds to minutes.

3.1.1 Motivation

The investigation of single-molecules allows for the observation of unsynchronized processes

and rare events occurring at specific locations in an inhomogeneous sample. As such, single-molecule

1 This section draws significantly from [19]. The experiment was performed by K.-D. Park and analyzed by K.-D.
Park and E. A. Muller, and supervised by M. B. Raschke.
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spectroscopy provides the systematic basis to reach beyond traditional spectroscopies that average

over both the spatial distribution and temporal dynamics of molecules.

Single-molecule spectroscopy can sensitively probe local environment and stochastic dynamics

through instantaneous shifts in fluorescence energies and spectral diffusion [1, 26, 27, 28]. Imaging

the spatial distribution of an optical excitation [108], disorder in molecular crystals [109] or ori-

entational fluctuations of a biomolecule [110] give insight into electronic and molecular dynamics

unresolved in a bulk measurement.

However, single-molecule fluorescence and its variations only indirectly probe the effects of

local perturbations such as external fields, intermolecular coupling, conformational states, or strain

and are generally not structurally specific [111, 112, 113]. Similarly, multidimensional spectroscopy

provides insight into intramolecular structure and dynamics on ultrafast timescales, yet with limited

information about slower timescales, oscillator density, or real-space distribution [29].

In contrast, vibrational spectroscopy can directly probe molecular identity through charac-

teristic spectral ‘fingerprints.’ Vibrational resonances can also serve as exquisitely sensitive and

specific reporters of intramolecular dynamics and the local molecular environment, due to the

structural specificity of normal modes and their narrow linewidth. Despite the relatively small

cross section typically associated with Raman scattering, enhancement by electronic resonance and

metal plasmons have enabled single-molecule vibrational spectroscopy with surface-enhanced Ra-

man scattering (SERS) [2, 30] and tip-enhanced Raman spectroscopy (TERS) [31, 32]. The high

sensitivity and spatial resolution of TERS enables investigation of localized chemical features and

processes even in a dense and heterogeneous system [114, 115].

However, molecules may be highly mobile at room temperature, and single-molecule TERS

or SERS sample and average over many adsorbate conformations. Rapid spectral fluctuations

associated with different adsorbate orientations and absorption sites that occur faster than the

spectral acquisition time contribute to inhomogeneous broadening similar to the ensemble aver-

aged spectra in far-field spectroscopy [2, 33]. Recently, low temperature TERS has allowed for

the spectroscopy of single-molecules in specific orientation with frozen degrees of freedom, with
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the intrinsic linewidth yet unresolved [116, 117]. Temperature dependent line shape measurements

in SERS suggest the possibility to distinguish vibrational dephasing on the femtosecond timescale

[118]. Low and variable temperature TERS would allow for the selective probing of single-molecule

intramolecular vibrational coupling. However, other contributions to the spectrum from orienta-

tional motion and spectral fluctuations may also contribute to spectral lineshapes in TERS even in

the limit of single-molecules.

Here, we perform cryogenic and variable temperature (90 - 300 K) TERS of malachite green

(MG) with high spectral resolution. In order to understand the role of intramolecular coupling,

conformational heterogeneity, dephasing, and ensemble effects we perform temperature dependent

TERS to observe thermally activated broadening. At low temperatures, we observe intensity fluc-

tuations on the seconds timescale that are both correlated and anti-correlated between modes, as

well as frequency fluctuations greater than the intrinsic line width. We attribute these fluctua-

tions to rotational motion and dynamic changes in the local environment of a single-molecule. We

demonstrate that at the small-ensemble or single-molecule limit, temperature dependent line shape

and time dependent spectral fluctuations are intrinsically linked through multi-timescale dynamic

interactions.

3.1.2 Experiment

Fig. 3.1a shows a schematic of our cryogenic TERS setup. A flow cryostat (ST 500, Janis)

with vacuum chamber is pumped by a turbo-molecular pump to a base pressure of < 10−6 mbar.

The sample is held by a round copper block (3 mm diameter) with K-type thermocouple. A cold

finger cools the sample to a minimum temperature of 90 K through an oxygen-free high conductivity

(OFHC) copper braid connected to liquid nitrogen cryostat.

Temperature is controlled (Model 331 cryogenic temperature controller, Lake Shore Cry-

otronics) with a resistive heater and K-type thermocouple up to 300 K with a stability of better

than 0.1 K.

Au tips are etched electrochemically [119] with ∼10 nm apex radius. A shear-force atomic
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Figure 3.1: (a) Schematic of the cryogenic TERS experiment. Incident laser (Einc) is focused onto
the apex of an etched Au AFM tip and Raman signal (Escat) is collected by a parabolic mirror in
a back scattering geometry. (b) Illustration of the Au tip-Au substrate junction showing molecular
motions of malachite green (MG) with characteristic vibrational signatures at different tempera-
tures. (c) Temperature dependent TERS spectra of MG. Spectra are background subtracted and
intensity normalized. Lorentzian line fit analysis of the N-C stretch mode at 1610 cm−1 as an
example (Right graph of (c), narrowest spectra are selected (Acquisition times: 1-10 s) from full
data set apart from spectra of Fig. 3.1c, additional fits shown in Fig. 3.6b in Additional results and
discussion section).

force microscope (AFM) based on quartz tuning fork drives the tips at their resonance frequency

(∼ 32 kHz) with a dither amplitude of <0.1 nm [120]. Amplitude of the tuning fork in shear-force

contact with the sample provides feedback to maintain the tip at a constant tip-sample distance

of 1-2 nm [121]. Sample drift for an equilibrated sample at 90 K is observed to be < 1 nm/min.

The sample holder is mounted to a glass plate that is attached to a piezoelectric transducer (PZT,

Attocube) for xyz sample scanning. AFM operation and tip positioning are controlled by a dig-

ital AFM controller (R9, RHK Technology) with a stepper motor (MX25, Mechonics) for coarse

positioning.

The tip and sample are positioned in the center of a custom 25 mm parabolic mirror (PM),

Ag coated, focal length = 12 mm, and N.A. = 1.0 [122, 123]. A Helium-Neon laser (632.8 nm, P
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< 0.3 mW) and liquid-crystal based polarization converter (ARCoptix) provide a radial polarized

incident beam [124] aligned with respect to the PM and focused onto the tip apex, with a measured

spot size of radius 1 µm.

At the excitation wavelength of 632.8 nm (1.96 eV) MG undergoes a resonance Raman scat-

tering through an electronic transition of the π-conjugated backbone. The tip-sample coupling is

enhanced through localized dipole-dipole interaction between plasmonic tip and metallic substrate

[32]. Raman signal is collected in the back scattered direction, passed through a long-pass filter

(633 nm cut-off) and focused onto the slit of a spectrometer (f=500 mm, SpectraPro 500i, Prince-

ton Instruments) with a LN2 cooled charge-coupled device (CCD, Spec-10 LN/100BR, Princeton

Instruments). Far-field micro-Raman is measured using the same experimental setup with the AFM

tip retracted several hundred µm from the sample. The spectrometer is calibrated using hydrogen

and mercury lines, with measured spectral resolution of 1.2 cm−1 using a 1200 groove/mm grating.

Experimental assignments of vibrational modes are made by comparison with DFT calculations

using Gaussian98 at the RB3LYP\6-31G(d,p) level.

TERS measurements are performed in a three step procedure. First, laser beam and sample

are positioned and aligned for optimal focus on the sample surface. Second, after retracting the

sample, the tip is moved into the focus of the laser beam. Lastly, the sample is brought into

shear-force AFM feedback for TERS measurements.

The MG sample is prepared by spin coating from an ethanol solution on a 100 nm thick

Si-template stripped Au layer (surface rms roughness < 0.5 nm) at a rate of 3000 rpm for 2 min-

utes. Coverage is calibrated by measuring the visible absorption (Cary 500 Scan UV-Vis-NIR

spectrophotometer) of reference samples spin-coated onto glass and calculating coverage from the

known optical cross section of MG and monolayer density of 1 molecule nm−2 (see Fig. 3.5a in

Additional results and discussion section). For the far-field micro-Raman reference measurements,

∼0.14 monolayer (ML) sample coverage is used, for the TERS measurements we use ∼0.006 ML

coverage. Based on this calculation, we probe 4 × 105 MG molecules within the measured micro-

Raman spot size of radius 1 µm. In contrast, an AFM tip with radius 10 nm probes an average of
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∼1–2 molecules in TERS, enabling routine few molecule sub-ensemble measurements. TERS mea-

surements confirm a similarly low surface coverage. TERS signal only occurs at sparsely distributed

sample locations, corresponding to less than 10% of locations a 90 K. Assuming molecules are dis-

tributed individually or sometimes clustered, single-molecule spectra are possible at this coverage,

and approximately a third of spectra at 90 K show the fluctuations associated with single-molecule

response in time-series measurements.

3.1.3 Results

We perform cryogenic and variable temperature TERS of MG adsorbed on a flat template

stripped Au substrate, using electrochemically etched Au tips with ∼10 nm apex radius and high

spectral resolution (∼1.2 cm−1) in a high vacuum environment as shown in Fig. 3.1a-b. A sparse

sub-monolayer coverage enables investigation of small clusters and single-molecules. We compare

TERS with far-field Raman spectroscopy (micro-Raman) at each temperature.

Fig. 3.1c shows TERS spectra of sub-monolayer MG in the frequency range 1125-1625 cm−1

(full spectrum in Fig. 3.6a in Additional results and discussion section) acquired at different tem-

peratures. At 300 K we observe broad peaks with a line width of 10-20 cm−1 full width at half

maximum, in agreement with previous room temperature TERS [125]. These peaks result from the

spectrally unresolved superposition of inhomogeneously and thermally broadened Raman active

vibrational modes. The signal emerges from the only a few molecule within the nanoscale sample

volume (average of ∼1–2 molecules) as calculated from the near-field spatial localization and sur-

face MG density. TERS line widths are systematically smaller than the ensemble measurements

using micro-Raman. The micro-Raman ensemble measurement of a heterogeneous system shows

significantly broader line shapes at all temperatures due to inhomogeneous broadening from the

ensemble average over ∼4 × 105 molecules. In contrast, TERS spectra contain inhomogeneous

broadening contributions from the range of conformations and adsorption sites sampled by a small

ensemble of molecules [126].

Shown in Fig. 3.1c, the initially broad peaks narrow with decreasing temperature, and several
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Figure 3.2: Temperature dependent TERS and micro-Raman line width Γ(T ) (a, b, c, d), and
micro-Raman center frequency ν̄(T ) (e) with corresponding exponential fits. (f) Energy diagram
of an energy exchange model for vibrational dephasing. A vibrational mode with ground state n0

and excited state n1 is coupled to an exchange mode ν̄ex. Dephasing is caused by instantaneous
changes δν of the vibrational Raman frequency ν̄.

of them split, revealing a number of additional modes. At 90 K, narrow line widths allow for the full

identification of the normal modes and symmetries of each TERS peak (see Fig. 3.6a in Additional

results and discussion section), as otherwise obscured at room temperature. Within the spectral

range shown, we assign selected peaks of characteristic normal modes based on density functional
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theory (DFT) calculations, including C-H in-plane bends (1170 cm−1) and twists (1370 cm−1),

bending of the methyl group (1480 cm−1), and an N-C stretching mode (1610 cm−1).

In order to gain insight into the underlying mechanisms, we analyze the temperature depen-

dence of vibrational line widths Γ(T ) and resonance frequencies ν̄(T ). Fig. 3.2 shows the results for

the four selected modes both from TERS and micro-Raman spectroscopy. The line widths Γ(T ) and

uncertainties have been extracted from a Lorentzian line fit analysis (shown in right graph of (c)

and Fig. 3.6b in Additional results and discussion section). Since the narrowest peaks are selected

from the fluctuating spectra in the time domain, we can select a homogeneous sub-ensemble and

thus eliminate heterogeneity otherwise observed in an ensemble measurement [127].

At room temperature, TERS line widths are 2-8 cm−1 narrower compared to the line width

obtained with micro-Raman, while at 90 K TERS line widths are 6-10 cm−1 less than micro-Raman.

As an example, the micro-Raman line width of the 1170 cm−1 C-H bend narrows only by a factor

of 2, from 20 cm−1 at 300 K to 12 cm−1 at 90 K (Fig. 3.2a) In contrast, the same 1170 cm−1 mode

measured by TERS narrows by a factor of ∼5 over the same temperature range, from 18 cm−1 to

3.5 cm−1.

Temperature dependence of the line width is found to follow an Arrhenius behavior. Fig. 3.2a-

d shows fits for Γ(T ) = Γ0+A·e−EA/kbT . Fit parameters for activation energy EA, zero temperature

line width Γ0, and prefactor A from TERS are summarized in Table 3.1.3 (the corresponding micro-

Raman results can be found in Table S1). The fitted values obtained for EA (290-590 cm−1) and

A (25-180 cm−1) in TERS are larger than micro-Raman, discussed in detail below.

Accompanying the decreasing line widths, the center frequencies of several modes are found

to continuously red-shift with decreasing temperature in micro-Raman. As an example, Fig. 3.2e

shows the temperature dependence of the micro-Raman center frequency ν̄F (T ) of the 1170 cm−1

mode with EA=270±80 cm−1. However, as seen in Fig. 3.1c, center frequencies in TERS typically

do not shift in a systematic fashion at low temperatures. While TERS spectra at room temperature

are reproducible across the sample and between repeated measurements, low temperature TERS

spectra do not have a reproducible center frequency due to inhomogeneity between small sub-
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ensembles.

Following established procedures derived from early dephasing studies in vibrational spec-

troscopy, we model the temperature dependent line widths as vibrational dephasing resulting from

coupling δν̄ to the thermal bath [128]. An exchange coupling model, illustrated in Fig. 3.2f, ap-

proximates system-bath coupling as mediated primarily through a low energy vibrational exchange

mode expressed as ν̄ex [129, 130, 131, 132].

Figure 3.3: (a) Time-series contour plot of 90 K TERS spectra showing spectral fluctuations (For
full spectral and temporal data set, see Fig. 3.8a in Additional results and discussion section). (b)
Corresponding covariance map of Raman intensities from (a). (c) Symmetry assignment of the four
principle vibrational modes, with molecule shown in the orientation in which A2 or B1 modes are
forbidden, respectively. (Anti-) Correlations from (b) are indicated by red and blue arrows. The C-
H out-of-plane bending modes are highlighted by green and blue circles. (d) Subset of time-series
spectra (dots), from the region indicated by the dashed box in (a), with Lorentzian fits (solid)
exhibit alternating appearance of peaks at 525 and 799 cm−1 (B1) versus 528 and 804 cm−1 (A2).
(e) Corresponding molecular orientations at each time slice determined by mode symmetry.
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Peak (cm−1) EA (cm−1) Γ0 (cm−1) A (cm−1)

ν̄(1610) 290 ± 40 3.5 ± 0.4 25 ± 6

ν̄(1480) 590 ± 60 1.5 ± 0.2 180 ± 40

ν̄(1370) 480 ± 20 2.6 ± 0.2 98 ± 8

ν̄(1170) 360 ± 40 3.7 ± 0.6 77 ± 20

Peak (cm−1) EA (cm−1) ν̄0 (cm−1) A (cm−1)

ν̄F (1170) 270 ± 80 1168.5 ± 0.2 10 ± 4

Table 3.1: Results from Arrhenius fits to the temperature dependent TERS line width Γ(T ) for four
selected peaks over the temperature range 90-300 K (Top). Corresponding fits to the variation in
center frequency ν̄F (T ) measured by micro-Raman spectroscopy for the 1170 cm−1 mode (Bottom).

In the perturbative coupling regime, temperature dependent line width Γ(T ) and shift in

resonance frequency ∆ν̄(T ) can be expressed as [129]:

Γ(T ) = Γ0 +
(δν̄)2τ

1 + (δν̄)2τ2
exp

(
−EA
kT

)
, and (3.1)

∆ν̄(T ) =
δν̄

1 + (δν̄)2τ2
exp

(
−EA
kT

)
. (3.2)

An Arrhenius temperature dependence arises from the energy EA associated with the vibrational

exchange mode ν̄ex. The observed Γ(T ) and ∆ν̄(T ) depend on the exchange coupling strength δν̄

and the lifetime τ of the exchange mode. TERS measurements of ν̄(T ) shift randomly for each

sub-ensemble measurement at lower temperatures, and ∆ν̄(T ) is measured using micro-Raman

following established procedures [118]. From the combination of equations (3.1) and (3.2), δν̄ and

τ can be estimated [133]. For the 1170 cm−1 mode, we find δν̄ =110±50 cm−1 and τ =80±20 fs.

TERS spectra at low temperatures exhibit fluctuations in both intensity and frequency of

individual peaks between subsequent measurements or even between subsequent spectra in time-

series acquisitions. Shown in Fig. 3.3a, we collect time series spectra with high spectral resolution

and acquisition times of 1 s (the full data set is shown in Fig. 3.8a in Additional results and

discussion section). The high vacuum and low temperature of 90 K allows for measurements times

of several minutes without bleaching. As visible in Fig. 3.9a in Additional results and discussion

section, while some peaks maintain constant frequency such as the 580 cm−1 mode, several other

peaks near 525 and 800 cm−1 fluctuate between discrete spectral positions.
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From the full data set (Fig. 3.8a in Additional results and discussion section), we calculate

the covariance σ(i, j) between frequencies i and j from the TERS intensities I(i, t) during short

time segments t1 to t2 using

σ(i, j) =
1

N

tn∑
t=t1

[I(i, t)− 〈I(i)〉]× [I(j, t)− 〈I(j)〉]. (3.3)

The resulting covariance map from the time range 37-72 s is shown in Fig. 3.3b, with additional

time periods shown in Fig. 3.10b-d in Additional results and discussion section. Fluctuations in

the total Raman intensity, e.g., from changes in tip-enhancement give rise to an offset with all

Raman active modes, appearing as correlated (positive value, blue) on the diagonal. In contrast,

off-diagonal features are signatures of mode intensity correlations and anti-correlations (negative

value, red). As can be seen, both correlated (blue) and anti-correlated (red) behavior are seen

between specific modes.

Fig. 3.3d shows the anti-correlation in the time domain in a subset of consecutive spectra from

the time series data (indicated by the dashed area in Fig. 3.3a). We find that modes of particular

symmetries are suppressed in individual spectra. Adjacent peaks at 525 and 528 cm−1 and 799

and 804 cm−1 respectively appear and disappear in an anti-correlated manner. Within the same

time-series data, several other MG vibrational modes appear to remain constant in frequency and

do not undergo blinking, including the mode at 580 cm−1. From the mode assignment based on

DFT, we thus conclude that the appearance of modes of A2 or B1 symmetry are mutually exclusive

and thus anti-correlated (see 46, 48, and 50 s spectra), except for rare transition events (spectra at

47 and 49 s). In contrast, modes of identical symmetries are correlated, e.g., the 525 and 799 cm−1

B1 symmetry modes.

We model time dependent intensity fluctuations and spectral (anti-)correlations through the

tensor polarizability of surface or tip enhanced resonant Raman. Using selection rules developed

for surface enhanced resonant Raman spectroscopy, it is possible to assign molecular orientation.

In resonant Raman, Franck-Condon enhancement enhances fully symmetric modes, while vibronic

(Herzberg-Teller) coupling additionally enhances non-totally symmetric modes and contributes sig-



31

nificantly to the observed spectrum when the exciting optical frequency approaches a molecular elec-

tronic resonance [134, 135, 136]. Near a metal surface, surface plasmon resonances further enhance

the signal [137, 138]. Coupling between vibrations, molecular resonances and the metal substrate

introduce more complex selection rules, which can be expressed as 〈I|µσ|K〉〈K|µρ|F 〉〈F |VeN/Qk|I〉

[135]. Here I, F , and K are initial state, charge transfer state, and excited molecular state, with

associated dipole operators for the molecular µσ, charge transfer µρ, and vibronic VeN/Qk coupling.

The molecular vibration, molecular electronic resonance and metal substrate thus each contribute

to the observed intensity.

For a surface adsorbed molecule, the molecular symmetry is reduced and plasmonic enhance-

ment of modes with particular symmetry can lead to surface selection rules based on molecular

orientation [139, 140, 141, 142, 135]. Enhancement or suppression of vibronically enhanced modes

in many cases can be used to determine molecular orientation on the surface [140, 141, 143, 144].

For aromatic molecules with C2ν symmetry such as MG, the A2, B1, and B2 modes are expected

to be suppressed (Fig. 3.3c) with the molecular z-axis normal to the surface, z-axis parallel to

the surface and aromatic plane normal to the surface, and aromatic plane parallel to the surface,

respectively.

Orthonormal vibrational modes are mutually exclusive within a single-molecule or oriented

cluster and necessarily appear anti-correlated with time-varying molecular orientation. Following

the selection rules observed previously [140, 144], we can assign anti-correlation between modes with

A2 and B1 symmetries to rotational motion of an adsorbed MG molecule. Details of the coupling

to both the surface plasmon and molecular electronic state at the excitation wavelengths may

affect the orientational assignment of the molecule, though this is unlikely to affect orthogonality

of Raman modes and the resulting anti-correlated fluctuations during rotation.

Fig. 3.3d shows the anti-correlation in the time domain in a subset of consecutive spectra

from the time series data (indicated by the dashed area in Fig. 3.3a). Frequency correlation of the

time series, defined as normalized covariance χij = σij/(σiiσjj), (Fig. 3.10a in Additional results

and discussion section) shows a frequency correlation of 0.6 to -1, while modes with the same
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symmetry have a correlation of +0.8 to +1 for different spectral regions and time-series, closely

matching the idealized (anti-)correlations of -1 and +1 [145, 146]. Similarly, fully symmetric (A1)

modes are positively correlated with all other modes. While small intensity fluctuations would also

be possible in time-series measurement of a tip wandering across small clusters of molecules, we

observe much larger fluctuations. Individual modes in Fig. 3.3d have intensities which fluctuate

discretely between maximum and zero intensity, indicating single-molecule spectra are observed

within the time-series.

Although enhancement by electronic coupling may affect the determination of the absolute

orientation and angles of rotation, the mechanism of rotation based upon ground-state DFT calcu-

ations is commensurate with our observations. Alternating enhancement between modes can occur

as the molecule rotates in a pinwheel fashion with the aromatic plane tilted up from the surface

and the phenyl moiety pointing either normal or parallel to the surface as illustrated in Fig. 3.3e.

Additionally, from the studies of a larger time window, spectral fluctuations are observed in

the form of frequency shifts. As an example, Fig. 3.4a shows a selection of TERS spectra with

short averaging times collected over a 209 s time series, with the full data set shown in Fig. 3.8a

in Additional results and discussion section. As can be seen, individual spectra have line widths

significantly narrower than the far-field Raman spectrum, yet the sum of TERS spectra approaches

the micro-Raman line shape, which ensemble averages over the spectral fluctuations and rotational

dynamics.

Fig. 3.4b shows covariance plots of the 780-810 cm−1 region for four short segments within the

long 209 s time-series (see Fig. 3.10b-d in Additional results and discussion section). Hydrogen out-

of-plane bending modes with A2 and B1 symmetry show anti-correlated fluctuations during each of

the first three time segments. In the final 135-203 s period only a single mode is observed and the

molecule appears to remain fixed. Between the time segments, each of the hydrogen out-of-plane

modes of A2 and B1 symmetry shift by a few cm−1. In contrast, during this same time period

of 209 s, several modes with fully symmetric A1 character remain at nearly constant frequency

throughout the acquisition and do not undergo blinking. We discuss below the covariance plots
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Figure 3.4: (a) Spectral fluctuations as observed in TERS spectra (left), compared with inho-
mogeneously broadened micro-Raman spectra (right), both at 90 K. (b) Corresponding covariance
plots with assigned underlying rotational motion within each of a series of short time segments.
Spectral fluctuations appear as jumps in frequency between each time segment.

of short time segments and the correlation between modes with respect to dynamics of rotational

motion and spectral fluctuations.
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3.1.4 Discussion

In the following we first discuss the temperature dependent spectral narrowing and frequency

shifts, followed by analysis of the rotational motion and spectral fluctuations. Temperature acti-

vated spectral broadening and shifts are caused by ultrafast vibrational dephasing through in-

tramolecular coupling to low-energy molecular modes. The correlated intensity fluctuations of

particular vibrational modes directly record molecular reorientation occurring on the experimental

timescale of seconds.

Intramolecular coupling

Temperature-dependent vibrational linewidths range from 20 cm−1 for micro-Raman at 300 K

to 1.5 cm−1 for TERS 90 K, which agree with typical experimental values [147, 148]. Similarly

TERS measurements of Γ0 ranging from 1.5 to 3.5 cm−1 compare well with typical values for

molecular systems [149].

The observed activated temperature dependence of both narrowing and frequency shifting

of the peaks is characteristic of vibrational dephasing. Several studies of molecular materials have

observed exchange coupling to low energy intra- or intermolecular vibrations, frustrated rotations,

or translations [150, 133, 151], and they have been attributed to substrate modes in temperature-

dependent SERS [118]. The four vibrational modes analyzed in Table 3.1.3 exhibit values of EA

corresponding to specific frequencies ranging from 270 to 590 cm−1. A number of low energy torsions

of MG are available near the observed EA, which are more likely exchange modes than phonons

of Au because the measured EA exceeds the highest optical phonon band of Au of ≤160 cm−1

[152]. The derived coupling strength δν̄ '110 cm−1 falls within the range of values expected for

intramolecular coupling, though it is somewhat larger than observed in previous investigations of

vibrational exchange [129, 131] or calculations of typical anharmonic coupling [153].

Temperature dependent TERS must be treated as an upper bound measurement of narrow-

ing and dephasing by anharmonic coupling and exchange mode dephasing. Typically, temperature

dependent homogeneous broadening is measured in highly crystalline samples [133] or using line-
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narrowing time-domain spectroscopies [154]. Single-molecule vibrational spectroscopy has been

proposed as an alternative measurement of the homogeneous line width [118, 155], yet this as-

sertion relies on the assumption of a stationary molecule within a well-defined local environment.

TERS spectra of even a single-molecule at room temperature are broadened due to rapid frequency

fluctuations faster than the integration time of the measurement. For a small ensemble measure-

ment, broadening at high temperatures contains contributions from both femtosecond vibrational

dephasing and slower dynamics such that EA and A are overestimated by the exchange coupling

model.

Within the spectral acquisition time, a small ensemble and even single-molecules explore a

large phase space and many local environments, such that the line width approaches the micro-

Raman ensemble measurement. At 90 K, we observe that molecular motion slows to a timescale

observable with the fast 1 s acquisition time, yet at 300 K, the fluctuations in the local chemical

environment occur too rapidly and contribute to line broadening. As seen in Fig. 3.4a, a series of

90 K TERS spectra collected with short acquisition times over the course of 209 s have narrow line

widths comparable to the expected homogeneous line widths.

Single-molecule motion

With longer acquisition times or at higher temperature, individual acquisitions integrate

over rapid fluctuations and broadening is observed similar to the spatial integration and ensemble

broadening in far-field micro-Raman. We attribute these frequency fluctuations to two types of

dynamic processes, discussed below, rotation of the molecule relative to the surface, and time-

dependent changes in the local chemical environment. Indeed we only observe anti-correlated

fluctuations on the 1 s timescales of spectral acquisition at 90 K. At room temperature, molecular

motion occurs too rapidly, and the acquisition averages over fluctuations such that the spectrum

cannot be distinguished from an ensemble measurement.

Statistical analysis of fluctuating spectra through their covariance has been shown to sen-

sitively isolate behavior of small sub-ensembles within even bulk-type experiments [156]. Anti-

correlated fluctuations are often used as evidence for single-molecule spectral response in a number
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of single-molecule methods [157]. In TERS, fluctuations with intensity correlated between all

modes have been often observed and attributed to variation in total enhancement [145]. How-

ever anti-correlated alternating Raman enhancement of one isotopologue relative to another was

used to demonstrate single-molecule response [158, 159, 160]. Intensity fluctuations in isotopo-

logues are attributed to enhancement of the full vibrational spectrum of one molecule relative

to another resulting from diffusion of the tip, molecule, or localization of the field enhancement.

Anti-correlated fluctuations in the TERS spectrum have also shown isomerization of a single photo-

switching molecule on the apex of a TERS tip [161]. Anti-correlated fluctuations in the time-series

spectra are able to resolve single-molecule isomerization even within the larger probed ensemble

of a self-assembled monolayer. Similar anti-correlated frequency fluctuations of certain modes in

surface enhanced Raman spectra of a lipid bilayer were attributed to single-molecule motion of a

lipid within a membrane bilayer [162].

Rotational motion has been proposed to be observable through anti-correlated intensity fluc-

tuations in modes with orthogonal polarizability tensors[145]. Recent low temperature single-

molecule TERS investigations have primarily reported static molecular orientations [116]. Re-

cently investigations have also associated fluctuations with Franck-Condon enhancement, which

attributed anti-correlations between large several hundred cm−1 regions of the TERS spectrum to

slight changes in the excited electronic state [146]. Near resonance with the molecular electronic

state and near resonance with the tip plasmon, however, vibronic Herzberg-Teller enhancement can

be larger than Franck-Condon enhancement [143, 163, 139], leading to our observed orientation-

dependent Raman scattering from individual modes of different symmetry separated by only a few

cm−1.

Spectral diffusion similarly slows to timescales observable between the 1 s acquisition time

and 209 s measurement time at 90 K. At several points within the time series A2 and B1 modes

jump coincidentally and with equal frequency shifts, while other modes remain at nearly constant

frequency. Coincident shifts of the A2 and B1 are expected, since the observed normal modes all

involve C-H out of plane bending of the same atoms. Further, while a change in tip-sample geometry
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can affect overall enhancement, it is unlikely to play a role here because the change in enhancement

only involves difference in symmetry and not the identity of normal modes. Any change in local

environment or bond softening is expected to affect these modes similarly. Differences in vibrational

frequency have been observed between subsequent single-molecule SERS without time-resolved

measurements, which was attributed to differences in a static local environment [127]. Frequency

wandering has also been observed in time-series SERS and TERS measurements, and observed

motion was attributed to diffusion of liquid water [146, 162]. In vacuum at low temperature,

however, frequency jumps are unlikely due to diffusion of residual liquid water and must be activated

by the thermal bath. In contrast to the results obtained under atmospheric conditions, in vacuum

we observe no fluctuations at room temperature and only minimal differences between repeated

measurements at different locations. The disappearance of fluctuations with increasing temperature

and associated increase in line width together support that frequency shifts at room temperature

occur faster than the 1 s acquisition time and contribute to broadening.

Analysis of mode character and fluctuation during a time series measurement supports as-

signments of rotational motion and spectral fluctuations and rules out alternate explanations. In-

stability in the TERS probe or spectrometer can be completely ruled out because several torsional

modes are stable to within ≤ 2 cm−1 over the same 209 s time-series (Fig. 3.9b-c in Additional

results and discussion section) during which the C-H out of plane modes shift by several cm−1.

If the tip were to drift, enhancement of separate molecules or clusters with different adsorbate

conformation could be observed similar to rotation of a single-molecule. For the sparse coverages

used in our experiment, however, sample drift or photobleaching at long times only causes the dis-

appearance of all TERS signal, as sample motion and molecular diffusion are insufficient to bring

a new molecule into the TERS hotspot.

A remaining possiblity of a changing chemical enhancement through varying charge transfer

between the metal and molecule could be expected to change both the enhancement of modes as

well as shift frequency of vibrational modes through the Stark effect [164]. This is an unlikely expla-

nation, however, as the tip and sample are held at ground potential. Discrete frequency switching
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is also possible in the case of rotation and diffusion of a small cluster in which all molecules move

identically. Although we also consider this scenario unlikely, discriminating a single-molecule from

two molecules moving completely in tandem is a general limitation in single-molecule spectroscopy

and the possibility cannot be completely eliminated. A change in the tip-sample geometry could

change the perceived angle if the field angle were to change with drift of the tip, however this is

unlikely due to the stable tip-sample positions achieved at low temperatures.

The spectral fluctuations and rotational motion we observe in real-time approach the long-

sought goal of measuring single-molecule local dynamics with structural sensitivity. Frequency shifts

of vibrations are typically smaller than in fluorescence, yet vibrational modes are both structurally

specific and typically more localized within a molecule enabling direct and quantitative investigation

of the chemical environment. For a molecule experiencing dynamic fluctuations within a hetero-

geneous local environment, rapid diffusion can result in a signal integrated over many molecular

configurations and interactions with the environment, such that the signal of even a single-molecule

approaches that of an ensemble measurement. Selective detection of uncorrelated molecular motion

is thus only possible in a highly controlled environment often requiring low temperatures.

Our demonstration of single-molecule dephasing, local dynamics and rotational motion using

TERS has not been previously possible in room temperature [115], low but constant temperature,

and/or low spectral resolution experiments [116, 117]. Diffusion is slowed from fast room tempera-

ture motions to the seconds timescale by cooling below the thermal activation energy, allowing for

the observation of how the molecule dynamically samples the local energetic landscape. Because

several of the anti-correlated modes are separated by ≤10 cm−1, even static orientation may be

difficult to ascertain with other methods, for example with lower spectral resolution, spatially aver-

aged far-field Raman, or within the energetically disordered probe regions of SERS. Observation of

intramolecular and conformational dynamics becomes possible through the combined high spectral

resolution and single-molecule sensitivity of the experiment.

In summary, simultaneous access to disentangled intramolecular structure and dynamics, ro-

tational motion, and spectral fluctuations has been a long-standing goal. Both single-molecule and
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ultrafast and multi-dimensional spectroscopies have sought to separate and distinguish dynamic

components from the heterogeneity of a system to investigate structural evolution and energy flow.

Using variable temperature single-molecule TERS, we obtain detailed information on these molec-

ular scale motions even from continuous wave experiments. Here, in vibrational spectroscopy on

the single-molecule level with high spectral resolution, molecular fluctuations and their correlations

on multiple timescales provide the desired detailed view of molecular motions. The explored funda-

mental molecular properties in a heterogeneous system are integral to the performance of a variety

of functional materials and devices. High resolution temperature dependent TERS opens new

means and offers new insights into the intra- and inter-molecular coupling, structural, vibrational

dynamics, and molecular motion.

3.1.5 Additional results and discussion

Sample preparation and characterization

Tip-enhanced Raman spectroscopy (TERS) and micro-Raman are both used to observe spec-

tra of malachite green (MG) in sub-monolayer thin films. We calibrate adsorbate thickness using

ultra-thin films prepared by spin-coating MG solutions of different concentrations onto glass micro-

scope slides. Visible absorption spectra are measured by a UV-vis-NIR spectrophotometer (Cary

500 Varian) and calibrated by the known cross section of MG. Visible absorption spectra show a

linear relationship between solution concentration and film thickness of spin-coated samples for a

constant speed of 3000 rpm. Thicknesses were measured for ultrathin films between 1 monolayer

and the lowest coverages measurable by UV-vis spectroscopy corresponding to ∼0.05 monolayers,

shown in Fig. 3.5a. MG solution concentration for TERS was controlled to produce a coverage of

∼0.006 monolayers, corresponding to 1-2 molecules under the tip, while coverages for micro-Raman

were increased to allow sufficient signal-to-noise in far-field data collection.

We characterize the tip-sample geometry by independently imaging the tip and sample. Scan-

ning electron microscope images (Fig. 3.5c) show the expected 20 nm tip radius and a relatively

smooth tip geometry for the etched Au tips. We collect high-resolution atomic force microscopy
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Figure 3.5: (a) UV-vis spectra of MG spin-coated on glass are used to calibrate thin-film thickness.
(b) Comparison of low temperature TERS spectra at different spots. Linewidths are varied with
respect to the density of molecules in the region of tip apex. (c) Scanning electron microscope
image showing AFM tip geometry (d) AFM image of Au substrate imaged with a sharp tip in
intermittent contact mode.

images of the sample using silicon tips (Super-Sharp Silicon, NanoWorld, 285 kHz resonance) with

nominal tip radius of 2 nm, operated in intermittent contact mode. AFM images (Fig. 3.5d) show

the roughness of the polycrystalline template-stripped Au. Typical RMS roughness is ≤0.5 nm,

and the roughness shown in Fig. 3.5d is 0.35 nm, although individual grains are found to have a

small lateral extent. The large area roughness of template stripped Au is also found to be small,

with the range of roughness being ≤5 nm in a 10 µm image.

MG ultra-thin films consist of randomly distributed molecular adsorbate. In order to locate

the regions which contain a small-ensemble of MG rather than larger clusters, several TERS spectra

were recorded at each temperature, and the narrowest spectra at each temperature were used.

Fig. 3.5b contains repeated TERS spectra at 90 K, showing the expected narrower linewidths (blue)

in sub-ensemble or single-molecule spectra relative to a broader linewidth, which may result from

spectra collected from a larger MG cluster. Fluctuations attributed to rotation and conformational

changes discussed in the Results section were only observed in the narrowest spectra at 90 K.

Comparison between TERS and micro-Raman

Below we present a more through comparison between the temperature dependent TERS and

micro-Raman spectroscopy. In order to facilitate a detailed comparison between spectral line shapes

in the ensemble-averaged micro-Raman and TERS spectra, spectra for both methods are collected
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with the same apparatus, with the Au tip brought close to the surface or retracted, respectively.

By using same excitation laser, collection optics, and detector, we minimize systematic differences

between each method and maintain the spectral resolution of 1.2 cm−1.

Fig. 3.6a shows a comparison between micro-Raman and TERS spectra under identical ex-

perimental conditions. Because the range of the charge-coupled device detector is less than the full

frequency region of interest, spectra of the full region are collected by superimposing two overlap-

ping spectral regions. The peaks in micro-Raman spectrum narrow when temperature decreased

from 300 K to 90 K, however the TERS peaks narrow by a significantly greater amount (Fig. 3.6b).

Quantitative comparison with density functional theory (DFT) calculations (bottom of Fig. 3.6a)

allows assignment of vibrational modes in the 90 K TERS spectrum, which is more challenging

for the micro-Raman or 300 K TERS spectra. The intensities of several Raman active modes are

not accurately described by DFT. This is expected from the rotationally averaged DFT polariz-

ability calculations, which do not account for adsorbate geometry, interactions with the substrate,

electronic contributions to polarizability or intermolecular interactions in the dense sample used in

micro-Raman measurements.

Temperature dependent peak positions and peak widths are measured for four peaks. Fig. 3.6b

shows Lorentzian fits for each of the 1170, 1370 and 1480 cm−1 peaks (fits for the 1610 cm−1 are

shown in the Results section). The narrowest spectra with 1-10 s acquisition are selected from the

full data set. By selecting the spectra with minimal inhomogeneous broadening within the short

acquisition time, TERS spectra are obtained from regions containing only a few or single-molecule

sample volumes.

In contrast to the dramatic narrowing in low temperature TERS data, the micro-Raman

spectra narrow only slightly as a function of temperature. Fig. 3.6c shows micro-Raman spectra

for each temperature. Three peaks of temperature dependent micro-Raman spectra are fit to

Lorentzian line shapes in the same manner as the temperature dependent TERS spectra. The

peak at 1480 cm−1 could not be fit accurately at all temperatures in the micro-Raman spectra.

Temperature dependent fits to peak position and linewidth are shown on a logarithmic Arrhenius
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Figure 3.6: (a) Comparison between spectra: micro-Raman spectra at 300 K, micro-Raman spec-
tra at 90 K, and TERS spectra at 90 K. Below, density functional theory calculation exhibiting
predicted Raman modes over the full spectral range. (b) Lorentzian line fit analysis of the tem-
perature dependent TERS spectra of MG exhibiting peak narrowing for the peaks at 1170, 1370,
and 1480 cm−1. Lorentzian fits for the peak at 1610 cm−1 are shown in Fig. 3.1c. (c) Temperature
dependent micro-Raman spectra. Spectra are background subtracted and intensity normalized. (d)
Arrhenius plot of ln(Γ(T )−Γ0) and ln(ν̄(T )− ν̄0) versus 1/T . Data are identical to the exponential
graphs shown in Fig. 3.2.

plot in Fig. 3.6d and a linear plot in Fig. 3.2 of the Results section. Exponential temperature

dependence of ln(Γ − Γ0) is seen more clearly in the linear fits of Fig. 3.6d, although both plots

quantitatively fit the same values.

Fitting results for temperature-dependent miro-Raman are summarized in Table 3.1.5. Com-

parison of the micro-Raman to TERS fits reveal different temperature dependence. The activation
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Peak (cm−1) EA (cm−1) Γ0 (cm−1) A (cm−1)

ν(1610) 270 ± 60 9.9 ± 0.3 12 ± 3

ν(1370) 280 ± 30 10.8 ± 0.3 39 ± 5

ν(1170) 120 ± 40 8.5 ± 0.9 20 ± 1

Table 3.2: Results from Arrhenius fits to the temperature dependent micro-Raman linewidth Γ(T )
for three selected peaks over the temperature range 90-300 K.

energy EA and prefactor A in micro-Raman are much smaller than TERS, while the Γ0 is 3-5

times wider in micro-Raman. Inhomogeneously broadened peaks can contain multiple unresolved

modes at nearby frequencies, and narrowing of individual modes can be masked by the presence

of the multiple modes or by heterogeneity greater than the homogeneous linewidth. Micro-Raman

spectroscopy is thus considered inadequate and is found to underestimate EA and δν̄(T ).

Low temperature rotational motion and spectral fluctuations

At room temperature, fast molecular motions blur the spectral signatures of motion for even a

single molecule. At cryogenic temperatures, rotational motion and spectral fluctuations are slowed

to the timescale of seconds.

Fig. 3.7a shows TERS spectra repeatedly collected at each temperature between 300 K and

90 K with acquisition times ≥20 s. Between the measurements, the tip is retracted several µm and

brought back in to a different location on the sample. At 300 K and 255 K thermally broadened

peaks are well reproduced by repeated TERS measurements, while at 155-90 K individual peaks

appear to shift in a random manner between the acquisitions. Spectral fluctuations at room tem-

perature occurs faster than the timescale of the spectral acquisition, resulting in the appearance of

inhomogeneously broadened peaks even from a small sample volume. In contrast, slowed or frozen

spectral fluctuations appears as an inhomogeneity across the sample and between spectral acqui-

sitions, which we observe as heterogeneity between spectral acquisitions only at low temperatures.

Under the conditions investigated, however, TERS spectra of the high frequency region with short

acquisition times of 1 s, shown in Fig. 3.7b were not observed to fluctuate significantly in either

intensity or frequency.
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Figure 3.7: (a) Repeated TERS spectra of MG taken at each temperature in the region 90-300 K.
Sample inhomogeneity and spectral fluctuations result in significant variation in peak position
between the macroscopic areas of the sample. Spectra from different TERS acquisitions under
identical sample conditions are identified by color (red, green, blue) and offset to distinguish spectra
collected at different temperatures. (b) Time-series TERS spectra at 90 K in the high frequency
region with 1 s integration times. TERS spectra of this frequency range were not observed to
fluctuate under the conditions used.

In contrast to the high frequency region, low temperature TERS of the low frequency region

show significant fluctuations of certain peaks, as discussed in relation to Fig. 3.3-3.4. We present

additional data of the low frequency region, with the full time-series collected over 209 s shown

in Fig. 3.8a. Fluctuations in total intensity and fluorescence background are observed in addition

to fluctuations in intensity of individual modes. Zoomed-in spectra are shown (right of Fig. 3.8a)

from the areas indicated by red, yellow, and green dashed boxes. Time-series spectra over the full

time range show both the anti-correlated intensity fluctuations associated with rotational motion

as well as the slower spectral fluctuations. Covariance plots shown in Fig. 3.3b and Fig. 3.4b of the

Results section are taken from the regions indicated by white dotted areas in Fig. 3.4a.

The peak positions of near ∼435, ∼525, and ∼800 cm−1 shift by several cm−1 between each of

the short time segments. Fig. 3.4b shows TERS spectra integrated over each of these time segments.

Since the frequencies of a number of modes shift coincidently, quantitative peak assignment is still

possible by comparing the full TERS spectrum with calculated DFT Raman frequencies (bottom).
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Figure 3.8: (a) Time-series TERS spectra taken at 1 s intervals, showing the full acquisition time
of 209 s and full range of the spectrometer. Right, zoomed-in regions showing both rotational
motion and spectral fluctuations over the full time-series. (b) TERS spectra averaged over short
time integrals from the time-series data compared with DFT calculated normal modes (Bottom).

Only certain modes are observed to shift between different frequencies. Fig. 3.9a shows fits

to several peaks which alternate in intensity (525 versus 528 cm−1 and 799 versus 804 cm−1). Over

the same time period, the mode at 580 cm−1 with A1 symmetry assignment shifts only slightly in

frequency and does not undergo blinking during the frequency jumps. Fig. 3.9b-c show two peaks

which show similar behavior over this same time period. The overall intensity of these peaks changes

randomly over this time period, and these peaks do not disappear or change intensity or frequency

in a systematic manner during the frequency jumps of the fluctuating modes. As discussed earlier,

a number of modes are stable in both intensity and frequency over the same time-series acquisition

during which other modes undergo sharp jumps in both frequency and intensity. These stable

modes serve as an ideal reference to clearly demonstrate that of only particular normal modes can

only result from the intrinsic molecular response rather than detection artifacts or extrinsic effects.

Fig. 3.10a shows the correlation plot corresponding to the covariance plot shown in Fig. 3.3b

of the Results section. Frequency correlation, χij = σij/(σiiσjj), shows normalized intensities
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Figure 3.9: (a) Center frequency of three different vibrational modes during 37-72 s. Time-series
TERS spectra for the 580 cm−1 (b) and 660 cm−1 (c) taken at 1 s intervals, showing the full
acquisition time of 209 s.

as compared to the covariance plots shown in the Results section. The normalized frequency

correlation map enables quantification of correlation or anti-correlation, although the line shape of

each peak is obscured by this normalization. As noted earlier, the correlation plot shows that peaks

assigned to orthogonal A2 and B1 symmetries have correlations of +1 and -1 over this time period.

Other spectral ranges and time-periods similarly show correlation and anti-correlation A2 and B1

with magnitudes of | ±0.6 to 1|. As expected, peaks of fully symmetric A1 character fluctuate less

in intensity and are found to be correlated with all other peaks and with intensity fluctuations of

the non-resonant background signal.

Fig. 3.10b-d show covariance plots for each short time segment, showing a larger region of

interest than Fig. 3.4b of the Results section. In the covariance plots spanning a larger frequency

region, both correlation and anti-correlation are clearly observed for peaks separated by several

hundred cm−1. Anti-correlated TERS intensities are seen between A2 modes and B1 modes at
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Figure 3.10: (a) Correlation plot of Raman intensity for the time region 37-72 s (Covariance plot
is shown in Fig. 3.3b of the Results section). Covariance plots of Raman intensity over three time
regions (b) 2-23 s, (c) 82-109 s, and (d) 135-203 s.

∼435, ∼525, and ∼800 cm−1 in Fig. 3.10b-c. Peaks are labeled by their frequency over the time

range as shown in Fig. 3.3b of the Results section. Spectral fluctuations cause the slight shift of

peak positions between each short-time covariance plot. No fluctuations are observed in the final

time segment shown in Fig. 3.10d, corresponding to a static molecular position. Although the

explicit causes of spectral fluctuations cannot be concluded here, changes in substrate-adsorbate

interaction, e.g. alternately bonding to defects such as atomic vacancies, step edges, or terrace,

could contribute to spectral fluctuation. Fig. 3.9d shows the time trace of the center frequency

of three different vibrational modes during 37-72 s, quantifying the correlated spectral fluctuation
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between specific vibrational modes.
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3.2 Development of a cryogen-free low-temperature tip-enhanced spec-

troscopy2

3.2.1 Motivation

While we have investigated the intramolecular coupling and single-molecule dynamics with

the high-vacuum variable temperature tip-enhanced Raman spectroscopy (TERS) setup introduced

in section 3.1, the liquid nitrogen (LN2) flow cryostat has several remaining issues. In the previous

setup, there was no element to isolate the vibration of the cryostat because the TERS head is

rigidly mounted on the cryostat. This causes vibrational noise and mechanical drift of the head

even when the flow rate of LN2 is minimal. In addition, the sample did not remain clean during the

cooling procedure because multiple layers of water ice can be formed onto the sample surface under

high-vacuum conditions. Therefore, for a more detailed understanding of molecular dynamics and

intramolecular coupling properties as well as better measurement and control of samples, we build a

cryogen-free low-temperature tip-enhanced spectroscopy with an ultra-high-vacuum (UHV) closed

cycle helium exchange gas cryocooler extending the temperature range from 20 to 350 K.

3.2.2 Design and instrumentation

We aim to design and set up a cryogen-free low-temperature tip-enhanced spectroscopy,

where ′cryogen-free′ means not using liquid helium or nitrogen. Therefore, we design our new

low temperature setup with a closed cycle cryocooler. A closed cycle cryocooler is operated by a

thermodynamic cycle of a working substance. Its operating principle is similar to a heat engine,

but reverses the direction for a cooling system. Fig.3.11 shows a working principle of a closed

cycle cryocooler. Basically, the working substance cuts off a large amount of heat energy (Qw)

at a warm temperature (Tw) and simultaneously absorbs a heat energy of the sample (Qc). In

each cycle of cooling, the working substance performs thermodynamic work (W) because Qc is

much smaller than Qw. We can define the effectiveness of a cryocooler with the ratio W/Qc, the

2 This section covers instrumentation work performed by K.-D. Park and T. Jiang. The measurement was per-
formed and analyzed by K.-D. Park, and supervised by M. B. Raschke.
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Figure 3.11: (a) Description of a working principle of a closed cycle cryocooler. (b) Schematic
illustration of a closed cycle cryocooler consisted of a compressor, a displacer, and a regenerator.
(c) A frequency and vibration amplitude curve of a closed cycle cryocooler.

amount of work required to absorb a certain amount of heat from the sample at Tc. A closed cycle

cryocooler is generally consisted of multiple stages as shown in Fig.3.11. In the second stage, the

working substance absorbs a heat energy from the sample at Tc (W1). The absorbed heat energy

is transferred to the first stage through the intermediate heat energy (Qi) at the temperature Ti.

The working substance performs the same work (W2) between Qi and Qw. With the repeated cycle

of this procedure, the sample can be cooled down to a minimum temperature only depending on

the environmental heat load.

In general, helium (He) gas is used as a working substance. The temperature of a final

cooling stage can reach ∼50 K and <10 K with single stage and multi-stage systems, respectively.

The temperature of samples in optical measurements are generally higher than these temperatures



51

because there are heat loads from the sample mount, excitation laser, and other experimental

components.

We use a commercial multi-stages cryocooler (DE-204PF, Advanced Research Systems, Inc)

to build a cryogen-free low-temperature tip-enhanced spectroscopy. For operation of the cryocooler,

the Gifford-McMahon (GM) refrigeration principle is used [165]. A cryocooler consists of a com-

pressor (ARS-10HW, Advanced Research Systems, Inc) to compress the He gas, a displacer to

move the He gas between cold and warm parts, and a regenerator to enable the heat exchange of

He gas between cold and warm parts, as shown in Fig.3.11b. The refrigeration cycle of a closed

cycle cryocooler starts with opening the rotating valve disk for the path of high pressure He gas.

In this process, the high pressure He gas goes into the expansion space after passing through the

regenerating material. Second, the displacer is moved up by the pressure difference expanding the

He gas to cool down. Third, the rotating valve disk opens for the path of low pressure He gas,

enabling the cold gas to flow through the regenerator to remove heat from the cold stage. Lastly,

the displacer is moved down to its original position by the pressure difference, and the cycle is

completed.

Our cryocooler is designed to have very low vibrational amplitude at the sample stage. He

gas is filled in the space between the cold tip of the cryocooler and the sample mount without

mechanical contact between the two. This interface blocks vibrational noise transfer from the cold

tip to the sample mount. The manufacturer demonstrates the vibrational level of the sample mount

is ∼3 nm as shown in Fig. 3.11c even though the vibrational amplitude of the cold tip is 10 - 30

µm.

Fig. 3.12a and b show a schematic and a photo of the designed and built low-temperature

cryogen-free tip-enhanced spectroscopy setup. The cryocooler and a home-built atomic force

microscopy (AFM) are installed inside the vacuum chamber (MCF800-SphCube-G6F8, Kimball

Physics) and nipples. The vacuum chamber has two window ports in the front and at the bottom

with 2057.4 mm CF flange. The front port is to access to the AFM to change samples and tips, and

the bottom port is for optical access during spectroscopy and imaging measurements. We install
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Figure 3.12: A schematic drawing (a) and a photo (b) of the home built cryogen-free low temper-
ature tip-enhanced spectroscopy setup.

a turbo-molecular pump (HiPace 300, Pfeiffer Vacuum) with a rotary pump (Varian) on the right

arm to pump down the chamber with pumping speeds of up to 260 l/s for N2. On the left arm, we

install an ion pump combined with a non-evaporable getter (NEG) pump featuring pumping speed

in excess of 500 l/s (H2 and O2). We add two gate valves (10840-CE01-0005, VAT Valve) on both

sides of the AFM to maintain the vacuum on the pumps when we exchange a sample or AFM tip.

The chamber and the cryocooler are mounted on an optical table, but the cryocooler is separated

from the table with dampers for vibration isolation.

Fig. 3.13a-c show schematics and a photo of the AFM. The outer and inner cold shields are

mounted to the first and second stages of the cryocooler, respectively. The sample is held by an

oxygen-free high conductivity (OFHC) copper block, and the sample and tip mounts can be moved

in x-, y-, and z-directions up to 5 mm using motorized positioners (ANPxyz101, Attocube). A Si

diode (LS-DT-670B-S, Lake Shore Cryotronics, Inc.) is mounted near the sample to monitor the

temperature. The cold fingers cool the sample to a minimum temperature of 20 K through an

OFHC copper braid connected to the second stage of the cryocooler. A CNC-polished aspheric

lens (AL 108-B, Thorlabs) with NA = 0.55 is mounted on the base plate using OFHC tubes. For

vibration isolation, the AFM is suspended with springs from the ceiling of the inner cold shield.
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Figure 3.13: Schematic drawings (a, b) and a photo (c) of the home built cryogen-free low
temperature AFM setup.

For AFM imaging, Au tips are etched electrochemically [119] resulting in ∼10 nm apex

radius. A quartz tuning fork based shear-force AFM is used to control the tip at a constant

tip-sample distance of 1-2 nm [121]. The sample holder is mounted to a piezoelectric transducer

(PZT, ANSxy100/lr, Attocube) for x- and y-directions sample scanning and tip-sample distance

control (ANPz101, Attocube). AFM operation is controlled by a digital AFM controller (R9, RHK

Technology). For TERS or tip-enhanced photoluminescence (TEPL) spectroscopy and imaging, a

Helium-Neon laser (632.8 nm, P < 0.3 mW) provides a linearly polarized incident beam focused

onto the tip apex. Raman and PL signals are collected in the back scattered direction, passed

through a long-pass filter (633 nm cut-off) and focused onto the slit of a spectrometer (f=500 mm,

SpectraPro 500i, Princeton Instruments) with a LN2 cooled charge-coupled device (CCD, Spec-10

LN/100BR, Princeton Instruments). Far-field micro-Raman and PL are measured using the same

experimental setup with the AFM tip retracted several hundred µm from the sample.
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Figure 3.14: Amplitude change of the z axis of the sample with respect to the time when the
sample is approached to the AFM tip for without (top) and with (bottom) using eddy current
dampers.

3.2.3 Results and discussion

We perform a shear force AFM measurement on a periodic grating to test the stability of our

AFM suspended from the ceiling of the cold shield by springs. As can be seen in Fig.3.13b-c, we

mount magnets in the front and rear interfaces of the bottom plate of the AFM. When the AFM

moves relative to the cold shield, these magnets induce eddy currents (a current loop in a conductor

caused by motional electromotive force). These eddy current gives rise to a damping effect of the

vibrational noise of the cryocooler, and maintains the AFM stable.
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Figure 3.15: AFM topography and AFM phase images measured with eddy current damper.

Fig.3.14 shows the amplitude change of the sample z-axis with respect to the time, when the

sample is approached to the AFM tip. The top graph shows vibrational noise (∼8 nm) of the AFM

when we take out the magnets. It is difficult to remove this vibrational noise without eddy current

damper because the suspension springs are very sensitively influenced by environmental noises. On

the other hand, we achieve a low noise shear force feedback condition with eddy current damper as

shown in the bottom graph. The measured vibrational amplitude (∼0.5 nm) is comparable to the

noise level of a conventional shear force AFM with no spring suspension. We then perform AFM

scanning of a periodic grating in this condition. Fig.3.15a and b show measured topography and

AFM phase images. We obtain low noise AFM images reproducibly for several hours without any

vibrational noise issue of the springs.

During our initial pump down of the chamber, we achieve a vacuum pressure of 3 × 10−8

Torr. Although we use vacuum compatible materials for all the components in our setup inside the

chamber, some water vapor and other contaminants are left on the surfaces inside the vacuum. To

remove such contaminants, we perform a bake-out process, an artificial acceleration of outgassing.

For the bake-out, we wrap heater tapes around the vacuum chamber except for the glass windows.

In this procedure, heater tapes are wrapped carefully to not overlap, and several thermocouples are
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Figure 3.16: A temperature change of the cryocooler (a) and the sample (b) with respect to the
cooling time.

installed to monitor the temperature. After wrapping the chamber tightly with aluminum foil for

more homogeneous heating, we gradually ramp a heating temperature up to 200 ◦C for 24 hours, and

bake-out for another 48 hours. We then degas the vacuum system to remove residual contaminants

at the ion gauge. After pumpdown for another 10 hours, we achieve a vacuum pressure of < 1 ×

10−10 Torr.

In this UHV regime, we measure a temperature of the second stage of the closed cycle

cryocooler using a Si diode (LS-DT-670B-S, Lake Shore Cryotronics, Inc.). Fig.3.16a shows the

temperature of the cryocooler with respect to the cooling time. Red and blue graphs show tem-

perature change curves without and with the AFM installed. With the AFM, the temperature

decreases rapidly to 18 K in 275 min, it then gradually decreases to 6.5 K after cooling for ∼1000

min. Fig.3.16b shows the temperature of the sample with respect to the cooling time. This shows

a similar trend to the cryocooler stage, yet the final temperature is as low as 19.8 K due to the

limited cooling power of the closed cycle cryocooler. From this minimum temperature, we can

control the sample temperature with a resistive heater and a temperature controller (Model 331

cryogenic temperature controller, Lake Shore Cryotronics) up to 350 K with a stability of better
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Figure 3.17: Time series far-field PL response (a, c) and selected PL spectra (b, d) of bright and
localized excitons of a monolayer WSe2 measured at 30 K.

than 0.1 K.

As a test optical measurement at low temperature, we perform a far-field photoluminescence

(PL) measurement of a monolayer WSe2 grown on SiO2/Si substrate at 30 K. Fig. 3.17a and b

show time series far-field PL response and selected PL spectra of bright and localized excitons. At

low temperature, the PL intensity of the bright exciton is strongly suppressed due to the existence
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of an optically forbidden dark state [166]. We observe a PL response of the localized excitons

in only a few local spots of a WSe2 crystal. As can be seen in Fig. 3.17, an obvious spectral

fluctuation of very narrow peaks is observed with respect to the time in a fixed spot of the sample.

In previous studies, these very narrow PL peaks were identified as single exciton states bound to

defects [72, 73, 167, 168, 169]. This single photon emission behavior is reproducibly observed in

other local spots as shown in Fig. 3.17c and d. We will discuss the localized exciton of a monolayer

WSe2 in more details in section 4.4.

3.2.4 Future works

In the future, we will extend our work on low temperature single-molecule TERS to higher

spectral precision and in combination with STM for an extended mode selective study of intramolec-

ular and bath coupling as well as correlation study of tunneling transport and TERS derived

molecular orientation, as described below.

Single-molecule dynamics and intramolecular vibrational energy redistribution

The study of vibrational energy flow of local excited states of molecules has long been a

central goal to understand many chemical molecular processes [170, 118] and to test different

quantum and statistical theoretical models [171, 172]. Conventional techniques rely on ensemble

IR or UV pump-probe spectroscopy [173, 174] or femtosecond stimulated Raman spectroscopy

[175, 176] as examples. In particular, time-domain multi-dimensional spectroscopy provides, can

observe, and distinguishes femtosecond intra- and inter-molecular effects such as intramolecular

vibrational relaxation from many interactions with the bath and heterogeneity in the local chemical

environment [177, 178].

Single-molecule variable temperature TERS can complement these approaches. TERS mea-

sures signals from a small ensemble by spatially localized excitation and detection of a small sub-

ensemble within the larger bath, while multi-dimensional spectroscopy separates signal from sub-

ensembles by their characteristic frequencies. Single-molecule TERS opens inquiry to entirely new

time windows. While femtosecond multi-dimensional spectroscopy interrogates fluctuations on the
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Figure 3.18: Variable temperature single-molecule TERS (a) probing bath coupling from the
correlative study of a large number of vibrational modes and their temperature dependence of
peak position and linewidth. (b) Our data of spectral diffusion of malachite green represented as
covariance plots with assigned underlying rotational motion. Spectral fluctuations appear as jumps
in frequency between each time segment.

timescale of femtoseconds to picoseconds, anything slower is observed as heterogeneous broadening

and slow dynamics cannot be distinguished from static structure. TERS opens a new route of in-

quiry into dynamical fluctuation in the time window of milliseconds to minutes, observable through

jumps in the frequency spectrum. Meanwhile, single-molecule TERS provides frequency-domain

insight into femtosecond-nanosecond dynamical processes that contribute to spectral shifts and

line broadening. Single-molecule TERS offers a powerful route to address questions of static and

dynamical structure including ensemble averaging and the effects of intermolecular interactions.

We applied a variable temperature TERS for investigation of few-molecule and single-molecule

vibrational spectra in both the frequency and time domains with high spectral resolution [19]. We

found that the adsorbate conformation is unstable at room temperature and rapidly fluctuates due

to the significant thermal rate constant, while at low temperatures, conformational fluctuations are

slowed and intramolecular vibrational energy redistribution (IVR) provides a dominant contribu-
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tion to the observed line shape. From temperature dependent Raman linewidth and frequency shift,

we could derive activation energy, coupling strength, and exchange mode lifetimes that contribute

to IVR within a few-molecule sub-ensemble.

With our newly built variable temperature TERS (20 - 350 K) using a closed cycle cryostat,

we will investigate IVR of poly-aromatic molecules at the single-molecule level to understand the

role of molecular fluctuations and local environment on vibrational dynamics, as illustrated in

Fig. 3.18. As a model system, we study single molecules and coupled 2D aggregates of large flat

aromatic molecules such as porphyrin and phathalocyanines [179, 180, 181, 182] that are recently

becoming more important for a range of optoelectronic applications such as novel light harvesting

materials [183], molecular electronics [184], and organic semiconductors [185]. These molecules

have well understood conformation on the surface, allowing us to distinguish IVR processes as

a function of local chemical environment. We will compare single-molecules to 2D aggregates

to understand the role of intermolecular coupling and vibrational delocalization [186, 187]. We

will investigate temperature dependent vibrational dephasing of high-frequency modes versus low

frequency modes as sensitive probes of intra-molecular versus inter-molecular dephasing processes.

Finally, we can explicitly investigate the relationship between IVR dynamics and conformation by

a careful investigation of molecules with more than one stable adsorbate configuration or internal

degrees of freedom [188, 189, 190]. These detailed studies of large molecules will provide better

understanding for the fundamental nature of IVR phenomena and related chemical process such

as the positron annihilation. We will also seek to model these systems using statistical models for

system-bath interaction and vibrational energy and coherence transfer.

Single-molecule electronics

With the recent advancement of the single-molecule detection technologies [116, 19], inves-

tigating electronic properties of single molecules at metal-molecule-metal junctions has become a

prior work for their potential applications for molecular electronics. To capture single molecules in

metallic junction, various technological approaches were developed such as mechanically controlled

break junction (MCBJ) [191] and scanning tunneling microscopy (STM) break junctions [192, 193],
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Figure 3.19: Combination of TERS with STM based tunneling (left) for measurements of time
series TERS (i), providing molecular orientation and fluctuation information (ii), and correlated
with transport conductivity (iii). Tip-molecule force interaction (right) allows for probing nano-
mechanical molecular response and its anisotropy from symmetry selective vibrational frequency
shifts.

the latter with the benefit of precise distance calibration and transport measurement with the

opportunity for single molecule vibrational spectroscopy in UHV low temperature environments

[116, 117].

Recent studies showed a range of interesting phenomena including single-molecule diode

behavior [194], control of strain [195], protein sequence dependence [196], gap renormalization [197],

and molecular switching [198]. Several experiments revealed evidence that the electronic transport

properties of molecules depend on their orientations using UV excited cis-trans transition molecule

[199], statistical investigation [200], and combined with TERS analysis in ambient condition [201].

In ambient condition fishing mode TERS [201], molecules are diffusing rapidly and the specific

orientation cannot be controlled. In addition, inhomogeneous Raman linewidth from intramolecular

couplings makes it hard to analyze the correlation of fluctuating vibrational modes.
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Therefore, a comprehensive understanding of correlated properties of transport and orienta-

tion of various molecules in a stable measurement environment is desired. We will extend our UHV

low temperature TERS experiments to complement previous studies and to provide a complete pic-

ture of those properties for fixed or stably rotating single molecules, and further interesting open

questions: how bias tunneling and voltage, tip-sample forces, and temperature affect the molecu-

lar orientation, conformation, and metal-molecule bonding and vice versa of interest. We will use

π-conjugated biphenyl systems as a model molecule [200, 201]. As illustrated in Fig. 3.19(left),

time series TERS spectra (i) and conductance (G=I/V) will be measured at low temperature with

STM based distance and tunneling control. The orientation of molecules will be controlled with

temperature and laser fluence, and the specific orientations of molecules will be analyzed from the

covariance analysis (ii) of fluctuating TERS peaks of time series spectra. Then, we can derive

detailed correlation properties of transport and orientation of single molecules (iii).

In addition, we will explore the deformation of intramolecular atomic bonding for the applied

electromagnetic field, bias current and voltage, and tip-induced mechanical force as illustrated in

Fig. 3.19 (right). We expect to observe Raman frequency shift from modified strain and energy

of atomic bonds. This experiment is feasible for single molecules at low temperature since the

homogeneous linewidth of Raman peaks can be observed with suppressed intra- and inter-molecular

interactions. For this experiment, we will use porphyrazine and phthalocyanine molecules, which

are stationary flat on the surface at low temperatures [179].
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3.3 Near-field imaging of cell membranes in liquid3

Despite the power of far-field super-resolution microscopies for three-dimensional imaging of

biomolecular structures and processes, its application is challenged in dense and crowded samples

and for certain surface and membrane studies. While near-field imaging with its ability to provide

intrinsic sub-diffraction limited spatial resolution at any optical modality, its application to biolog-

ical systems has remained limited because of the difficulties of routine operation in liquid environ-

ments. Here we demonstrate stable and sensitive near-field scanning optical microscopy (NSOM) in

liquid based on a new mechanical resonance control and an optimization of the tip length, achieving

high quality factor (>2800) force sensing of the near-field probe. Through near-field imaging of

the spatial distribution of epidermal growth factor receptors (EGFRs) on the membrane of A431

cancer cells as an example, we reveal nanoscale correlations between surface EGFR and intracel-

lular organelle structures with ∼50 nm spatial resolution. The method provides a new avenue for

surface imaging in viscous liquid media to complement super-resolution microscopy for studies of

biological membranes, nanostructures, and interfaces.

3.3.1 Motivation

Recently, a range of super-resolution fluorescence microscopies have opened the door for

studying biomolecular processes with sub-diffraction limited spatial resolution. For example, stimu-

lated emission depletion (STED) increases spatial resolution by selectively deactivating fluorophores

[26, 34]. Likewise, photoactivated localization microscopy (PALM) and stochastic optical recon-

struction microscopy (STORM) overcome the diffraction barrier by using photoswitchable fluores-

cent probes [35, 36].

However, these super-resolution microscopies require not only specific fluorophores optimized

for the targets but also low density labeling to decrease localization uncertainty, limiting spatial

resolution and imaging speed [202, 203]. In addition, high excitation fluence is needed to obtain

3 This section draws significantly from [101]. The experiment was performed and analyzed by K.-D. Park in
collaboration with Inha University, and supervised by M. B. Raschke and S. G. Lee.
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the number of photons necessary for accurate position localization of the emitters. Therefore, pho-

tobleaching appears to be an unavoidable limiting factor [204]. Also based on a far-field sectioning

method, they are not necessarily ideal to investigate non-planar surface and interfaces (Fig. 3.20a).

Near-field imaging, on the other hand, provides intrinsically diffraction-unlimited spatial

resolution and is applicable to essentially any optical modality beyond fluorescence, including linear,

inelastic, and nonlinear spectroscopies [20]. Applied with great success to a wide range of material

systems especially with the advent of scattering scanning near-field optical microscopy (s-SNOM)

[18, 205, 83], it provides single molecule sensitivity [19], few nanometer spatial resolution, and in

the extension to ultrafast spectroscopy even few-femtosecond temporal resolution [206].

On the one hand limited to surfaces and interfacial regions accessible by the near-field probe,

this on the other hand can make near-field imaging ideal for the study of membranes and protein

nano-structures, with near-field localization profiling the surface thus discriminating against bulk

signals (Fig. 3.20b). In addition, based on force-feedback controlling the near-field probe interac-

tion, it provides simultaneous high resolution topographic information and multimodal imaging of

membrane mechanical properties, e.g., viscoelasticity and adhesion force [207], as well as a wide

range of optical modality.

However, a major limitation of near-field imaging for biological applications, has long been the

difficulty of operation in liquid environments. Typically based on scanning probe microscopy (SPM)

techniques, several attempts have been made for operation of near-field scanning optical microscopy

(NSOM) and tip-enhanced Raman spectroscopy (TERS) in liquid, in particular for the study of

cell membranes and electrochemical interfaces [208, 209, 210, 211, 212, 213, 214]. However, the

near-field probe is operated based on a scanning probe force sensor, where its mechanical resonance

deteriorates in frequency stability and quality (Q) factor in a liquid medium, sensitive to viscosity,

density, and temperature [215]. Yet, with the near-field signal very sensitive to tip-sample distance,

high precision and stability in the force-feedback is required to avoid imaging artifacts.
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Figure 3.20: Comparison of optical nano-probe imaging methods: typical super-resolution mi-
croscopy based on far-field sectioning (a), and NSOM based on near-field profiling (b). (c) Proce-
dure for NSOM imaging of EGFRs on the cell membrane in liquid. Anti-EGFRs are conjugated
to AuNPs for labeling to the A431 cell membrane. Near-field scattered light from the AuNPs is
collected by a NSOM probe under 405 nm laser excitation.

A refined approach for optimal force control in liquid as a basis for advanced near-field imaging

of cell surfaces and membrane proteins is thus desired. Here, we demonstrate a new approach of

mechanical resonance control of the near-field probe providing stable and sensitive imaging in

liquid. It is based on a combination of length and nodal point optimization of the mechanical force

sensor (tuning fork/fiber probe assembly) to achieve high Q-factor and sensitive force control in

liquid. As application example, we label gold nanoparticles (AuNPs) to the biomolecules on the cell

membrane as nano-plasmonic antennas to overcome the low sensitivity of the nano-apertured near-

field probe, as illustrated in Fig. 3.20c. Through high resolution (∼50 nm) near-field imaging of the

spatial distribution of epidermal growth factor receptors (EGFRs) on the membrane of A431 cancer

cells in liquid, we reveal nanoscale heterogeneity of surface EGFRs, as demonstating experiment

representing a typical bioimaging application.

Following the description and characterization of the force sensor design, we show the results

of its use for in liquid cell membrane imaging, and conclude with a short perspective of the approach

for a broad range of nano-bioimaging applications.
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3.3.2 Experiment

Our method is in principle based on established quartz tuning fork shear force sensing to

control and scan the near-field probe at and across the cell membrane. However in a conventional

implementation, the Q-factor of the NSOM probe is reduced to <100 when the tip is immersed in

liquid. To overcome this probelm, we recently developed a method to control the Q-factor of the

quartz tuning fork based NSOM probe as shown in Fig. 3.24a [38]. In that method, the resonance

frequency and the Q-factor of the NSOM probe are controlled by introducing two nodal wedges

(Node 1: knife edge point, Node 2: pin point) and adjusting their positions like fingering a guitar.

When the positions of the two nodal wedges are optimized, a high Q-factor is achieved since the

vibrational energy of the tuning fork is efficiently transferred to the NSOM probe (l1 and l2) due

to the effective vibration isolation at Node 1. In addition, we provide a novel physical concept to

operate near-field microscopy in liquid by optimizing the tip length, l3, to minimize the resistance

from liquid viscosity. This optimization is a key enabling step for nano-bio imaging applications,

and it was not yet discussed in our previously published two nodal wedges method [38].

Modeling of the high-Q NSOM head

The high-Q oscillator is divided into five vibration sections (Fig. 3.21): Rods 1, 2, and 3

corresponding to the fiber probe have lengths of l1, l2, and l3, respectively, and their lengths are

adjusted by changing the positions of two nodal wedges. Rods 4 and 5, corresponding to two

prongs of the tuning fork, have equal length of l4. The amplitude function for the five sections

can commonly be specified with the mathematical expression as U(l) = a cos (βl) + b sin (βl) +

c exp[β(l − lin)] + d exp[β(lin − l)] where a, b, c, d are unknown coefficients of the displacement

function. The variable l is the distance measured from the base of the tuning fork for Rods 4 and

5, and the distance measured from the pin point support for other sections.

The parameter β is defined as β = ω2ρS/EI (ω is a natural frequency, ρ is a density, S is

a cross sectional area, E is a Youngs modulus, and I is a moment of inertia) with specific values

determined from references [120, 216]. To suppress numerical error, the initial coordinate lin of
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Figure 3.21: Modeling of the tuning fork/fiber probe coupled oscillator. A total of 12 boundary
conditions are applied at the six vibration points of the five vibration sections. The boundary
conditions in the two free parts are deduced based on the bending vibration of beam theory. Other
boundary conditions are carefully derived by considering mechanical properties of each part.

each vibrating section is introduced into the exponent of the displacement function.

The system of equations for unknown coefficients is derived by applying boundary conditions

to six boundary points (Fig. 3.21). The boundary conditions in tip-end and tuning fork-end are

deduced based on the theory for bending vibration of a beam [217]. Other boundary conditions

are carefully derived by considering the mechanical properties of each part. Since the system of

equations can have nontrivial solutions only when the determinant of the coefficient matrix becomes

zero, the frequency having a zero determinant is chosen as a resonance frequency (ωR) for the high-Q

oscillator.

NSOM setup
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Figure 3.22: Schematic of the NSOM system. The tuning fork is electrically driven by an oscillator
(function generator) and the voltage, which is proportional to the mechanical amplitude of tuning
fork, is monitored by a lock-in amplifier. The excitation laser is modulated by a chopper to remove
noise signal in PMT detection. The high-Q oscillator and diving bell structure are fixed and the
sample (cell and culture dish) is scanned by a xyz PZT.

As shown in Fig. 3.22, a 405 nm laser is used as an excitation source and the near-field signal is

collected using a commercially available Al-coated tapered fiber having an aperture diameter of ∼50

nm, and is then converted into an electric signal by a photomultiplier tube (R2027 from Hamamatsu)

that is placed at the opposite end of the fiber. The position of the sample is changed using a

piezoelectric transducer (PZT, P-611.3 from Physik Instrumente) that has a 0.1 nm resolution;

its lateral positions (along the x- or y-axis) are also scanned using a PZT with a 10 nm position

repeatability against a 100 µm total moving range. The height and near-field signal are acquired

using an express data acquisition board (PCI-6229 from National Instruments). An office straight

pin and a knife edge (cutter) are used as two nodal wedges and their materials do not play crucial

roles in determining resonance characteristics as long as they are sufficiently hard.

Sample preparation

The EGFRs are labeled with the anti-EGFR antibody conjugated AuNPs. AuNPs are syn-
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thesized via a seed-mediated growth method using HAuCl4·3H2O and tri-sodium citrate [218].

The synthesized AuNPs have a spherical shape (diameter: ∼30 nm, smaller diameter AuNPs

are not used for not reducing scattering intensity). The nanoparticles are diluted in 20 mM 4-

(2-hydroxyethyl)-1-piperazineethanesulfonic acid (HEPES) solution (pH = 7.4) and anti-EGFR

antibodies are added to another HEPES solution. Then the gold solution is added to the antibody

solution with the volume ratio of 10:1 while being stirred. After stirring 5 mins, the solution is left

to react for 20 mins. The mixture solution is centrifuged at 6000 rpm for 30 mins after adding 1%

Polyethylene glycol (PEG) to prevent aggregation. Then the anti-EGFR conjugated AuNPs are

re-dispersed in PBS buffer solution. The binding mechanism between antibody and AuNP has not

been investigated exactly although it is suggested that the antibody could be adsorbed perpendic-

ular on the nanoparticle surface at pH = 7.4 [219]. Finally, by pouring the anti-EGFR conjugated

AuNPs solution onto the surface of A431 cancer cell, an antigen-antibody reaction occurred, i.e.,

the AuNPs are attached to the EGFRs. The samples are kept at 4◦C for 12 h. After that the

samples are rinsed by PBS buffer solution 3 times to remove residual AuNPs which are not bound

to the EGFR.

To confirm the labeling state of the sample, confocal laser scanning microscopy (LSM 510

META, Zeiss) measurement is done using a commercial setup, and the result show general features

of fluorescence imaging (Fig. 3.23). It should be noted that since the AuNPs are coated by PEG

and antibody, we believe the prepared cells are nontoxic [220].

3.3.3 Results

Modeling and simulation

In the following we describe results of mechanical force sensor design and its characterizations.

Fig 3.24b shows simulations of the vibrating amplitude of the oscillators. Since the position of the

knife edge (Node 1) corresponds to the node of fiber oscillation, when the length l2 is (2n−1)λF /4,

where n is an integer and λF is fundamental wavelength given by the natural resonance frequency

of the fiber (∼6 mm), the glued point becomes an anti-node and has a maximum amplitude owing
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Figure 3.23: (a) Confocal laser scanning microscope images of the A431 cells, where EGFRs are
labeled by (a) AuNPs and (b) FITC fluorophores. A 405 nm laser is used for measuring scattering
(of AuNPs) or fluorescence (of FITC fluorophores) signals of the A431 cells. The EGFR imaging
is done with a 100x magnification, 1.3 NA oil immersion objective lens by changing a focal plane
from top to bottom of the cell. The left zoomed-in image is used in Fig. 3.27e to compare spatial
resolution with NSOM image.

to the efficient coupled oscillation between the fiber probe and the tuning fork. On the other

hand, the glued point becomes a node of the fiber oscillation when l2 is nλF /2. In this case,

the tuning fork loses a significant amount of vibrational energy because the fiber acts as a large

damper. Therefore, we set l2 to 5λF /4 to make the high-Q state. Then we compare the amplitude

of the tip-end for different values of l3 lengths (1.5, 2.0, and 3.0 mm) to find an optimized length

(smallest amplitude), which minimize a damping effect in viscous medium. For the tip oscillation

(l3), the glued point is regarded as the node irrelevant to the l2 oscillation because the glued point

has a boundary condition of partially fixed-end beam, whereas the tip-end has a free-end beam.

The variation of resonance frequency and Q-factor are calculated as a function of lengths l1 and l2

(l1 + l2 is maintained to 14.0 mm) for three different lengths of the protruded tip (l3 = 1.5, 2.0,

and 3.0 mm) to understand the influence of tip length to the resonance characteristics of oscillator
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Figure 3.24: (a) Illustration of high-Q oscillator controlled by introducing two nodes at variable
distances. (b) Calculated oscillating amplitudes of the tuning fork (blue lines) and the fiber probe
(red line). (c) Calculated amplitude variation of the tuning fork-end (black squares) and tip apex
(blue circles) as a function of l3 while maintaining l1 = 6.2 mm and l2 = 7.8 mm. (d) 3D plot of
amplitude variation of tip apex as a function of l2 and l3.

(Fig. 3.25). While three oscillators have different resonance frequencies, variation tendencies of

them are not significantly different and their Q-factors are almost same. From these vibration

behaviors, we make a conclusion that the resonance condition is dominantly determined by the

lengths l1 and l2, but nearly irrespective to the l3. However, the tip length (l3) is significant when

it is dipped into the liquid because the dithering amplitude of tip is dramatically changed with

respect to l3 and it affects to the Q-factor of oscillator in liquid. Accordingly, the position of the

anti-node of l3 is about 1.5 mm distant from the point of attachment. Thus, the end of 1.5 and 2.0

mm tips is closer to the anti-node and has large amplitude. On the other hand, the end of 3.0 mm

tip is exactly set to the node since λF /2 is 3.0 mm, therefore it has smallest amplitude.

Fig. 3.24c shows the modeled amplitude variation of tip apex and tuning fork-end as a

function of l3 (l1 and l2 are set to 6.2 mm and 7.8 mm, respectively). Despite the amplitude of

the tuning fork terminals for fiber with l3 = 1.8 mm and l3 = 3.0 mm being almost identical, the

tip-apex amplitude of the l3 = 1.8 mm tip is ∼9 times larger than the l3 = 3.0 mm tip due to the

antinodal and nodal locations of tip-end from the point of attachment (see Fig. 3.26 for detail).
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Figure 3.25: Calculation results of the variation of resonance frequency and Q-factor for three
different tip lengths (l3 = 1.5, 2.0, and 3.0 mm) with respect to the change of l1 and l2 (l1 + l2 are
maintained to 14.0 mm). While the resonance frequencies of three NSOM probes are different, the
variation is very similar and Q-factors are almost the same.

This approach thus provides an optimized length of tip (l3) to maximize force sensitivity when

NSOM measurement is performed in liquid by minimizing the resistivity of tip vibration to the

viscous medium damping.

Fig. 3.24d shows amplitude variation of tip apex as a function of l2 and l3. The operating

condition of NSOM in liquid environment is optimized by making the highest Q-factor with l2

length (4.8, 7.8, or 10.8 mm) and smallest liquid damping with l3 length (3.0 mm).

Near-Field imaging of cell membranes

In order to enhance the optical sensitivity of the NSOM probe for biomolecular imaging on

the cell membrane, plasmon labeling by anti-EGFR conjugated AuNPs attached to the EGFRs

is used. AuNPs are excited by a 405 nm laser in side on illumination to enhance the Rayleigh

scattering intensity (scattering intensity ∝ 1/λ4), and the plasmonic scattering signal is collected

through the aperture of an optical fiber probe.
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Figure 3.26: (a) Calculated oscillating amplitude curves of the tuning fork (blue lines) and the
fiber probe (red line) as a function of l3 while maintaining l1 = 6.2 mm and l2 = 7.8 mm. Note that
the maximum tip-end amplitude (l3 = 1.8 mm) is calculated at the first out-of-phase vibration.
Because the amplitude of an out-of-phase vibration is generally larger than in-phase vibration, and
the tip-end of l3 = 1.8 mm tip is most closed to the antinode position among the out-of-phase
vibrations (l3 ≥ 1.8 mm). (b) Photos of test setup for the two nodal wedges method (pin and
knife edge positions are not matched with the data). The experimentally observed discrepancy
of the resonance frequency and the Q-factor between l2 = ∼3 mm and l2 = ∼9 mm (Fig. 3.24a)
is attributed to the relatively different compressive force at the pin point, which depends on the
position of knife edge. That is to say, despite the compressive force of the knife edge is held constant,
the compressive force of the pin point is slightly varied depend on the position of knife edge. This
effect makes systematic increase of resonance frequency and Q-factor as a function of l2.

Fig. 3.27 shows the resulting topography (a) and near-field intensity image (b) of a A431

cell measured in PBS. Several textural features can be identified and distinguished with the EGFR

distribution and its local density on the cell membrane possibly related to intracellular organelle

locations and stuctures. In general, the axial resolution of NSOM is <10 nm due to the exponential
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Figure 3.27: Topography and EGFR distribution on the membrane of the A431 cell. Topography
(a) and NSOM image (b) of the A431 cell immersed in PBS, and topography (c) and NSOM image
(d) of the A431 cell in air after evaporation of PBS. (e) Local variation of surface EGFR distribution
corresponding to intracellular nucleus, rough endoplasmic reticulum (ER), smooth ER, and normal
region without organelle. The confocal laser scanning microscope image is derived from Fig. 3.23a.
(f) Line profiles of topography and EGFR distribution derived from (a) and (b) which show the
density distribution of EGFR on the membrane depend on intracellular organelle composition.

decrease of locally confined light intensity with increasing distance to the aperture of NSOM probe

[221]. Since the thickness of membrane is 7.5 - 10 nm and the EGFR resides only on the mem-

brane, Fig. 3.27 does not show intracellular image but an EGFR distribution within the membrane,

correlated only to the extent that intracellular organelles.

It appears that a lower local density of surface EGFR is observed associated with location

of cell nucleus. The high density EGFR region on the membrane is possibly associated with the

intracellular endoplasmic reticulum (ER), especially rough ER, because the main function of rough

ER is the synthesis and transportation of proteins between the nucleus and cell membrane, and

those proteins highly interact with EGFRs [222]. This suggests that the heterogeneous EGFR

distribution on the membrane at the zoomed region in red in the left bottom inset corresponds to

a structural imprint of intracellular rough ER region.
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Figure 3.28: Cartoons of organelle structures in the cells. The endoplasmic reticulum (ER) forms
an interconnected network of flattened, membrane-enclosed sacs or tubes known as cisternae. It is
known that the membranes of ER are continuous with the outer membrane of the nuclear envelope.
There are two types of ER: rough ER and smooth ER. The main function of rough ER is the
synthesizing and transporting proteins between the nucleus and cell-membrane, and those proteins
highly interact with EGFRs. The structure of rough ER is known to be folded like a pile of folded
papers. Therefore, we believe the red image zoomed in the left bottom inset is the rough ER region.
On the other hand, the observed nanoscale mesh like distribution (green image) is matched with
the well known structure of smooth ER: tube shaped like a pipeline with many twists and turns.
The organelle structure in the figure is taken from Cronodon.com, and is used with the permission
of Cronodon.com.

On the other hand, the zoomed region of surface EGFRs in the left center in green is suggestive

to correspond to a structural imprint of intracellular smooth ER region for several reasons. First,

the observed nanoscale mesh structure of surface EGFRs matches well with the well known structure

of smooth ER (see also Fig. 3.28). Second, smooth ER has no ribosomes and functions in lipid

metabolism, carbohydrate metabolism, and detoxification [223]. Therefore, EGFRs on the cell

membrane have relatively low local density in the region of smooth ER due to the lack of highly

interacting molecules.

Despite the EGFR density on the membrane corresponding to nucleus region is much lower

than the membrane region corresponding to the rough ER region (Fig. 3.27f), the cluster diameter

is ∼200 nm in both cases as seen in Fig. 3.27e. Note that from the comparison of the EGFR

distribution with the membrane regions on the intracellular non-organelles, we confirm the cluster
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Figure 3.29: Topographies (a, c) and NSOM images (b, d) of the A431 cell immersed in PBS. (e-g)
Line profiles derived from the topography and the NSOM images. The ∼50 nm spatial resolution
is confirmed, and the NSOM images are not correlated with the surface structure.

size of nucleus and ER is not limited by the spatial resolution of the near-field probe. In the

membrane regions without intracellular organelles, ∼50 nm size spots are resolved, which we believe

to be a single or a few EGFRs (see also Fig. 3.29 to verify spatial resolution). The correlation of the

heterogeneous EGFR distribution on the cell membrane with intracellular organelle composition

implies that some proteins residing at the cell organelles possibly interact with the EGFR on the

membrane. In contrast, all these spatial features disappear when the cell is dried as shown in

Fig. 3.27c and d. We guess the observed EGFR distribution in air is possibly resulted from the

aggregation of EGFRs due to the volume contraction of cell during evaporation of water.

In previous studies, the ER structure (inside of cell membrane) was visualized to demonstrate

the performance of newly developed super-resolution microscopy [224]. Beyond previous super-

resolution imagings of organelle structures, our work visualizes the nanoscopic heterogeneneity of

membrane biomolecules correlated with intracelluar organelles.
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3.3.4 Discussion

There was a considerable body of work to improve the Q-factor under aqueous conditions.

Rensen et al. reported the Q-factor could be improved based on the optimized dipping depth of

the NSOM probe (Q∼60) [225]. A similar study was carried out by Lee et al. for imaging soft

samples immersed in liquid (Q∼400) [226]. However, these studies showed limitations in enhancing

the Q-factor beyond a certain level. Höppener et al. reported a significant Q enhancement by

attaching a very short fiber probe to a tuning fork and using another optical fiber for laser coupling

into the short fiber probe [221]. However, this configuration cannot be applied to a collection-mode

NSOM. On the other hand, our method is a versatile tool for collection and illumination modes as

well as achieves an extremely Q-factor.

In addition to the high-Q factor, maintaining a stable resonance condition under aqueous

conditions is also significant. Recently, we used the stable resonance zone of fiber probe and the

resonance tracking method to overcome the resonance change issue when the immersion depth of

fiber probe is changed due to the evaporating liquid [215, 227]. Despite these methods are useful

for small area scanning, they are inappropriate to apply to large samples such as biological cells.

Thus, we adopt the diving bell structure to maintain a stable resonance condition regardless of

liquid evaporation and scanning time [228].

Recently, several groups achieved reliable near-field fluorescence imaging on the cell mem-

brane under aqueous conditions [210, 229], yet the spatial resolution was limited to ∼100 nm due

to the insufficient collection efficiency of the smaller aperture NSOM probes for fluorescence sig-

nal. To increase the optical sensitivity and to improve the spatial resolution to ∼50 nm, we label

plasmonic AuNPs to the EGFRs on the membrane and measure the Rayleigh scattering instead

of fluorescence signal. This idea is an inverse approach to the use of plasmonic nanostructures at

the near-field probe aperture [212, 230]. From combinatorial optimization of these requisites, we

enable the near-field imaging of biomolecules on the cell membrane under buffered conditions.

Several studies have applied NSOM to the biomolecular imaging of dried cells due to the
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technical difficulties under buffered conditions [231, 232, 233]. However, we believe that cell mem-

brane structures and protein distributions could be deformed due to evaporation of water as seen

in Fig. 3.27. Therefore, NSOM application in liquid environments is highly required for in-depth

nano-biology study.

Nowadays anti-EGFR cancer therapy is widely administered to patients [234]. However, a

large portion of patients do not respond to the therapy for unknown reasons. Therefore, better

understanding of the complex network of signaling pathways between EGFRs and intracellular

biomolecules is required. Fluorescence resonance energy transfer (FRET) and time-resolved spec-

troscopy have been used to investigate the EGFR mechanisms [235, 236, 222]. However, these

diffraction-limited characterization methods leave many open questions requiring molecular imag-

ing techniques to understand more quantitative properties. Since the proposed method can be

easily combined with other optical modality such as Raman, time-resolved, and absorption spec-

troscopies [237, 98, 238], we expect the NSOM-FRET or other kinds of combined techniques will

be used to explore unexamined nanoscale dynamics on the cell membrane as well as the detailed

nanoscale processes.

In summary, we demonstrated a new near-field imaging approach based on the control of

the nano-mechanical near-field probe resonance by optimizing the tip length of NSOM probe for

improved near-field imaging performance in liquid. A very high Q-factor (2800 in water) is achieved

by a 3 mm tip as well as two nodal wedges method and a stable resonance condition is maintained

by applying a diving bell structure. To overcome the low optical sensitivity of general fluorescence

detection, AuNPs are labeled to the EGFR and the plasmonic scattering signal is probed with

∼50 nm spatial resolution. In the cell membrane imaging of A431 cell, we reveal the nanoscale

correlation between the local distribution of EGFR on the membrane and intracellular organelle

composition such as nucleus, rough ER, and smooth ER. The approach is generally applicable for

both aperture and scattering type scanning near-field microscopy and TERS, and might lead the

way to a greater utility of near-field imaging as a complementary technique to other super-resolution

imaging techniques for biological applications in liquid conditions.
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3.4 Strong coupling of tip plasmon with a single quantum dot4

3.4.1 Motivation

Photoluminescence (PL) is a spontaneous process following photoexcitation [239]. PL char-

acterization allows us to understand electronic structure, impurity, doping, and defect states of

materials [240]. When semiconductors are excited by a laser with a photon energy above the pho-

tonic bandgap, excitons form with a coherent polarization at the excitation laser frequency [241].

In general, the coherent polarization dephases due to electron- and phonon-scatterings, which in-

duce electron and hole populations in the conduction and the valence bands, respectively [242].

Some of the populated carriers recombine as a form of exciton, with PL emission with the energy of

material′s bandgap [243]. On the contrary to this radiative recombination (γr), the other populated

electrons and holes recombine without photon emission, i.e., non-radiative recombination (γnr).

To better understand PL in semiconductors, we shall briefly discuss fundamental concepts

of excitons, a Coulomb-correlated electron-hole pair, and the exciton binding energy, the required

energy to decouple electron and hole, defined by a Russian theorist Yakov Frenkel [244]. In the

Wannier and Mott picture [245, 246], excitons in semiconductor crystals are described as weakly

bound and delocalized electrons and holes. Delocalization of the electrons and holes is modeled by

the effective mass of electrons (me) and holes (mh), in a material with dielectric constant ε. The

wave function f (r) is given by the Schrödinger equation:

− ~2

2µ
4f(r)− e2

εr
f(r) = Ef(r), (3.4)

where µ is the reduced mass (µ = memh/(me+mh)) and r is the electron-hole distance. By solving

this equation, we can derive the f (r) for the 1s state of exciton:

f1s(r) =
1√
πa3

B

e−r/aB , (3.5)

4 This section covers measurements performed and analyzed by K.-D. Park, and supervised by M. B. Raschke.
This work was performed in collaboration with H. Leng and M. Pelton from the University of Maryland at Baltimore
County.
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where aB is the Bohr radius:

aB =
~2ε

µe2
. (3.6)

The exciton binding energy is defined as:

EB =
µe4

2~2ε2
=

~2

2µa2
B

. (3.7)

We can estimate the exciton binding energy is much less than Rydberg constant by taking into

account the reduced mass divided by the dielectric constant square in Eq. 3.7. From these de-

scriptions, we expect that the exciton binding energy is relatively weak in typical bulk inorganic

crystals.

As we mentioned in Chapter 1, the dimensional reduction and associated increased quantum

confinement in materials give rise to significant modifications in material properties. When the

size of semiconductor is smaller than the twice of exciton Bohr radius, the excitonic bandgap and

exciton binding energy change significantly due to quantum confinement effect [40]. We can expect

high PL quantum yield (γr/(γr+γnr)) in low-dimensional semiconductors, such as quantum wells

(2D), wires (1D), and dots (0D). As can be expected, 0D systems, quantum dots (QDs), give

rise to most significant changes in excitonic properties due to the strongest quantum confinement

[243, 247]. For example, we can systematically control the PL energy and quantum yield by tuning

the size of QDs [248].

These PL properties of semiconductors are strongly influenced also from the interacting

environments [39]. Specifically, the 0D nature of QDs with its a few nanometers dimension allows us

to significantly modify PL properties by an environmental control. Therefore, careful environmental

control gives access to manipulating emission properties of QDs for a broad range of photonic and

electronic device applications. Most importantly, understanding and control of the environmentally

modified PL properties of single QDs are highly desirable since they give rise to new physical

properties distinct from those at a bulk crystal.

In this section, we further extend our tip-enhanced spectroscopy study to the single QDs.

We place a single CdSe/ZnS QD within a nanoscale gap between a Au tip and Au substrate, and
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measure single QD PL using tip-enhanced PL (TEPL) spectroscopy. Here, we observe not only

the high PL enhancement but also the double PL peaks split by the coupling between exciton and

plasmon at the strong coupling regime.

3.4.2 Results and discussion

We prepare samples for single QD measurements in several steps. We first deposit Au film on

to the silicon wafer with 100 nm thickness by thermal evaporation. To decrease the PL quenching

of QDs to the Au film, we then add a dielectric cover layer, Al2O3, on to the Au film with 0.5 nm

thickness by using atomic layer deposition (ALD) method. Then, chemically synthesized CdSe/ZnS

core-shell QDs are carefully drop cast onto the Al2O3 from a dilute solution of QDs with very low

density to make a single dot state. The density is confirmed as ∼20 to 30 QDs in a 10 µm × 10

µm area by a far-field PL imaging and an atomic force microscopy (AFM) measurement. Since

the single dots are expected to be unstable due to surface diffusion in ambient conditions, we add

another 0.5 nm thickness Al2O3 cover layer on to the QDs as shown schematically in Fig. 3.30a.

Since the electric dipole of the deposited QDs is randomly oriented with respect to surface normal

of the substrate, we expect significant heterogeneity in the coupling between the single QD PL and

the gap plasmon induced Au PL (out-of-plane), as illustrated in Fig. 3.30b.

The TEPL spectroscopy experiment is based on side illumination of tilted Au tip manipulated

in a shear-force AFM as illustrated in Fig. 3.30c. This tilting tip geometry gives rise to better

optical field confinement than a conventional surface normal oriented tip geometry due to the

localized surface plasmon resonance (LSPR) antenna effect. We will discuss more details of this

tilting tip effect in chapter 5. In the TEPL spectroscopy setup, the QD sample is mounted to a

piezoelectric transducer (PZT, P-611.3, Physik Instrumente) with sub-nm precision positioning.

Electrochemically etched Au tips (∼10 nm apex radius) are attached to a quartz tuning fork

(resonance frequency = ∼32 kHz) [20]. To regulate the tip-sample distance, the AFM shear-force

amplitude is monitored and controlled from the electrically driven tuning fork [120]. Coarse tip

positioning is performed using a stepper motor (MX25, Mechonics AG), and shear-force feedback
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Figure 3.30: (a) Schematic illustration of a sample structure. CdSe/ZnS quantum dot on the Au
substrate with Al2O3 cover layer. (b) Illustration of the strong coupling between photoluminescence
responses of the quantum dot and the gap plasmon. (c) Schematic illustration of TEPL setup for
single quantum dots with tilted Au tip.

and sample position are controlled by a digital AFM controller (R9, RHK Technology). A Helium-

Neon laser beam (632.8 nm, ≤ 0.3 mW), after passing through a half wave plate for polarization

control, is focused into the junction between the Au substrate and the tip apex by an objective lens

(NA=0.8, LMPLFLN100×, Olympus). TEPL signal is collected in backscattered direction, passed

through an edge filter (633 nm cut-off) and detected using a spectrometer (f = 500 mm, SpectraPro

500i, Princeton Instruments) with a thermoelectrically cooled electron-multiplied charge-coupled

device (CCD, ProEM+: 1600 eXcelon3, Princeton Instruments). All experiments are performed at

room temperature.

We first investigate far-field PL characteristics of single QDs sample. Fig. 3.31a shows time

series far-field PL response of single CdSe/ZnS QD measured at a single sample location. We

observe an obvious fluctuation in intensity and spectral peak position. This PL fluctuation is in

good agreement with a general blinking behavior of single QDs associated with an illumination-

induced charging effect or a non-radiative Auger recombination [249]. From the observed blinking,



83

Figure 3.31: (a) Time series far-field PL response of a CdSe/ZnS quantum dot on the Au substrate.
(b) Selected far-field PL spectra from (a) exhibiting spectral fluctuation.

we confirm the single QD states of our samples on the substrate. In addition, as can be seen in

Fig. 3.31a, this single QD state provides non-quenched PL response for a few minutes owing to the

suppressed spectral diffusion by a dielectric cover layer. Fig. 3.31b shows selected PL spectra from

time series data (Fig. 3.31a) exhibiting peak energy variation and linewidth change in blinking

process. We observe a symmetric spectral shape in measured far-field PL spectra meaning no

coupling effect between the QD PL and the plasmon response of Au film. The narrow peak at

∼653 nm is a Raman scattering response of a Al2O3 cover layer.

We then perform TEPL spectroscopy experiment on the same sample to understand coupling

behaviors between the QD PL and the Au PL of gap plasmon. Fig. 3.32a shows time series

TEPL response measured for 30 s. Strong and stable gap plasmon response from the dipole-dipole

interaction between Au tip and its image on the Au substrate is observed. TEPL response of

a single CdSe/ZnS QD is reproducibly observed during the measurement even though the signal

fluctuates more than the far-field response. Fig. 3.32b shows gap plasmon PL and selected TEPL

spectra derived from the time series data. Here we can directly compare the intensity of TEPL

spectra with far-field PL spectra in Fig. 3.31b under identical experimental conditions. We observe
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Figure 3.32: (a) Time series TEPL response of a CdSe/ZnS quantum dot on the Au substrate.
(b) Selected TEPL spectra from (a) exhibiting PL peak splitting by a strong coupling.

modified PL characteristics of a single QD including enhanced PL due to the tip-Au substrate gap

plasmon resonance at ∼650 nm. We can control the Au PL intensity by regulating the tip-sample

distance based on a shear-force feedback mechanism. We maintain the tip-sample distance with

∼1 nm during the measurement, and the intensity of this Au PL (at 20.0 s, blue in Fig. 3.32b)

is comparable to the far-field PL intensity of a single QD (Fig. 3.31). The QD PL is also highly

enhanced resulted from the largely increased excitation rate and emission rate at the Au tip-Au

substrate nano-gap. We will discuss more about the TEPL mechanism in Section 4.3. In addition

to the enhanced PL, we observe splitting of the PL peak, which we attribute to coupling between

the QD PL and the Au PL. We measure the splitting to be ∼160 meV in obtained TEPL spectra.

This large energy splitting in the PL suggest coupling between tip and QD is in the strong coupling

regime. The higher energy peak near the plasmon resonance shows stronger PL emission than the

lower energy peak. This feature is also an evidence of Au PL interaction with the QD PL.

To better understand the coupling, we measure TEPL of other QDs on the sample. We slowly

move the sample position with maintaining the tip-sample distance. We often observe non- or small-

enhanced TEPL spectra from some QDs even though they show blinking behaviors. We believe this
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Figure 3.33: Selected TEPL spectra of different single CdSe/ZnS quantum dots on the Au substrate
measured while changing the sample position.

variation in the QD PL is associated with a heterogeneous QD orientation on the substrate. Because

PL of QDs with non-vertically oriented transition dipole moment can be expected to give rise to

weak coupling to the gap plasmon response. Fig. 3.33 shows TEPL spectra measured at different

QDs with a same Au tip. We can see strong gap plasmon PL (red) when there is no QD in the

tip-substrate gap. The second curve from bottom (blue) shows non-split TEPL spectrum. While
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the peak energy is in good agreement with the far-field PL peak, the spectrum shows asymmetric

shape with largely enhanced intensity. This asymmetric spectral shape is possibly attributed to

Fano interference. We select several TEPL spectra in the strong coupling regime to understand

the overall trend in PL energy splitting. As we observed in Fig. 3.32b, the lower energy peaks

show weaker intensity compared to the higher energy peak. We observe variation in the PL peak

splitting and plasmon-QD coupling correlated with the lateral distance between the tip and QD

positions since the tip height above the sample is constant during measurements. The PL energy

splitting by a strong coupling is observed up to 200 meV in this measurement.

This work demonstrates a significant modification of the spontaneous emission characteristics

of 0D semiconductors induced by optical coupling to nano-optical antenna-tip in the strong coupling

regime. Recently, strong coupling phenomena in various confined systems were observed [250, 251,

252]. However, most of these observations were measured as changes in the absorption spectrum.

The coupling between PL signals we observe implies a much stronger coupling strength that is

observable even at room temperature. In addition, we envision that the demonstrated antenna-

tip approach for tip-enhanced strong coupling in a single QDs provides greater understanding of

modified optical properties of semiconductors as well as a new path for design of photonic devices.



Chapter 4

Probing and control nanoscale processes in van der Waals materials

4.1 Probing bilayer grain boundaries in large area graphene1

As contrasted with small graphene flakes, relatively little is known about the lattice and

electronic structures of grain boundaries in large area graphene sheets, and their optical and Ra-

man properties, despite their increasing significance for technological applications. Here we identify

that grain boundaries in chemical vapor deposition-grown large area graphene possess a twisted

bilayer structure, as determined from correlated analyser of topography, near-field scattering, and

multispectral tip-enhanced Raman spectroscopy (TERS) imaging with ∼18 nm spatial resolution.

In addition, we determine the misorientation angle of the bilayer grain boundaries from a detailed

quantitative analysis of the phonon scattering properties associated with the modified electronic

structure at the K-point of the Brillouin zone. We also investigate the distinct Raman charac-

teristics of other defects such as wrinkles and nucleation sites, which are strongly correlated with

nanoscopic structural curvature effects and atomic scale carbon hybridization. This work not only

reveals the detailed properties of the defects in large area graphene at the nanoscale regime, but

also demonstrates the potential of correlated analysis of multispectral TERS imaging as generally

applicable to a wide range of two-dimensional materials beyond graphene.

1 This section draws significantly from [253]. The experiment was performed and analyzed by K.-D. Park in
collaboration with Sungkyunkwan University, and supervised by M. B. Raschke and M. S. Jeong.
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4.1.1 Motivation

Large area graphene sheets grown by chemical vapor deposition (CVD) have been proposed

as a route to realize mass production and commercialization of near-ballistic transport electronic

devices [53, 54]. So far, most large area synthetic graphene is polycrystalline. The associated grain

boundaries (GBs) [53, 55, 56, 57] have been identified as a major limitation in device applications

due to their modified electronic structure and inhibiting carrier transport [58, 59]. Therefore,

understanding the detailed characteristics of GBs is a prerequisite for better design of graphene

sheets.

Despite the greater applicability of large area graphene sheets compared to graphene flakes,

most theoretical and experimental studies of GBs have focused on the analysis of atomic defects

observed in adjacent crystal faces [60], which show significant differences from larger-scale defor-

mations of GBs in large-area graphene. Scanning tunneling microscopy (STM) and transmission

electron microscopy (TEM) can investigate structural defects, electrical conductivity, and strain

associated with GBs with atomic scale spatial resolution [254, 255, 256, 56]. However, these high-

resolution local probes provide only a limited field of view, without optical and chemical informa-

tion. In contrast, Raman spectroscopy and imaging studies of GBs in large area graphene have

shown both an increase and decrease in the G′ peak intensity at GBs [53, 57, 257], and thus have left

a confusing picture regarding their lattice structure and vibrational properties, in part due to the

diffraction-limited spatial resolution and a low sensitivity [60] of conventional Raman spectroscopy.

In order to complement STM, TEM, and conventional Raman spectroscopy and to bridge

their length scales, here we present ∼18 nm spatial resolution tip-enhanced Raman spectroscopy

(TERS) and imaging to understand lattice and electronic structure, as well as elastic and phonon

scattering properties of GBs in CVD grown large area graphene. Through correlated analysis of

topography, near-field scattering, and multispectral TERS imaging, we reveal bilayer GBs in the

form of twisted stacking at the boundary between two misoriented crystal facet. We also determine

the misorientation angles of the bilayer GBs from a detailed quantitative investigation of the Raman
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G and G′ peak properties, which varying with respect to the misorientation angle associated with

the modified electronic structure at the K-point of the Brillouin zone.

Further, we investigate the distinct Raman characteristics from a wrinkle, a different type

of line defect. In contrast to the GBs, only the G′ peak exhibits significant changes in intensity

with no associated spectral shift in the vicinity of the wrinkle, which directly correlated with a

nanoscopic structural curvature effect. From multispectral TERS mapping, we also resolve the

chemical variation associated with nucleation sites (NSs), where we confirm AB stacking bilayer

structures at the NS and find an unexpected phonon scattering response of the D′ peak, which

is associated with sp3-type carbon hybridization defects. Beyond the newly revealed properties

of the defects, these results may provide clues to understand the growth mechanism of large area

graphene and the formation of nanoscale defects. Furthermore, our work demonstrates the potential

of correlated analysis of multispectral TERS imaging as a generally applicable approach for the

investigation of the wide range of two-dimensional materials beyond graphene.

4.1.2 Experiment

We study large area graphene grown on a 100 µm thick copper foil using CVD. The chamber

was heated up to 1100 ◦C in 1000 sccm of Ar and 200 sccm of H2 environment, then annealing

was maintained for 20 min. CH4 gas was then injected at a reduced pressure of H2 to nucleate and

grow graphene. The sample was cooled down to room temperature with an optimized cooling rate.

The as-grown sample was then transferred onto a glass cover slip. Details can be found in ref [258].

Fig. 4.1a and b show a schematic of TERS setup. The multispectral TERS imaging system

used in these experiments is based on a modified commercial confocal Raman imaging system

(NTEGRA spectra, NT-MDT). The sample is mounted to a piezoelectric transducer (PZT) for xyz

scanning, with a digital controller. Au tips were electrochemically etched with ∼10 nm apex radius,

and glued to a quartz tuning fork (resonance frequency = ∼32 kHz) [32]. For shear force feedback,

the tuning fork/Au tip assembly is mechanically driven at its resonance frequency and the amplitude

is monitored for tip-sample distance control. A Helium-Neon laser (632.8 nm, P <2 mW) is focused
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Figure 4.1: (a) Schematic of multispectral TERS imaging (BS: beam splitter, M: mirror). (b)
Illustration of plasmon-enhanced light-matter interactions at the tip-graphene junction. (c) Illus-
tration of in-plane phonon modes of graphene. (d) Topography of a CVD grown large area graphene
measured by shear force AFM exhibiting wrinkle (W) and grain boundary (GB) structures. (e)
Simultaneously measured tip-enhanced Rayleigh scattering image. (f) TERS (red line) and confo-
cal Raman spectra (black line) with Lorentzian line fit analysis. Blue and green dashed lines are
tip plasmon and Raman spectra, respectively. (g) Simultaneously measured multispectral TERS
images of local defects (contaminations) exhibiting ∼18 nm spatial resolution.

onto the transferred monolayer (ML) graphene sample by an oil immersion objective lens (NA =

1.3), with the linear polarization effectively exciting in-plane vibrational modes (Raman D, G, and

G′ peaks) as described in Fig. 4.1b and c. The Au tip of the shear-force atomic force microscopy

(AFM) is positioned in the focal spot to enhance the Raman scattering signal by localized surface

plasmon resonance (LSPR) and to increase the spatial resolution for nanoscale TERS imaging.

The near-field Rayleigh scattering signal from the Au tip is simultaneously measured, providing an

approximate measure of the absorption of the thin graphene films. Confocal Raman measurements

are performed with the Au tip retracted from sample.

For pre-characterization, topography and near-field Rayleigh scattering images of a wrinkle

(indicated by W) and grain boundary (indicated by GB) structure on transferred ML graphene are

measured as shown in Fig. 4.1d and e. The scattering intensity is decreased at both wrinkle and
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Figure 4.2: (a, c, e) Topographies of CVD grown large area graphene measured by shear force AFM
exhibiting wrinkle (W) and grain boundary (GB) structures. (b, d, f) Simultaneously measured
tip-enhanced Rayleigh scattering images.

GB structures due to the stronger absorption compared to ML regions. An additional dark stripe

(indicated by S, between the black dashed lines) is observed next to the GB in the scattering signal,

but does not appear in the AFM topography. This dark stripe is generally observed for other GBs

as well in our experiment (see Fig. 4.2 for measurement results of other GBs).

Fig. 4.1f shows a Lorentzian line fit analysis of the TERS and confocal Raman spectra ob-

tained for a single-crystal grain region. The blue and green dashed lines show the tip plasmon

spectrum and fit peaks of the three vibrational modes, derived from the TERS spectrum. The

G peak intensity is weaker than the G′ peak in the confocal Raman measurement, but it is more

enhanced in TERS due to a resonance Raman effect by the tip plasmon [19, 20]. In addition, the

Raman D peak in the TERS spectrum appears consistently, though with varying intensity. A large

contribution to the D peak likely arises due to an induced artificial defect, from the highly localized

electromagnetic field at the tip apex [259].

To confirm the instrumental spatial resolution of the multispectral TERS imaging setup,

we perform test measurements of local defects on graphene as shown in Fig. 4.1g, as a similar
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Figure 4.3: (a) Topography of a CVD grown large area graphene measured by shear force AFM
exhibiting line defects. (b) Simultaneously measured tip-enhanced Rayleigh scattering image. Ex-
pected cross-sections of the wrinkle structures (c), and its optical signal (d). Expected cross-sections
of the folded or grain boundary structures (e-g), and optical signal (h) for the structures (e) and
(g).

experiment to previous TERS study [260]. A ∼18 nm spatial resolution is achieved in the G′

peak intensity image, and the smooth change in height in the simultaneously measured topography

confirms that this optical spatial resolution is not resulted from topographic artifacts.

4.1.3 Results

Classification of the wrinkles, grain boundaries, and folded structures

For type classification of the line defects in large area graphene, we consider four analysis

stages: (1) Topographic feature (AFM), (2) Expected cross-section, (3) Optical feature, (4) Raman

feature.

1. Confirmation of the other line defects: grain boundary (GB) and folded

(1) Topographic feature (AFM): wide width (∼200 nm).

(2) Expected cross-section: from the measured AFM image, we can infer the cross-section of both

the folded structures such as Fig. 4.3e and f and grain boundary structure such as Fig. 4.3g. The

folded structures should be trilayer with AB or 0◦ (near 0◦) stacking angles. While the grain

boundary should be bilayer with random stacking angles.

(3) Optical feature: from the measured near-field scattering image (Fig. 4.3b) similar to Fig. 4.3h,

we can exclude the possibility of the expected cross-section (f).
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(4) Raman feature:

a) Folded (Fig. 4.3e): for AB trilayer graphene, according to the group theory analysis, fifteen

Raman G′ peaks are allowed since there are multiple electron-phonon scatterings from K to K′ point

which occurred by three different iTO phonon branches [261]. Experimentally, the FWHM of AB

trilayer graphene should be clearly broader than monolayer graphene with asymmetric spectral

shape, and also the G′ peak intensity should be weaker than monolayer [261]. Raman properties of

the 0◦ (near 0◦) stacking angle trilayer graphene should also be similar to AB trilayer graphene.

b) Grain boundary (Fig. 4.3g): from the bilayer with random misorientation angles, various

combinations of Raman D, G, and G′ peaks should be observed. Therefore, the line defects in

Fig. 4.4 are bilayer grain boundaries.

From these correlated analysis, we classify the grain boundaries and folded structures from various

line defects.

2. Confirmation of the wrinkles

(1) Topographic feature (AFM): narrow width (∼50 nm).

(2) Expected cross-section: from the measured AFM image, we can infer the cross-section of the

wrinkle similar to Fig. 4.3c.

(3) Optical feature: from the expected cross-sectional structure, we can infer the cross-section of

the optical image similar to Fig. 4.3d, which could be observed due to stronger absorption compared

to the monolayer crystal face. Fig. 4.3d is also in good agreement with the measured near-field

scattering image (Fig. 4.3b).

(4) Raman feature: the G′ peak intensity should be decreased due to the structural curvature effect

with no change in D and G peaks (see Fig. 4.9).

From these correlated analysis, we classify the wrinkle from various line defects.

Multispectral TERS imaging of grain boundaries

Fig. 4.4b-f show the near-field Rayleigh scattering image and TERS responses, which re-



94

Figure 4.4: (a) Topography of a CVD grown graphene exhibiting structural defects such as wrin-
kles and grain boundaries. (b) Tip-enhanced Rayleigh scattering image. Distinct grain boundary
structures of the topography (a) are marked with white dashed lines. G′ peak area intensity (c),
D peak area intensity (d), G peak area intensity (e), and TERS images of G/G′ intensity ratio (f)
are derived from multispectral TERS imaging (0.5 s acquisition time per pixel), measured simulta-
neously with (a) and (b). (g) Lorentzian line fit analysis of the TERS and confocal Raman spectra
for grain and GBs A, B, and C with an acquisition time of 5 s.

veal structural properties of complex GB formations not readily resolved in the AFM topography

(Fig. 4.4a). The distinguishable line structures from topography are indicated by white dashed

lines in the Rayleigh scattering (Fig. 4.4b) and TERS images (Fig. 4.4c-f). As can be seen in

Fig. 4.4b, several GBs show a ∼1 µm scale modification of Rayleigh scattering on one side of them.

In addition, TERS images of D, G, and G′ peaks show distinct Raman response at various GBs,

labeled A, B, and C. The TERS G/G′ intensity ratio image (Fig. 4.4f) best exemplifies the hetero-

geneity of the GBs. For fast TERS mapping, a large pixel size (100 nm per pixel) is used, yet the

observed length scales at GBs are not limited by spatial resolution. Fig. 4.4g shows TERS spectra

and Lorentzian line fit analysis at A, B, C, and grain regions. In contrast to the TERS images,

confocal Raman images measured as same experimental conditions do not give a clear fingerprint

of GBs due to the weaker intensity and lower spatial resolution than TERS as shown in Fig. 4.5.

It should be noted that the line defects of folded grains are possibly produced in large area
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Figure 4.5: Confocal Raman images of D peak area intensity (a), G/G′ intensity ratio (b), G peak
area intensity (c), and G′ peak area intensity (d) are derived from multispectral confocal Raman
imaging (0.5 s acquisition times per pixel). This measurement is performed as same condition as
Fig. 4.4 after retracting the Au tip from sample.

CVD-grown graphene [262]. However, the possibility of folded structures could be explicitly ex-

cluded for the line defects A, B, and C from the correlated analysis of topography, near-field

scattering, and TERS properties. While we could not observe the folded structures in the mea-

sured area of Fig. 4.4, we could find the folded line defect in other measured area as shown in

Fig. 4.8.

Fig. 4.6a-d show detailed vibrational properties at GBs A, B, and C, compared to the ML

grain region. The distinguishing features of Rayleigh scattering and Raman responses at GBs A,

B, and C suggest a bilayer structure. In general, the Raman response of Bernal (AB) stacked

bilayer graphene shows an asymmetric G′ peak, with decreased intensity, and broader FWHM

[263]. However, the observed G′ peaks at GBs exhibit neither weaker intensity nor distinctly

broader FWHM compared to the G′ peak inside a grain. Therefore, the measured GBs A, B, and
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Figure 4.6: (a-d) Quantitative analysis of vibrational properties for grain and GBs A, B, and C
(all values are derived from Lorentzian line fitting of Fig. 4.4g). Measured values of G′ peak at
GBs (red circles) are compared with the calculated ones (gray circles) from Coh et al. [264]. (e)
Illustration of formation and G′ peak Raman process at GBs in CVD grown large area graphene.
(f) Determined misorientation angles of GBs A, B, and C.

C are possibly formed as a twisted bilayer with varying misorientation angle θ. As seen in Fig. 4.6a

and b, the G′ peak intensity and FWHM are anti-correlated for A to C. In contrast, the G′ peak

position at B is distinctly lower than A and C, as shown in Fig. 4.6d.

From the quantitative analysis of relative vibrational properties, the stacking angles of bilayer

GBs A, B, and C can be determined. The alternation of the G′ peak intensity in bilayer graphene

with respect to the stacking angle was demonstrated experimentally [265, 266] and theoretically

[264] in previous studies. Since the magnitude of band structure modification in bilayer graphene

is dependent on the overlapping ratio of the Dirac cones of the top and bottom layers, the G′ peak

intensity of bilayer graphene gradually increases with the misorientation angle θ (from 0◦ to 30◦)

[265]. The FWHM of the G′ peak is generally inversely proportional to the peak intensity except

for the narrow zone near critical angle θc, where the excitation photon energy (Elaser) is same as the

energy between the conduction and valence Van Hove singularities [265, 266]. The G′ peak position

is also strongly influenced by the resonance near θc, based on the general tendency of blueshift

at small misorientation angles (< 7◦) [264]. From comparison between the measured vibrational
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properties of G′ peak and the calculated data by the super-cell tight-binding method [264], the

misorientation angles of the observed GBs are determined as shown in Fig. 4.6a, b, and d. In the

case of the boundary A, the G′ peak is slightly weaker in intensity and larger in FWHM compared

to ML region as results from the significantly modified band structure. In contrast, the G′ peak

intensity is significantly increased at boundary C with a decreased FWHM due to the relatively

weak interlayer coupling. From the best matching of the G′ peak intensity and FWHM with the

calculated data, we determine the misorientation angle of boundary A (5◦), B (8◦), and C (14◦).

Despite we do not consider G′ peak position in the angle determination, the spectral shift tendency

of boundary A, B, and C is in good agreement with the calculated data. For 1.96 eV excitation, a

critical angle of ∼10◦ is calculated by a Dirac dispersion relation given by [265]

θc =
∆k

K
=

3aElaser
~νf4π

, (4.1)

where a and νf are the lattice parameter (2.46 Å) and the Fermi velocity (106 m/s) of mono-

layer graphene, and ~ is the reduced Planck’s constant. When the misorientation angle of bilayer

graphene is close to the θc, a drastic increase in G peak intensity have been observed due to the res-

onance excitation of electron-hole, whereas the FWHM and position are not significantly changed

with respect to the misorientation angle [265, 264, 267]. This suggests that the observed strong G

peak intensity at B (Fig. 4.4e and Fig. 4.6c) is possibly resulted from the resonance Raman effect

near θc.

In order to demonstrate the complete picture of the measured region, we also analyze several

other line defects other than GBs A, B, and C such as the line between B and C, and the line to

the left of the A as shown in Fig. 4.7.

In case of the GBs in regions D (indicated by black dashed lines), the G peak is slightly

stronger in intensity compared to monolayer with the comparable intensity of the G′ peak, whereas

the D peak intensity is remarkably increased in the overall regions D. Therefore, the GBs in the

regions D are bilayer structures with small misorientation angles. However, the TERS properties

of G and G′ peaks are not clearly measured due to the surface contaminants, which cause intensity
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Figure 4.7: (a) Topography of a CVD grown graphene exhibiting structural defects such as wrinkles
and grain boundaries. (b) Tip-enhanced Rayleigh scattering image. G′ peak area intensity (c), D
peak area intensity (d), G peak area intensity (e), and TERS images of G/G′ intensity ratio
(f) are derived from multispectral TERS imaging (0.5 s acquisition time per pixel), measured
simultaneously with (a) and (b).

increase of the D peak. From the topography (a), we confirm the surface contaminants in these

regions, which are not observed in the regions of A, B, and C. On the other hand, the line defect E

is interpreted as a non-carbon defects on the monolayer crystal surface since intensities of the near-

field scattering and the Raman D peak are increased with the slightly decreased G peak intensity.

Intensity decrease of the G peak cannot be observed in any cases for the multilayer graphene.

Multispectral TERS imaging of folded structure

Fig. 4.8a-f show the near-field Rayleigh scattering image and TERS responses, which reveal

structural properties of line defects observed in CVD-grown large area graphene. The distinguish-

able line structures from the near-field Rayleigh scattering image are indicated by black dashed

lines in the TERS images (Fig. 4.8b-f). As we explained, the dark regions in the near-field scat-

tering image are feature of the multilayer graphene due to the stronger absorption than monolayer
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Figure 4.8: (a) Tip-enhanced Rayleigh scattering image of a CVD grown graphene exhibiting line
defects such as grain boundaries and folded structure. Tip-enhanced Raman D peak area intensity
(b), G peak area intensity (c), G′ peak area intensity (d), TERS images of G/G′ intensity ratio (e),
and peak position of G′ peak are derived from multispectral TERS imaging (0.2 s acquisition time
per pixel).

regions. TERS images of D, G, and G′ peaks show distinct Raman response at various line de-

fects, labeled W, X, Y, and Z. In the case of the line W, the G′ peak is stronger in intensity and

slightly blueshifted in spectral position compared to monolayer region. In contrast, for the line X,

the G′ peak intensity is comparable to monolayer region while the G peak intensity is increased.

From these features, we can classify the line W and X as bilayer grain boundaries, and estimate

the misorientation angles (W > 13◦, X < 5◦) as we explained the detailed analysis method. The

misorientation angle of indicated bilayer region Z is easily interpreted as ∼10◦ since the G peak

intensity is strongly increased only near the critical angle θc. Interestingly, the line defect Y shows

decreased G′ peak intensity with evidently more increased G peak intensity than bilayer GBs.

These features cannot be explained by the theoretical vibrational properties of the twisted stacking

bilayer graphene [264]. In addition, from the near-field Rayleigh scattering image (Fig. 4.8a), we
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find that absorption in line defect Y is clearly stronger than bilayer GBs. This feature means the

line Y is possibly the folded structure of monolayer since it should be a trilayer. Further, the

blueshifted Raman frequency of the G′ peak (Fig. 4.8f) also supports this hypothesis.

Multispectral TERS imaging of wrinkle

Furthermore, the other type of line defects in the topography can be resolved, suggesting

wrinkle structures in the graphene sheets. We perform multispectral TERS imaging with 6 nm

pixel size to investigate the Raman properties of the wrinkles. Fig. 4.9a and b show topography

and G′ peak intensity image of a wrinkle in the graphene (D and G peaks intensity images are

shown in Fig. 4.10). As can be seen from comparing the TERS spectra (Fig. 4.9c) of the wrinkle

and grain regions, and their Lorentzian line fit analysis (Fig. 4.9d), only the G′ peak exhibits

significant changes in the vicinity of the wrinkle, with an increase in FWHM and a decrease in

intensity, with no associated spectral shift.

Note that the wrinkles are mainly formed in the CVD growth process due to the thermal

expansion coefficient difference between underlying substrate (Cu or Ni) and graphene [53, 52].

A small percentage of the wrinkles could be formed during the transfer process which show dis-

tinguishing feature of bi-wrinkle formation [52]. Our group have also demonstrated the detailed

studies of the origin of wrinkles in the CVD process in previous studies [55, 258]. Since we have used

the graphene sample using same CVD growth condition as those references and also not observed

the bi-wrinkle formation, we believe the wrinkle we measured was created in the growth process.

Multispectral TERS imaging of nucleation site

NSs in large area graphene are also important defects that can provide valuable informa-

tion regarding the growth mechanism [258, 55]. Fig. 4.11a-f show the AFM topography, near-field

Rayleigh scattering image, and TERS images of a region in the vicinity of an NS. From the modifi-

cation of near-field scattering properties (Fig. 4.11b), the NS is interpreted as a multilayer graphene

region. Specifically, the sub-micrometer region of decreased scattering intensity at the center of

the grain is thought to be the origin of nucleation. The strong G peak intensity in the center

of the graphene grain (Fig. 4.11c) supports this interpretation. On the other hand, the G′ peak
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Figure 4.9: (a) Topography of wrinkle structure. (b) TERS image of G′ peak area intensity
simultaneously measured with (a). (c) TERS spectra and Lorentzian line fits for wrinkle and grain
regions with the acquisition time of 5 s. (d) Peak position, FWHM, and integrated intensity of
three vibrational modes for wrinkle and grain.

intensity is decreased in the vicinity of the NS (Fig. 4.11e). Fig. 4.11g shows details of the vi-

brational properties of the NS region through the spectral line trace (indicated by yellow line in

Fig. 4.11e). At the multilayer region (indicated by F), the G′ peak has decreased intensity and

increased FWHM, and the peak position is blueshifted in comparison with the ML region (D),

with asymmetric spectral shape. The integrated intensity of the G peak is increased, with a slight

redshift. These observed Raman properties are in good agreement with those characteristic of AB

stacking in bilayer graphene [263]. In addition, the G′ peak intensity is decreased in the region

labeled E, with the emergence of an additional Raman peak at ∼1615 cm−1 (Fig. 4.11f). This is

the D′ peak, generally described as a feature of hydrogen-bonded sp3 type defects, which depend

on the growth conditions [268, 269].
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Figure 4.10: (a) Topography of wrinkle structure. Simultaneously measured TERS images of G′
peak area intensity (b), D peak area intensity (c), and G peak area intensity (d).

Figure 4.11: (a) Topography of nucleation seed. (b) Tip-enhanced Rayleigh scattering image
simultaneously measured with (a). TERS images of G peak area intensity (c), G′ peak position
(d), G′ peak intensity (e), and D′ peak area intensity (f) are derived from the multispectral TERS
imaging (0.5 s acquisition time per pixel). (g) TERS spectral line traces of G and G′ peaks (yellow
dotted line of (e)) with the cartoons of inferred structures at local spots D, E, and F.
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4.1.4 Discussion

From these studies, we determine that GB structures in large area CVD-grown graphene are

not similar to the well-known atomic vacant defects observed at the boundaries of adjacent graphene

flakes. Despite some STM studies showing evidence of bilayer GBs in large area graphene, the struc-

ture and formation mechanism had not yet been determined [254, 255]. From correlated analysis of

topography, near-field scattering, and multispectral TERS images, we confirm the twisted bilayer

structure of GBs, as seen in Fig. 4.6, and can assign misorientation angles for the overlapping

regions. The misorientation angles of bilayer GBs are in the range from 0◦ to 30◦, depending on

the orientation of the crystal faces. Since the Raman G′ peak is originated from an intervalley

phonon scattering between K and K ′ points, its response is sensitively changed with respect to

the modified band structure. Thus, we could use the modified Raman properties of G′ peak to

determine the misorientation angle as seen in Fig. 4.6a, b, and d.

The super-cell tight-binding method of determining the misorientation angle provided a better

fit to our data than the continuum method [264]. The misorientation angles of bilayer graphene

could be obtained most precisely for angles smaller than 6◦ or larger than 15◦, but there are large

uncertainties for θ larger than 6◦ and smaller than 15◦ due to the non-monotonic change of peak

position and FWHM near the critical angle θc. Despite the fact that the physical origin for the

modified G′ peak responses at the misorientation angles smaller than θc is still not reavealed, the

possible scattering path between the overlapped Dirac cones was expected as described in Fig. 4.6e

[265]. While, for the larger misorientation angles than 15◦, the Raman responses would be expected

to resemble the monolayer properties since the Raman process occurs in isolated Dirac cones without

overlapping [265, 266].

Based on the variation we observe, we infer a formation mechanism for GBs in large area

graphene. As described in Fig. 4.6e, one of two facing grains ascends onto the other grain, and

makes a twisted bilayer region on the length scale of several hundreds of nanometers. The top and

bottom grains stop growing further due to friction, and the part of the top grain above the edge of
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the bottom grain is pushed up by a surface horizontal compressive force. It should be noted that

since the vertical resolution of a shear-force AFM is ∼1 nm, we quantify the height of ∼2 nm at

the pushed up structure of GBs, whereas we cannot clearly quantify the thickness difference of 0.35

nm between monolayer grains and the GBs at the other edges.

Wrinkles are also significant nanoscale defects that degrade the electrical properties of large

area graphene. While the structural and electrical properties of wrinkles have been studied by STM

[270], the vibrational properties of single wrinkle structures had not previously been investigated.

As seen in Fig. 4.9, there are no obvious spectral changes in the D and G peaks at a wrinkle

structure, with only the G′ peak decreasing in intensity and increasing in linewidth. These modified

vibrational properties of the G′ peak could be interpreted as a simple curvature effect similar to

the suppressed G′ peak intensity of carbon nanotubes (CNT) [271]. In addition, the unchanged G′

peak position means that the wrinkle structures have monolayer thickness [271].

In the nucleation process of CVD graphene, sp3 type defects associated with H2 precursor

are expected to be formed [268, 269]. Recently, sp3 defects were experimentally observed by STM

[272] and Raman spectroscopy [273], for artificially treated graphene samples. From the D′ peak,

our results show the first TERS imaging of hydrogen-bonded sp3 defects at the NS of unmodified

graphene (Fig. 4.11f). Note that while the D′ peak is also emerged from vacancy type defects,

the intensity ratio of D′ and G peaks is relatively small in that cases [273]. In addition, since the

intensity ratio of D′/G (inset of Fig. 4.11f) is comparable to previous study [273], we can conclude

that the observed D′ at the NSs is a fingerprint of the sp3 type defects. Additionally, the spectral

redshift of the G′ peak is also a supporting evidence of the sp3 type defects, as seen in Fig. 4.11d

[273]. Although a complete physical origin of the observed heterogeneous distribution could not

be addressed, we expect this observation give clues to understand the initial growth mechanism of

graphene and graphane.

Our proposed method shows the potential of correlated TERS analysis as generally applicable

to a wide range of 2D layered materials and heterostructures beyond graphene. For example,

structures and electronic/vibrational properties at GBs and NS of recently synthesized large area
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transition metal dichalcogenides (TMDs) [274] could be revealed through correlated TERS analysis.

In summary, we have revealed twisted bilayer structures of grain boundaries in large area

graphene and identified misorientation angles from correlated analysis of the high resolution (∼18

nm) multispectral TERS imaging. In addition, we have investigated phonon scattering properties

of wrinkles and nucleation sites, which associate with the nanoscopic structural curvature effect and

atomic scale carbon hybridization. We expect these results help to better understand nanoscale

defects, their impact on function, and growth mechanisms of large area graphene.
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4.2 Disordered states and local strain control of WSe2 monolayer2

Many classes of two-dimensional (2D) materials have emerged as potential platforms for

novel electronic and optical devices. However, the physical properties are strongly influenced by

nanoscale heterogeneities in the form of edges, grain boundaries, and nucleation sites. Using com-

bined tip-enhanced Raman scattering (TERS) and photoluminescence (TEPL) nano-spectroscopy

and -imaging, we study the associated effects on the excitonic properties in monolayer WSe2 grown

by physical vapor deposition (PVD). With ∼15 nm spatial resolution we resolve nonlocal nanoscale

correlations of PL spectral intensity and shifts with crystal edges and internal twin boundaries

associated with the expected exciton diffusion length. Through an active atomic force tip interac-

tion we can control the crystal strain on the nanoscale, and tune the local bandgap in reversible

(up to 24 meV shift) and irreversible (up to 48 meV shift) fashion. This allows us to distinguish

the effect of strain from the dominant influence of defects on the PL modification at the different

structural heterogeneities. Hybrid nano-optical and nano-mechanical imaging and spectroscopy

thus enables the systematic study of the coupling of structural and mechanical degrees of freedom

to the nanoscale electronic and optical properties in layered 2D materials.

4.2.1 Motivation

Layered two-dimensional (2D) transition metal dichalcogenides (TMDs) have emerged as a

new platform for studying quantum confined semiconductor physics [275, 276, 277, 274, 278]. As the

TMD crystals are thinned to the monolayer (ML) limit, new properties emerge including an indirect-

to-direct bandgap transition [49, 48, 279], valley-specific circular dichroism [64, 280, 281, 282], or

an enhanced nonlinear optical response [75, 283]. The direct semiconducting gap, large spin-orbit

coupling, and valley-selectivity provide several advantages for the use of TMDs in photodetector

and other optoelectronic device applications.

A prevailing theme in TMDs and other layered van der Waals systems is the complex inter-

2 This section draws significantly from [20]. The experiment was performed and analyzed by K.-D. Park, and
supervised by M. B. Raschke. This work was performed in collaboration with G. Clark and X. Xu from the University
of Washington at Seattle.
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action between fundamental excitations inherent to the materials themselves, and extrinsic factors

associated with surface morphology and the underlying substrate. The reduced dimensionality in-

vites strong interference from charged impurities, defects, and disorder, creating much difficulty in

isolating the intrinsic quantum properties of the material system [67]. The resulting electronic prop-

erties are consequently highly inhomogeneous and sensitive to structural variations near internal

and external boundaries [68, 69]. To explore these heterogeneities and how they control the opti-

cal and electronic properties, a comprehensive multi-modal nano-scale imaging and spectroscopy

approach is desired.

High-resolution local probes such as scanning tunneling microscopy (STM) and transmission

electron microscopy (TEM) uncover the specific nature of structural defects and grain boundaries

(GBs) that may lead, for example, to an increase or decrease in the electrical conductivity [68,

284, 285]. However, despite atomic-scale spatial resolution, these experimental techniques provide

limited information of the associated electronic, spin, or optical response. To this end, a series

of recent studies applying confocal [68, 69, 286] and near-field photoluminescence (PL) mapping

[287, 288], with spatial resolution reaching as high as ∼60 nm, have addressed the question of

the local modification of the optical and electronic properties at GBs. However, both increases

and decreases in PL quantum yield have been observed for different crystal geometries and sizes

[68, 69, 287, 288]. The range of studies have left a confusing picture regarding the relative role

of doping, defects, mid-gap exciton states, or strain controlling the PL intensity, lineshape, and

spectral position associated with structural heterogeneities.

Here we present a new hybrid nano-opto-mechanical tip-enhanced spectroscopy and imaging

approach combining nano-Raman (tip-enhanced Raman scattering, TERS), nano-PL (tip-enhanced

photoluminescence, TEPL), and atomic force local strain control to investigate the correlation of

local structural heterogeneities with nanoscale optical properties with enhanced ∼15 nm spatial

resolution. Using a novel tilted tip approach for in-plane near-field polarization control, we study

the excited state PL response in twinned WSe2 ML physical vapor deposition (PVD) grown micro-

crystals. A combination of PL quenching and selective spectral changes at nanoscale defects is
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resolved on 10’s nm length scales. Specifically, local PL quenching and a spectral blueshift are

observed at crystal edges and nucleation sites (NS) attributed to energy funneling in the hetero-

geneous system and non-uniform composite ratio between W and Se, respectively. On the other

hand, only PL quenching is observed without a change in energy at twin boundaries over ∼30 nm

length scales correlated with exciton diffusion into non-radiative recombination center. In addition,

through controlled tip-sample force interaction we can tune the bandgap reversibly (up to 24 meV)

and irreversibly (up to 48 meV) through local nanoscale strain engineering (0 - 1%). The com-

bined results allow for the separation of the effect of strain from controlling the PL modification

at edges, NS, and internal twin boundaries, and suggest defects and stoichiometry as the primary

factors modifying the PL at the structural heterogeneities, yet in distinctly different ways. These

results clarify many of the apparent inconsistencies of earlier studies. This shows the potential

of combined nano-optical and nano-mechanical spectroscopy and imaging with nanometer spatial

resolution, few cm−1 spectral resolution, and nN force sensitivity as generally applicable to a wide

range of systems beyond 2D materials.

4.2.2 Experiment

We use WSe2 monolayers grown by physical vapor transport using powdered WSe2 as pre-

cursor material. Source material (30 mg) in an alumina crucible is placed in the hot zone of a

25.4 mm horizontal tube furnace, and an SiO2 substrate is placed downstream in a cooler zone at

the edge of the furnace (750− 850 ◦C). Before growth, the tube is evacuated to a base pressure of

0.13 mbar and purged several times with argon. The furnace is then heated to 970 ◦C at a rate

of 35 ◦C/min and remains there for a duration of 5-10 min before cooling to room temperature

naturally. A flow of 80 sccm argon and 20 sccm hydrogen is introduced as carrier gas during the

5-10 min growth period. Details can be found in Ref. [289].

As shown schematically in Fig. 4.12a and Fig. 4.13a, the experiment is based on a confocal

microscope setup, with top illumination of a shear-force AFM tip for combined TERS and TEPL.

A Helium-Neon laser beam (632.8 nm, < 0.5 mW), after passing through a half wave plate for
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Figure 4.12: Schematic of multi-modal TEPL/TERS (a) with polar plot of the integrated intensity
(b) for the tip plasmon (blue line), WSe2 PL (red line), and excitation laser (black line). (c) Tip-
sample distance dependence of TEPL and TERS of monolayer WSe2. Overlapped TEPL spectrum
(black) at 6 mm distance with Voigt profile fit (gray) decomposed into exciton (blue, X), and
possibly biexciton (green, XX) emission. (d) Selected TERS and TEPL spectra for different tip-
sample distances. (e) Peak intensity dependence of WSe2 Raman (273 cm−1) and WSe2 PL response
(772 nm) with respect to the tip-sample distance, derived from (c), with fit to rate equation model
as described in the text.

polarization control, is focused onto the WSe2 sample by an objective lens (100×, NA=0.8). The

sample is mounted to a piezoelectric transducer (PZT, Attocube) for xyz scanning. The electro-

chemically etched Au-tip with typical apex radius (r ∼ 15 nm) is then positioned in the focal area

[119]. Tip positioning is operated by a stepper motor (MX25, Mechonics), and shear-force feedback

and scanning conditions are controlled by a digital AFM controller (R9, RHK Technology). With

the tip tilted by ∼40◦ with respect to the surface normal, confocal far-field or TERS and TEPL

imaging and spectroscopy can then be performed alternatively, by simply retracting or engaging
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Figure 4.13: (a) Schematic of the multi-modal TEPL/TERS setup. EF: edge filter, BS: beam
splitter, OL: objective lens. (b) Confocal far-field tip plasmon and WSe2 PL spectra for three
different polarization angles of incident laser.

the plasmonic Au-tip with the sample. The resulting localized surface plasmon resonance (LSPR)

excitation in the axial detection of the tip with in-plane sample projection of the locally enhanced

near-field leads to effective excitation of the in-plane Raman and exciton modes as characteristic

for layered 2D materials, in contrast to conventional surface normal excitation for normal tip ori-

entation (see Fig. 4.13b). Fig. 4.12b shows the resulting anisotropy of the tip scattered plasmon

response (blue) and far-field WSe2 PL (red) as a function of excitation polarization (black, slightly

asymmetric due to the polarization-dependent incident optics) exhibiting the expected optical an-

tenna behavior with excitation polarization parallel with respect to the tip axis.

Fig. 4.13a and b show experimental setup, and tip plasmon and WSe2 PL spectra with respect

to the incident polarization angle θ as defined in the inset. The incident beam is focused onto the

tip apex, and the WSe2 sample is initially located out of focus at 1 µm distance below the tip.

The tip plasmon intensity is strong for Pin excitation (θ = 150◦) and substantially decreased (>

10 times) for Sin excitation (θ = 60◦). The far-field PL intensity of WSe2 is not affected by the
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tip plasmon and the small change of intensity for the different angle results from the polarization

dependent reflectivity of the beam splitter.

Fig. 4.12c shows the distance dependence of TEPL and TERS of the ML WSe2 with repre-

sentative PL spectrum (black) acquired at 6 nm distance, with Voigt profile fit dominated by the

exciton response (∼1.61 eV) and a longer wavelength shoulder (∼1.55 eV). Fig. 4.12d shows the

near-field localization of both the TEPL and TERS responses for representative distances. The

most prominent Raman peaks observed correspond to a superposition of E
′

(in-plane) and A
′
1

(out-of-plane) modes at ∼273 cm−1 [290], and first- and third-order LA phonons (M point in the

Brillouin zone) at ∼150 cm−1 and ∼405 cm−1, respectively [291]. The shoulder in the TEPL spectra

(∼10 - 3 nm distances) may rise from trion[287] or biexciton[292, 281] emissions with the biexciton

as the more likely origin for the following reasons: The ∼50–60 meV spectral separation from the

main exciton (X) peak is in agreement with the observation of biexciton assignment from previous

studies [292, 281]. Furthermore, only a single exciton peak is observed in the far-field spectrum

for the incident intensity of 105 W/cm2 as shown in Fig. 4.12d. Whereas the additional feature

only emerges in the TEPL measurement with the tip-enhanced excitation intensity at the apex of

∼107 W/cm2. This behavior is consistent with the expected super-linear intensity dependence of

biexciton emission [293, 294].

It should be noted that biexciton peak is emerged when the tip-enhancement factor is high

enough as shown in Fig. 4.17d. Assignment of the high energy shoulder to biexcitons is suggested

based on spectral position in comparison with other studies and the emergence of that spectral

feature only when the tip-enhancement is sufficiently high, as shown in Fig. 4.17d, suggesting the

expected super-linear excitation intensity dependence. Specifically, the ∼50–60 meV separation

between peaks is consistent with the energy difference between exciton and biexciton peaks as

reported in the literature [292, 281]. Observation of biexcitons has been also reported in literature

for CW excitation using 0.1 - 10 mW power, which translates into excitation intensities of 104 -

106 W/cm2 [294, 293]. In our experiment, for the incident intensity of 105 W/cm2, only a single

exciton peak is observed in the far-field measurements (Fig. 1d). The appearance of an additional
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peak in the near-field, where the local excitation intensity can increase up to 107 W/cm2 due to

the local field enhancement at the tip apex on the order of 10, seems consistent with the expected

super-linear dependence of biexciton emission on excitation intensity [294, 293].

Following the initially continuous increase in both TEPL and TERS response for d . 20 nm,

at distances d < 5 nm, the WSe2 PL starts to quench. This behavior is due to a near-field

polarization transfer between the WSe2 exciton and the metal tip, giving rise to non-radiative

damping and PL quenching. The PL distance dependence observed is well described by a rate

equation model with damping rates Γ and quantum yields of radiative emission η corresponding to

1/Γs ∼ 0.5 ps and ηs ∼ 0.1 for the sample, and 1/Γtip ∼ 30 fs and ηtip ∼ 0.5 for the tip, and with

the resonance energy transfer length of R0 ∼ 8 nm. For TERS, the same set of parameters are used

except assuming very short (1/Γs ∼ 5 fs) lifetime of the excitation to describe the instantaneous

character of the Raman process [121].

In order to describe the dependence of TEPL and TERS signals on the tip–sample distance

z, we use rate equations for the excited state population of sample (Ps) and tip plasmon (Ptip) as

described in [121]:

dPs

dt
= Γe(z)− (Γs + ΓRET(z)) Ps + ΓRET(z) Ptip,

dPtip

dt
= − (Γtip + ΓRET(z)) Ptip + ΓRET(z) Ps.

Here, we take into account a spatially integrated, over the near-field probe area, distance-dependent

excitation rate Γe(z) ∝ (1/(R+ z))4, with tip apex radius R. Damping rates include radiative and

non-radiative contributions Γs,tip = Γrad
s,tip + Γnrad

s,tip , and the non-radiative resonance energy transfer

(RET) rate ΓRET(z) = Γrad
tip (R0/z)

m, with m = 4 due to the reduced dimensionality and the

characteristic length scale of near-field energy transfer R0. We solve the equations for steady state

and as a function of z, and obtain the PL intensity IPL(z) ∝ ηtipPtip+ηsPs, where ηs,tip = Γrad
s,tip/Γs,tip

is the quantum yield of the sample and tip emission.

As shown in Fig. 4.12e, a good agreement between the simulation and the experimental TEPL
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Figure 4.14: (a) Tip-sample distance dependence of TEPL of monolayer WSe2. Spectra are
measured in 1.5 nm increments and 0.2 s acquisition time. (b) Amplitude changes of tuning fork
and the peak intensity changes of tip plasmon and WSe2 PL (∼770 nm) with respect to tip-sample
distance derived from the (a). (c) Tip plasmon and WSe2 PL spectra for the different tip-sample
distances (35 nm and 5 nm).

data is found for fit parameters with tip radius R ∼ 30 nm, damping rates and quantum yields of

1/Γs ∼ 0.5 ps, ηs ∼ 0.1, 1/Γtip ∼ 30 fs, ηtip ∼ 0.5, and a RET length R0 ∼ 8 nm. TERS intensity

is simulated using the same set of parameters, but assuming very short (1/Γs ∼ 5 fs) lifetime of

the excitation, to describe the near instantaneous character of the Raman process.

Fig. 4.14a shows tip-sample approach behavior with different tip in another sample spot. As

the tip is closely approaching to the sample, the PL spectral intensity of WSe2 is enhanced as

shown in Fig. 4.14b due to near-field interaction. Notably, the tip plasmon is quenched in this

regime (marked with white dashed box in Fig. 4.14a). This tip plasmon quenching can be possibly

understood as a result of the optical excitation transfer from the tip to the WSe2 with subsequent

non-radiative decay. We find typical tip plasmon resonances in the range between 600 and 800 nm

PL but not consistently for all gold tips used. However, for those tips which exhibit a tip plasmon
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Figure 4.15: (a) Confocal PL images of a ML WSe2 crystal for the integrated intensity at 770-
805 nm (Blueshifted PL (725-760 nm) and spectral difference PL images are shown in Fig. 4.16a
and b). (b) Corresponding topography with inset illustrating the crystal and internal GBs. (c)
TEPL spectra of the ML WSe2 for nucleation site (NS) and grain regions. TEPL images for the
integrated intensity of 770-805 nm (d) and 725-760 nm (e) spectral regions, and spectral difference
TEPL image (f).

resonance, we generally observe tip-enhanced PL of WSe2.

4.2.3 Results

Multi-modal TEPL/TERS imaging of nanoscale defects

We then image NS, external crystal edges, and internal GBs through their effect on the

PL and Raman response. Fig. 4.15a shows a ∼500 nm spatial resolution confocal PL survey of

a polycrystalline ML WSe2 flake with spectrally integrated 770-805 nm acquisition. To visualize

the spatial heterogeneity of the PL spectrum, we propose the multi-modal PL imaging method.

The integrated intensities for the main PL (770-805 nm) and the blueshifted PL (725-760 nm) are

selectively counted at each pixel of sample scanning. However, the spatial heterogeneity of the

blueshifted PL is not clearly visualized because the tail of the main PL still significantly affects
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Figure 4.16: (a) Confocal PL image of the ML WSe2 for the integrated intensity at 725-770 nm
(blueshifted PL). Corresponding confocal PL image for the integrated intensity at 770-805 nm is
shown in Fig. 4.15a. (b) Corresponding spectral difference confocal PL image. (c) Line profiles for
the 770 nm PL peak and 273 cm−1 Raman mode which exhibiting 15 ± 5 nm spatial resolution.

the integrated intensity of the blueshifted PL. To solve this problem, we subtract the main PL

image from the blueshifted PL image after compensating for intensity discrepancy. Through this

method, the blueshifted PL property is clearly visualized in the PL images. For the corresponding

blueshifted PL image (725-760 nm), and difference PL image see Figs. 4.16a and b.

Corresponding TEPL images with ∼15 nm spatial resolution reveal the influence of the NS

region and crystal edge, which are seen to give rise to an associated decrease in PL intensity and

spectral blueshift as shown in Fig. 4.15d-f (770-805 nm region, 725-760 nm region, and spectral

difference image I∆λ). Where I∆λ =
∫ λ2

λ1
|I(λ)i − I(λ)ii|dλ, λ1 = 725 nm, λ2 = 760 nm, and I(λ)i

and I(λ)ii are the PL spectra for blueshifted center, edges and grains, respectively.

It should be noted that despite high spatial resolution TEPL images enabled by the strong

localized plasmon effect (Fig. 4.15d-f), there is a superimposed weak homogeneous far-field back-

ground signal over micron length scale. Note also that it is difficult to obtain 15 nm resolution for

large area scanning due to the different thermal expansion of tip and objective lens mounts, as well

as overall drift of the scanner (∼ 1 nm/min) on the time scale of such a measurement. Although

reproducible 50 nm spatial resolution images were obtained in the whole crystal scanning, the pre-

sented near-field image is a composite of several 1 µm × 1 µm or 2 µm × 1 µm TEPL image scans

to achieve the best resolution images.
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Figure 4.17: Topography (a) of a ML WSe2 with spectral TEPL (b) and TERS (c) line traces
along the center line of the crystal (dashed line in (a)). (d) Distinct TEPL spectra acquired from
the edge, nucleation sites (NS), and grain region of crystal. Exciton and possible biexciton peaks
are assigned via the Voigt fitting. Peak energies are 1.610 eV at edge, 1.630 eV at center, and 1.606
eV at grain. TEPL images of the spectral region of 770-805 nm (e) and the spectral difference (f).
(g) Selected line profiles at the edge derived from (f).

Fig. 4.16c shows line profiles for the 770 nm PL peak and 273 cm−1 Raman mode (same data

as Fig. 4.18f). We estimated a spatial resolution of 15 ± 5 nm according to the general convention

(distance between 5% and 95% of optical intensity at the step edge).

Details of the effect of NS and crystal edges on the PL and Raman characteristics are investi-

gated as shown in Fig. 4.17, revealing in spatially-resolved spectral line traces (b, c) the decrease in

PL and blueshift, being more pronounced for the NS compared to the edges (Fig. 4.17d). Intensity

variations aside, no change in the corresponding Raman frequency of the E
′

and A
′
1 superposition

mode is observed (Fig. 4.17c). The spatial variation of the PL at the edges (Fig. 4.17e) is best

exemplified in the spectral difference map (Fig. 4.17f), with the PL shift and decrease extending
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Figure 4.18: (a) AFM topography of GB area (indicated in Fig. 4.15b). (b) TEPL image for
the integrated intensity at 770-805 nm (indicated in Fig. 4.15d). Spectral TEPL (c) and TERS
(d) trace across GB (L1 indicated in (b)). (e) TEPL and TERS spectra derived from grain and
GB regions indicated in (c) and (d) (dashed white lines). (f) Corresponding spectrally integrated
line profiles for the 770 nm PL peak and 273 cm−1 Raman mode derived from (c) and (d). (g)
Illustration of exciton diffusion length at GB.

irregularly along the edges, over a ∼30− 80 nm wide region, as also seen in representative line

traces E1-E4 (Fig. 4.17g).

The corresponding effect of the decrease in PL at the GBs can be clearly seen in the TEPL

images Fig. 4.15 and Fig. 4.17e and appears somewhat distinct from the effect of edges and NS, as

further analyzed in Fig. 4.18, showing a zoom in to a single GB (white box in Fig. 4.15d). The GB

is not discerned in the AFM topography (Fig. 4.18a). Neither PL nor Raman emission exhibit a

spectral shift (Fig. 4.18c-e), however both experience a decrease comparable to the case of NS and

edges. Yet the PL decrease is quite homogeneous along the grain boundary with a narrow width of
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∼25 nm (Fig. 4.18f). Note that although we could not obtain correlated atomic resolution TEM or

STM images of our specific samples, the symmetric mirror twinned GB structures were confirmed

by TEM studies for TMD crystal under similar conditions [68].

Local strain engineering via nano-mechanical force

In order to investigate the effect of local strain on the PL modification, we use the AFM tip to

locally apply a contact force to perturb the sample while simultaneously measuring the TEPL. The

tip-sample distance is regulated by controlling the set-point and proportional-integral (PI) gains

in feedback [120]. We set a low set-point and a high PI gain to apply mechanical force to the ML

WSe2. In this unusual feedback condition, AFM tip taps the sample with ∼10− 30 Hz frequency

and the tapping force is increased by lowering the set-point. Through this force control of tip, the

strain of the as-grown WSe2 is locally released, as shown in Fig. 4.19. The bandgap of WSe2 was

shown to decrease linearly with increasing strain in the range of 0 - 2% [295]. Thus we can use the

energy of the PL peak to estimate the amount of strain for various tip-sample separations. From

comparison with far-field PL of both as-grown and transferred WSe2 we assess that the crystals

are initially under a tensile strain of ∼0.98%.

The change of direct bandgap energy of ML WSe2 with respect to the applied tensile strain

was calculated previously using the Heyd–Scuseria–Ernzerhof (HSE) density functional theory

(DFT) [295]. The bandgap energy of ML WSe2 is found to change linearly with the tensile strain.

The PL peak of the unstrained sample depends on the growth condition and substrates. Our anal-

ysis is based on the assumption of the PL peak energy of the transferred WSe2 crystal having 0%

strain. The tensile strain of as grown sample is then calculated based on the linear dependence of

the PL energy with strain as shown in Fig. 4.20 [295].

Fig. 4.19a shows that with increasing force exerted by the tip, the TEPL increases and

spectral weight is transferred with the appearance of a blueshifted emission by ∼48 meV. The

nano-mechanical tip interaction gives rise to an almost complete and irreversible strain release. In

order to release the local strain and shift local bandgap to ∼48 meV as shown in Fig. 4.19a, the tip

has to induce a stronger force onto the sample compared to TEPL measurements, and therefore
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Figure 4.19: (a) Bottom: far-field PL spectra for the as-grown (red) and transferred (blue) ML
WSe2 on the SiO2 substrates. Top: evolution of PL spectra of the as-grown ML WSe2 with
interacting compressive force of tip, giving rise to an irreversible release of the tensile strain of the
crystal. (b) Reversible evolution of PL spectra under modest nano-mechanical tip-sample force
interaction. (c) Confocal PL (725-760 nm) images before and after irreversible (a) and reversible
(b) strain manipulation. (d) AFM topography, (e) AFM phase, (f) blueshifted TEPL (725-760 nm),
and (g) main TEPL (770-805 nm) images for two locations near NS which exhibit low PL prior to
nano-mechanical strain release.

Figure 4.20: Calculation result for the bandgap change of ML WSe2 with respect to the tensile
strain. We assume the PL peak energy of the transferred sample has a 0% strain.
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has to be closer to the WSe2 crystal. This leads to a significant quenching of the near-field PL,

such that the red (bottom) curves in Fig. 4.19a are dominated by the far-field response of the

nearby strain released area resulting in the double peak structure we observe. The near-field PL

signal increases (blue curves) when the strain released area is expanded to ∼200 nm2. The PL

modification at the strain released crystal region is seen in the confocal PL imaging before and

after the force interaction (Fig. 4.19c). Despite the only few 10′s nm spatial localization of the

apex force interaction, the strain released crystal region extends spatially over a ∼1 µm sized area.

We estimate the maximum force exerted to ∼10 nN, without giving rise to tip apex modifications,

as verified by repeated TEPL and TERS measurements.

Under careful and weak force interaction the strain can be partially released in a reversible

fashion as shown in Fig. 4.19b, with a spectral shift of ∼24 meV corresponding to a maximum

release to ∼0.56%. In this case the experimental conditions are similar to those used for the TEPL

and TERS imaging, thus no discernible permanent PL modification is seen in the confocal PL image

(Fig. 4.19c). Both the reversible and irreversible strain release induced by the tip force interaction

are generally repeatable with similar results for different flakes.

Fig. 4.19d-g shows TEPL imaging on a WSe2 flake near a NS region with initially strongly

suppressed PL. Force interaction at the two locations indicated shows the appearance of blueshifted

and enhanced PL. The associated strain release also manifests itself in a change in the AFM phase

signal, yet not in the topography as expected.

4.2.4 Discussion

Our results are generally consistent with the findings of recent studies that have addressed

the localized modification of the PL by structural heterogeneities [68, 69, 287, 288], yet add further

spatial details and assignment to specific processes. An increase in PL intensity correlated with a

spectral blueshift at GBs observed in [69] has been interpreted in terms of a local strain release

and structural deformation, associated with the large TMD crystals studied (> 10 µm) and the

resulting high substrate strain accumulated in the growth process. Our correlated spectroscopic
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results and the ease of nano-mechanical both reversible and irreversible local strain release by slight

force perturbation would be consistent with this interpretation.

In contrast, recent near-field PL imaging revealed a decrease at GBs for small crystallites (<

5 µm) [287] over a ∼120 nm average width and without spectral shifts.

The atomic defects at the twin GBs of ML TMDs have been investigated with transmission

electron microscopy (TEM) [68, 284]. These atomic defects of GBs can be further deformed or

bonds broken under high strain as a result of the crystal growth procedure [68, 69]. We therefore

suggest that in the previous far-field PL imaging studies, which showed clear PL decrease(increase)

at the GBs of the large size TMD crystal (> 10 µm), might measure structurally deformed GBs

[68, 69]. The large TMD crystals might have particularly high strain effect due to the long growth

time and result in significantly large areas of PL modification at GB region. On the other hand,

since the small TMD crystals have much less strain effect, PL modification is constrained to the

nanoscale areas possibly dictated by exciton diffusion at the mid-gap states. In order to address

this hypothesis, we perform far-field confocal PL imaging (∼500 nm resolution) for ∼10 µm size

polycrystalline WSe2 crystal, and PL quenching at GBs is clearly revealed as shown in Fig. 4.21a-

c. It should be also noted that despite the crystal sizes are small, interflake GBs always showed

distinct PL quenching due to the structural deformation as shown in Fig. 4.21d-f.

This, together with our finding of a PL quenching (47%) without changes in structure and

bandgap at the internal twin boundaries as concluded from the combined TERS and TEPL imaging,

suggests that neither strain nor doping are responsible for the PL quenching, but instead non-

radiative recombination process possibly from mid-gap states of defects. Given the atomic-scale

lateral extent of the GB, the spatial scale of PL quenching would be related to the exciton diffusion

length. Our value for the PL quenching width of ∼25 nm would be in good agreement with the

expected exciton diffusion length of ∼24 nm as estimated from the measured values of exciton

diffusivity and lifetime [68].

At the crystal edges our observed decrease in PL intensity, spectral blueshift, and spatial

heterogeneity agree with previous studies [287]. Similar to disordered semiconductors [296, 297] the
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Figure 4.21: (a) Optical microscopy image of a polycrystalline ML WSe2. (b) Confocal PL image
for the integrated intensity at 725-760 nm spectral range. (c) Confocal PL image for the integrated
intensity at 770-805 nm spectral range. (d) Topography image of the polycrystalline WSe2 with
dislocated GBs. (e) TEPL image of interflake GB region (indicated in (d) as a white dashed box)
for the integrated intensity at 725-760 nm spectral range. (f) TEPL image of sample region for the
integrated intensity at 770-805 nm spectral range.

quenching could be due to energy funneling from higher to lower energy states in the inhomogeneous

system [287]. Our spatial extent of the disordered PL modification region of ∼30− 80 nm at the

edges is in good agreement with the edge roughness observed by TEM [68]. Note that our length

scale is significantly shorter than the ∼300 nm reported in a previous near-field PL study [287]. This

difference in length scales could either be due to different crystal structures or growth conditions.

Lastly, the significant PL quenching and blueshift at NS can be attributed to the loss of Se [298],

and the surface adsorbates are understood as tungsten (W) compounds left in the growth process

[299] that can act as non-radiative recombination sites.

The electronic band structure of TMDs is sensitive to tensile strain that causes reduced orbital

hybridization due to the weakened ionic bonds [300]. This gives rise to a redshift of the bandgap

energy and an associated decrease in PL intensity [299, 301, 302, 295]. Therefore, we believe the
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PL energy of transferred WSe2 is significantly higher than the as-grown sample due to the released

tensile strain [69], as confirmed by our force-controlled nano-spectroscopy measurements.

In summary, we have measured modifications of the electronic structure and optical properties

of WSe2 at the nanoscale through high resolution (< 15 nm) multi-modal TEPL and TERS imaging.

A nonlocal PL modification at twin boundaries associated with a ∼25 nm exciton diffusion length,

and ∼30− 80 nm wide region of optical heterogeneity at edges is observed. Further, we have

demonstrated dynamic tuning of the local bandgap of ML WSe2 by releasing and controlling local

strain. Our hybrid opto-mechanical nano-probe technique can be used for tunable nano-electronic

devices where the carrier mobility is controlled via strain engineering [299, 301]. We expect this

method to help in the design of novel nano-photonic/electronic TMD devices by enabling local

bandgap engineering and in-situ spectroscopy of 2D materials.
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4.3 Radiative control of dark excitons in WSe2 monolayer at room temper-

ature3

Excitons, Coulomb-bound electron-hole pairs, are elementary photo-excitations in semicon-

ductors that can couple to light through radiative relaxation. In contrast, dark excitons XD show

anti-parallel spin polarization with generally forbidden radiative emission. Because of their long

lifetimes, these dark excitons are appealing candidates for quantum computing and optoelectron-

ics. However, optical read-out and control of XD states has remained challenging due to their

decoupling from light. Here, we present a tip-enhanced nano-optical approach to induce, switch,

and programmably modulate the XD emission at room temperature. Using a monolayer transition

metal dichalcogenide (TMD) WSe2 on a gold substrate, we demonstrate ∼6×105-fold enhancement

in dark exciton photoluminescence quantum yield achieved through coupling of the antenna-tip to

the dark exciton out-of-plane optical dipole moment. This is possible because of the large Purcell

factor of the tip-sample nano-cavity, which is ≥ 2 × 103. Our approach provides a new and facile

way to harness excitonic properties in low-dimensional semiconductors offering new strategies for

quantum optoelectronics.

4.3.1 Motivation

The two-dimensional (2D) nature of monolayer (ML) transition metal dichalcogenides (TMDs)

creates tightly bound excitons with strong Coulomb interactions and an extraordinarily large bind-

ing energy [48, 49, 304]. Associated anomalous excitonic properties and strong light-matter inter-

actions suggest a new paradigm for a range of applications in optoelectronics [305, 306, 307, 308].

The broken inversion symmetry and strong spin-orbit coupling (SOC) in ML TMDs lead

to spin- and energy-splitting in the conduction band [309, 310, 311]. The electrons with anti-

parallel spins in the two respective states of the split conduction band give rise to bright and dark

excitons [166, 312, 313] by combining with the holes in the higher-lying valence band. These two

3 This section draws significantly from [303]. The experiments and simulations were performed and analyzed by
K.-D. Park, and supervised by M. B. Raschke. This work was performed in collaboration with G. Clark and X. Xu
from the University of Washington at Seattle.
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distinct states of exciton have orthogonal transition dipole orientation associated with the spin

configuration, as demonstrated recently both theoretically [311, 314] and experimentally at low

temperature [315, 70, 71, 316].

As known from zero-dimensional quantum dot (QD) studies, dark excitons XD have a long

lifetime due to solely non-radiative decay channels and spin flip processes [317]. This distinct nature

of dark excitons in low-dimensional semiconductors has attracted much attention for potential ap-

plications as coherent two-level systems for quantum information processing [318], or Bose-Einstein

condensation (BEC) [319], yet a full-scale study is hampered by the out-of-plane transition dipole

moments making them difficult to access optically [315, 70, 71, 316].

In order to induce dark exciton emission in atomically thin TMDs, different approaches were

demonstrated in recent low temperature photoluminescence (PL) studies. Following a procedure

as established for dark exciton emission in QDs [320, 321], tilting the spin direction by applying a

strong external in-plane magnetic field (≥ 14 T) induces a weakly allowed in-plane optical transition

by the Zeeman effect [315, 70]. Alternatively, by exciting out-of-plane polarized surface plasmon

polaritons (SPP) in a TMD-plasmonic device, radiative XD emission through dark exciton-SPP

coupling can be induced [71]. This weak XD emission can also be observed through polarization-

selective detection from the sample edge [316]. However, all these studies have been restricted to

cryogenic temperature conditions (T ≤ 30 K), because otherwise the small energy difference of <

50 meV between dark and bright exciton leads to thermal excitation into the then overwhelming

bright exciton emission channel.

In this work, we demonstrate a new approach for dark exciton spectroscopy based on state

selective dark exciton coupling with tip-enhanced PL (TEPL) spectroscopy, as illustrated in Fig.

1a-b. Here, the scanning probe nano-optical antenna-tip selectively couples to the out-of-plane

transition dipole moment which facilitates Purcell-enhanced dark exciton emission with few-fs ra-

diative dynamics [121]. With this simple and generalizable approach we demonstrate excitation,

modulation, and radiative control of dark exciton emission, at room temperature, and with high

quantum yield. The combination of the nanoscale localized (≤ 15 nm) effective excitation through
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Figure 4.22: Schematic of tip-enhanced photoluminescence spectroscopy and electronic band
structure of WSe2. (a) Selective excitation and probing of the transition dipole moments of dark
(out-of-plane) and bright (in-plane) excitons by polarization control. EF: edge filter, BS: beam
splitter, OL: objective lens. (b) Split-band and -spin configurations of bright and dark exciton
states. Spin-forbidden optical transition of dark excitons is induced by strongly confined local
antenna fields with plasmonic Purcell enhancement at the tip-sample nano-gap. CB: conduction
band, VB: valence band.

strongly confined out-of-plane optical fields at the tip-Au substrate nano-gap, with antenna-tip

mediated near- to far-field mode transformation gives rise to a ∼6× 105-fold XD-PL enhancement

as we demonstrate in WSe2 with a Purcell factor ≥ 2 × 103 enhanced spontaneous emission rate.

Through precise control of the distance between the antenna-tip and the sample, the coupling

strength of dark excitons to the antenna-tip can be modulated. This method allows active control

of the dark exciton On/Off states in time and space.

4.3.2 Experiment

WSe2 monolayers are grown by physical vapor transport using powdered WSe2 as precursor

material. Source material (30 mg) in an alumina crucible is placed in the hot zone of a 25.4 mm

horizontal tube furnace, and an SiO2 substrate is placed downstream in a cooler zone at the edge of

the furnace (750−850 ◦C). Before growth, the tube is evacuated to a base pressure of 0.13 mbar and

purged several times with argon. The furnace is then heated to 970 ◦C at a rate of 35 ◦C/min and
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remains there for a duration of 5-10 min before cooling to room temperature naturally. A flow of 80

sccm argon and 20 sccm hydrogen is introduced as carrier gas during the 5-10 min growth period.

The as-grown WSe2 crystals are then transferred onto flat template stripped Au substrates using

a wet transfer technique. For that purpose, PMMA (6% in anisole) is spin-coated onto the SiO2

wafer, covering the region with WSe2 monolayer crystals. The wafer is then placed in a solution

of dilute hydrofluoric acid (20% in distilled water), until the SiO2 layer is etched away and the

PMMA membrane with WSe2 crystals floats free. The membrane is then rinsed in distilled water

to remove residual etchant, and scooped up onto a wire loop. The PMMA membrane can then

be placed onto the Au sbstrates under an optical microscope, similar to the commonly used dry

transfer technique. Once the membrane has been lowered into contact with the substrate, heating

the substrate ≥ 160 ◦C melts the PMMA layer releasing it from the wire loop.

The experiment is based on TEPL spectroscopy [20], with side illumination of Au nano-tip

manipulated in a shear-force atomic force microscopy (AFM) as shown schematically in Fig. 4.22a.

In the TEPL spectroscopy setup, the sample is mounted to a piezoelectric transducer (PZT, P-

611.3, Physik Instrumente) with sub-nm precision positioning. Electrochemically etched Au tips

(∼10 nm apex radius) are attached to a quartz tuning fork (resonance frequency = ∼32 kHz) [20].

To regulate the tip-sample distance, the AFM shear-force amplitude is monitored and controlled

from the electrically driven tuning fork [120]. Coarse tip positioning is performed using a stepper

motor (MX25, Mechonics AG), and shear-force feedback and sample position are controlled by a

digital AFM controller (R9, RHK Technology). The sample surface is tilted by ∼60◦ with respect

to the incident k-vector for effective excitation. A Helium-Neon laser beam (632.8 nm, ≤ 0.3 mW),

after passing through a half wave plate for polarization control, is focused into the junction between

the Au substrate and the tip apex by an objective lens (NA=0.8, LMPLFLN100×, Olympus).

TEPL signal is collected in backscattered direction, passed through an edge filter (633 nm cut-

off) and detected using a spectrometer (f = 500 mm, SpectraPro 500i, Princeton Instruments)

with a thermoelectrically cooled electron-multiplied charge-coupled device (CCD, ProEM+: 1600

eXcelon3, Princeton Instruments). The spectrometer is calibrated using hydrogen and mercury
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Figure 4.23: Probing radiative emission of dark excitons of WSe2 through polarization- and power-
dependence of tip-enhanced photoluminescence. (a) Excitation polarization dependent TEPL spec-
tra of monolayer WSe2 on a Au substrate at ∼1 nm tip-sample distance with tip-selective XD emis-
sion (orange). (b) Log-plot of the power dependence of TEPL intensity of dark (XD) and bright
(X0) exciton. (red line is a fit of the dark exciton emissions exhibiting a linear power dependence).
(c-d) Finite-difference time domain (FDTD) simulation of the in-plane (c) and out-of-plane (d)
optical field intensity and confinement under experimental conditions of (a).

lines, and a 150 grooves/mm grating is used to obtain a high bandwidth spectrum for simultaneous

measurement of gap plasmon and TEPL spectra. The Au tip is oriented normal with respect to a

planar Au substrate. TEPL spectroscopy is then performed by tip-sample distance control between

the Au tip and a ML WSe2 transferred onto the Au substrate. All experiments are performed at

room temperature.

4.3.3 Results

Radiative emission of dark excitons at room temperature

Fig. 4.23a shows TEPL spectra at 1 nm tip-sample distance with excitation polarization

oriented parallel or perpendicular with respect to the sample surface. A strong XD emission peak

is observed (red). In contrast, the XD response is suppressed for tip-perpendicular polarization

(blue) even though enhanced PL response of X0 is observed, attributed to an in-plane localized
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optical field effect in agreement with the spectral X0 characteristics in far-field emission (black).

The difference spectrum after polarization correction for X0 then corresponds to the pure XD mode

emission (orange).

We perform Lorentzian line fit analysis of the bright (blue) and dark (orange) excitons to

compare the peak energy and spectral linewidth of them as shown in Fig. 4.24a and b. Lorentzian

functions provide for a better line fit for both spectra compared to Gaussian function due to the

homogeneous broadening likely dominated by phonon scattering. From Lorentzian fitting of the

spectra for XD and X0, the dark exciton state is found at ∼46 meV below the bright exciton

associated with the intravalley energy splitting in the conduction band. While the bright exciton

peak shows Lorentzian shape to good approximation, the dark exciton is asymmetric with a shoulder

at 780 nm. This shoulder is possibly due to a lifting of the valley degeneracy [314], a Fano resonance

resulting from the exciton-plasmon coupling [322], or the dark trions [71, 70]. This result is in good

agreement with recent XD observations facilitated by in-plane magnetic field (47 meV) [70], SPP

coupling (42 meV) [71], and polarization-selective detection from the sample edge (40 meV) [316].

We note that the energy of bright and dark exciton emission is only minimally perturbed by the

Au substrate due to the tightly bound excitons within the monolayer [48, 49, 304, 323].

Further the TEPL linewidth of the XD emission is more narrow than the bright exciton

linewidth, in agreement with previous observation (Fig. 4.24) [71]. The observed TEPL linewidth

of the dark exciton emission is more narrow than that of the bright exciton in agreement with

recent observation based on surface plasmon polaritons (SPP)-device based probing [71]. On the

other hand, the dark exciton emission induced by the Zeeman effect showed the same linewidth

as the bright excitons [315, 70]. We believe this feature is attributed to the different (intrinsic vs.

extrinsic) spin flip mechanisms of the dark excitons.

To test for a possible contribution from bi-exciton emission, which has comparable photon

energy to dark states, we measure the TEPL intensity as a function of the excitation power for XD

and X0 emissions. Fig. 4.23b shows the resulting TEPL power dependence based on linear fits to

the TEPL spectra and plotting the integrated spectral intensities of XD and X0 emissions. On the
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Figure 4.24: TEPL spectra of the bright (a) and dark (b) excitons of WSe2 monolayer transferred
onto the Au substrate with Lorentzian line fit analysis, derived from Fig. 4.23a.

basis of the linear power dependence behavior, we exclude bi-exciton emission [292].

To understand the polarization dependence of the XD emission, and to model the intensity

difference of in-plane and out-of-plane local fields at the Au tip - Au substrate junction, we calculate

the confined optical field intensity using finite-difference time-domain (FDTD) simulation for our

experimental conditions (Fig. 4.23a).

As shown in Fig. 4.23c-d, in the nano-gap, the optical field intensity of the out-of-plane mode

is stronger by a factor of ≥ 3× 102 than that of the in-plane mode as expected.

For further investigation of the antenna-tip induced dark exciton emission, we perform TEPL

measurements under precise nanometer tip-sample distance control. Fig. 4.25a shows contour plots

of TEPL spectra of ML WSe2 with respect to the distance between the Au tip and Au substrate.

Bright exciton emission (X0) at 1.667 eV is observed in the distance region of 4 - 12 nm attributed

to the enhanced localized (in-plane) near-field excitation at the tip apex. In contrast, for shorter
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Figure 4.25: Active control of tip-induced radiative emission of dark excitons of WSe2 monolayer.
(a) Tip-sample distance dependence of TEPL spectra. (b) Tip-sample distance dependence of peak
intensity of TEPL responses (XD, X0, and gap plasmon) with spectral energy shift, derived from
(a). (c) 2D covariance map of the distance dependent TEPL spectra from (a), exhibiting strong
correlation between the gap plasmon and XD emission. (d) Simulated plasmonic Purcell factor for
out-of-plane and in-plane spontaneous dipole emitters with respect to the distance between Au
tip and Au surface. Inset: Normalized plasmonic Purcell factor with respect to emitter orienta-
tion. (e) Illustration of the tip-enhanced emission mechanism of dark excitons as a combination of
both enhanced excitation (out-of-plane optical field confinement) and antenna-mediated emission
(polarization transfer and enhanced radiative decay by Purcell effect) at the plasmonic nano-gap.

distances in the 1 - 3 nm range, dark exciton XD emission emerges and dominates the spectra

at 1.621 eV. In addition, a weak tip-plasmon PL response from the Au - Au nano-gap is seen as

described previously [121]. Fig. 4.25b shows corresponding distance dependence in TEPL intensity

for XD, X0, and gap plasmon emission. While the X0 peak intensity saturates below 2 nm distances

due to polarization and energy transfer and non-radiative relaxation in the metal tip and substrate,

the XD peak intensity continues to rise sharply correlated with an increasing gap plasmon PL
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intensity. Because the in-plane dipole of the X0 does not couple to the antenna mode, the PL

quenching dominates over enhancement at short distances. In contrast, the XD emission with its

out-of-plane dipole, when coupled to the antenna mode with its fs-radiative decay, continues to

dominate at short distances [121, 324, 4].

This behaviour is most clearly evident in the 2D covariance plot (Fig. 4.25c). From the full

data set of Fig. 4.25a, we calculate the covariance σ(i, j) between wavelengths i and j from the

distance dependent TEPL intensities I(i, d) using

σ(i, j) =
1

N

dn∑
d=d1

[I(i, d)− 〈I(i)〉]× [I(j, d)− 〈I(j)〉]. (4.2)

The resulting 2D covariance map clearly shows strong (weak) correlation between the out-of-plane

gap plasmon and the dark (bright) exciton emission. The plasmon PL emission serves as an

indicator and metric of the XD-tip polarization transfer and Purcell enhancement of rapid PL

emission as established previously (see Ref. [121]).

Radiative control of dark excitons

As we demonstrated previously [20], the shear-force AFM tip can also act as an active control

element to modify excitonic properties of TMDs both spectrally and spatially. In the optical antenna

tip-WSe2-Au surface configuration, the nano-gap is regulated by a shear-force feedback mechanism

[38]. This gives rise to sub-nm precise control of the gap plasmon response, and associated strongly

correlated dark exciton emission. Fig. 4.26a-c show time-series contour plots of the TEPL response

(XD, X0, and gap plasmon) during constant (a), discrete (b), and modulated (c) tip-sample distance.

The precision of nano-gap control relies on the mechanical quality (Q) factor of the AFM tuning

forks. We generally achieve Q-factors of ≥ 4× 103 by attaching two Au tips to both prongs of the

tuning fork. Using this high-Q sensor, we regulate a tip-sample distance with ∼0.2 nm precision,

and stably maintain the XD On state under ambient conditions with minimal fluctuations (a).

Varying the distance between 1 nm and 5 nm the XD can be switched discretely between its On

and Off states (b). Correspondingly, by continuously time-varying the tip-sample distance, we

can programmably modulate the XD emission (c). Fig. 4.26d shows the derived time-series of peak
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Figure 4.26: Switching and modulation of dark exciton emission. (a) Time-series TEPL response
(XD, X0, and gap plasmon PL) in continuous On state of XD emission at 1 nm tip-sample distance.
(b) Discrete On/Off switching of XD emission with discrete tip-sample distance variation between 1
nm and 5 nm. (c) XD emission modulation by functional control of tip-sample distance. (d) Time-
series of peak intensity of TEPL response with correlation between corresponding XD emission and
gap plasmon, derived from (a)-(c).

intensity of TEPL response from Fig. 4.26a-c, with correlation of XD PL and gap plasmon, verifying

the precise control of the XD emission.

4.3.4 Discussion

Radiative decay mechanisms of dark excitons

In 2D TMDs, as dictated by the C3h point group and resulting selection rules, only an out-of-

plane optical transition is allowed with ∼10−3 − 10−2 times smaller radiative decay rate compared

to an in-plane optical transition dipole of the bright excitons [311, 314, 316].

In principle, a spin flip is required to induce radiative decay of the dark excitons [314]. The

electron spins can be extrinsically flipped by applying an in-plane magnetic field [70]. Using a large
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field of ≥ 14 T, a radiative decay rate Γ ∼ 10−3ΓB can be obtained with in-plane optical transition

by the Zeeman effect [315, 70], where ΓB is the radiative decay rate of the bright excitons. On the

contrary, when the reflection symmetry in the surface normal direction is broken (typical condition

for TMD crystals on a flat substrate), an intrinsic spin flip is facilitated by a virtual transition

in the conduction band attributed to the SOC mixing. This then induces an out-of-plane dipole

transition by the perturbation of a local field [325, 314]. Since this transition is between quantum

states with identical magnetic quantum number and opposite parity, the transition dipole moments

give rise to Bychkov-Rashba coupling to an out-of-plane optical field [326]. The associated radiative

decay rate ΓD ∼ (10−3 − 10−2)ΓB is estimated theoretically [311, 314], and is independent of an

external field.

In our experimental design, a combination of two physical mechanisms of increase in excitation

rate by field enhancement as well as Purcell factor induced optical antenna emission (Fig. 4.25e)

is responsible for the ability to detect the dark exciton modes via tip-coupling to an out-of-plane

field. First, a strongly confined out-of-plane optical field effectively excites the transition dipole

moment of dark excitons with |Ez|2 in the nano-gap enhanced by a factor of ≥ 3×102 compared to

the incident field intensity |E0|2 (Fig. 4.23d). In addition, and most significantly, the spontaneous

emission rate is enhanced in the nano-gap due to the plasmonic Purcell effect [327, 323]. Here, as

demonstrated previously [121], near-field dipole-dipole coupling and exciton polarization transfer

into the tip with its few-fs radiative lifetime of its plasmonic optical antenna mode, gives rise to

an increased emission of the dark exciton with decreasing tip-sample distance. To model this effect

we computationally design out-of-plane and in-plane fluorescent model dipole emitters positioned

within the nano-gap to calculate the effective Purcell factor (γPF = γ/γ0, see Fig. 4.27).

We use a commercial FDTD simulation software to estimate the Purcell enhancement (ra-

diative decay rate enhancement) factor of the dark excitons, γPF = γ/γ0. For the geometry of Au

tip (with 5 nm apex radius) in close proximity to the Au substrate, we model the dark exciton of a

monolayer WSe2 as a monochromatic fluorescent emitter (electric dipole, λ = 765 nm) as shown in

Fig. 4.27a. The position of the emitter is fixed at 0.3 nm above the Au substrate. For simulation of
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Figure 4.27: (a) Illustration of the computational design of Au tip, Au substrate, and fluorescent
emitter (electric dipole) for finite-difference time domain (FDTD) simulation of Purcell enhance-
ment factor. (b) Normalized Purcell enhancement factor of the fluorescent emitter with respect to
the orientation angle.

the distance dependent Purcell enhancement factor (Fig. 4.25d), the distance (d) between the Au

tip and the Au substrate is controlled by moving the tip position. The orientation of the emitter

is set between 0◦ and 90◦ to simulate the angle dependent Purcell factor (Fig. 4.27b) as well as the

dark and bright excitons.

In FDTD simulations, the Purcell factor is calculated by the ratio of the emission intensity

radiated by an electric dipole in the nano-structured environment and in free space emission.

Specifically, the Purcell factor is determined by the polarizability of the near-field coupled Au-Au

nano-gap, the local density of states of the system defined by the Green’s function, and the vector

magnitude of the dipole moment.

As shown in Fig. 4.25d, the Purcell factor of an out-of-plane spontaneous emitter (0◦) in the

tip-surface gap exceeds 2× 103 for ≤ 1.5 nm distances as a result of the polarization transfer and

rapid radiative tip emission.

Enhancement factor of tip-induced dark exciton emission

For our experimental condition, the resulting overall TEPL intensity enhancement factor

(EF) of the dark exciton emission as a combination of both effects given by

< EF >= |Ez
E0
|2 · γPF , (4.3)
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is estimated to be as high as ∼6× 105 at 1.5 nm plasmonic nano-gap. This enhancement factor of

the dark excitons is, to the best of our knowledge, the largest enhancement factor for fluorescent

emitters investigated to date. In comparison, even refined plasmonic Ag nanocubes coupled to a Ag

film achieved ∼3×104-fold fluorescence enhancement from cyanine molecules as the closest analogue

[328, 327]. This extraordinary PL enhancement is due to the strictly out-of-plane oriented transition

dipole moment in the atomically thin semiconductor sandwiched in the ≤ 1.5 nm plasmonic nano-

gap.

This out-of-plane mode selective enhancement facilitates the room temperature observation

of XD not readily possible with other techniques. We can quantify the ratio of near-field TEPL

intensity of the dark excitons (INFD ) compared to the far-field PL intensity of the bright excitons

(IFFB ) given by

INFD

IFFB
≈ |Ez

E0
|2 · γPF ·

ΓD
ΓB
· ηD
ηB
. (4.4)

Here, ΓD and ΓB represent respective decay rates, modified by the Purcell factor γPF , and ηD and

ηB are relative occupation numbers of thermally populated dark and bright excitons, respectively,

with their ratio ηD/ηB given by e
∆E
kBT with ∆E the energy splitting between the dark and bright

excitons [329]. With the parameters from above, INFD /IFFB ∼ 4×103−4×104 at 300 K, thus facili-

tating direct probing and active control of the tip-enhanced radiative emission of the dark excitons

with strong contrast even at room temperature. In the absence of the antenna-tip polarization and

Purcell effect enhancement, the complementary approaches of inducing dark exciton emission by

an in-plane magnetic field [315, 70], SPP coupling [71], and polarization-selective edge detection

[316] do not readily extend to room temperature due to the otherwise dominant spectral weight of

the bright exciton.

We note that the Au substrate primarily serves the purpose to allow for the formation of

the out-of-plane plasmonic nano-cavity by the Au tip inducing a near-field coupled image dipole

in the substrate. This nanocavity with ≤ 1.5 nm gap gives rise to large Purcell factor (> 2,000)

compared to dielectric substrates, which is responsible for the enhancement of the dark exciton
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emission. With regards to the screening effect, the energy of bright and dark exciton emission is only

minimally perturbed by the Au substrate due to the tightly bound exciton within the monolayer.

In literature, a slight modification in peak energy has been observed for TMD monolayers using a

gold substrate/nanoparticle as results of several effects, e.g., hot-electron induced structural phase

transition [330] and n-doping [331] effects. However, these hot-electron induced effects are very

weak in our case due to the lower excitation energy as explained in [332].

Our new approach thus gives access to potential applications of dark excitons in quantum

nano-optoelectronics over a wide temperature range. We envision the demonstrated tip-antenna

platform for room temperature dark exciton emission with or without nano-opto-mechnical control

[20] as ideal building block for functional quantum devices. Further, the nanoscale optical switching

of the spin states paves way for new design and fabrication of nano-spintronic devices. Specifically,

the control of long-lived dark excitons confined in only ∼150 nm3 mode volume can be exploited to

create nanoscale devices for integrated quantum-photonic circuits and active quantum information

processor such as nano-light emitting diodes, nano-optical switch/multiplexer, high-density mem-

ory, and qubit. The nano-confinement further allows for imaging with ≤ 15 nm spatial resolution

of heterogeneity of dark excitonic properties in 2D TMDs [20], with the possibility for an additional

modulation in electronic energy with local strain engineering via nano-mechanical tip force control

as we demonstrated recently [20]. The range of dynamic controls including coherent ultrafast exci-

tation and tip/antenna manipulation thus gives access to a range of new phenomena at the sub-10

nm scale regime including room temperature strong coupling [251, 333], interlayer electron-phonon

coupling [334], or out-of-plane exciton behaviours [335]. Further, the range of application can be

extended to dark excitons in semiconducting carbon nanostructures, QDs, and molecular materials

beyond TMDs and other van der Waals materials.
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4.4 Radiative control of localized excitons in WSe2 monolayer at room

temperature4

4.4.1 Motivation

Single photon emitter is a light source that generate particle type light with the antibunch-

ing characteristics [336, 337, 338]. This single photon state can be explained only with a quantum

mechanical interpretation on the contrary to the coherent light source, which explained by clas-

sical interpretations. From the quantization of the electromagnetic field, we can classify three

distinguished states of light: i) coherent states, ii) thermal states, and iii) number states (Fock

states) [339]. The quantized optical field with a narrow bandwidth is interpreted as a single photon

emitter using a definition of the number states [340]. Fig. 4.28 describes different states of light

distinguished from the second order coherent function g(2)(τ).

For coherent states (coherent light), g(2)(τ) ≡ for all τ , and the thermal states generally show

g(2)(τ) = 1 + |g(1)(τ)|2 ≥ 1. The bunching peak in thermal states is due to the bosonic character of

photons in classical light sources. This bunching phenomenon is only observed when the coherence

length is smaller than the temporal resolution of the detectors since the temporal width of the

bunching peak is approximately the inverse of the spectral linewidth. For the number states |n〉

of light, the inverse feature g(2)(τ) = 1-(1/n) (antibunching) is observed, and for the single photon

state, g(2)(τ) = 0.

Single photon emitters are key element for scalable quantum computing [340, 341]. These

single photon states can be generated using attenuated laser pulses [342], nonlinear crystals [343],

and magneto-optical trap (MOT) [344]. However, all these methods require complex and massive

experimental setups, which are not ideal to achieve scalable quantum computing. Therefore, nat-

urally generating single photon sources are desirable to use, e.g., epitaxially grown single quantum

dots [345].

4 This section covers measurements and simulations performed and analyzed by K.-D. Park, and supervised by M.
B. Raschke. This work was performed in collaboration with G. Clark and X. Xu from the University of Washington
at Seattle.
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Figure 4.28: Different states of light source distinguished from the second order coherent function
g(2)(τ).

Recently, single quantum emitting states are discovered in atomically thin TMDs when ex-

citons are localized to defects or quantum dot like confined potentials [72, 73, 167, 168, 169]. This

new class of single quantum emitter from localized excitons (XL) in layered 2D materials is promis-

ing candidate for potential applications in quantum optics and information technologies. However,

all these recent observations were performed in cryogenic conditions due to the dominant bright

exciton emission at room temperature in far-field optical measurement.

Here, we perform multispectral TEPL imaging on the radiative emission of localized excitons

at room temperature, as an extension study of WSe2 ML. TEPL allows us to investigate spatial

local heterogeneity of XL modes with ∼10 nm spatial resolution. These XL modes concentrate in

the vicinity of the crystal edges in contrast to the bright excitons. This XL behaviore is associated

with the density of structural defects. Furthermore, we control the orientation of their transition

dipole moment from precise control of plasmon-exciton coupling using nano-optical antenna-tip.

4.4.2 Results and discussion

Fig. 4.29a shows a schematic illustration of TEPL setup for WSe2 monolayer (ML) grown on

SiO2/Si substrate and transferred on gold film. Using this tilted tip geometry, we can probe both in-

plane (bright exciton; X0, trion; XT, biexciton; XX) and out-of-plane (dark exciton; XD, localized

exciton; XL) spontaneous emissions of WSe2. In case of the localized exciton, XL, transition dipole

moment is randomly oriented due to the heterogeneous bounding geometry to the crystal defects.
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Figure 4.29: (a) Schematic illustration of TEPL setup for WSe2 monolayer with tilted Au tip.
Tip-sample distance dependence of TEPL for WSe2 monolayer on the SiO2 substrate (b) and Au
substrate (c). (d-i) Simulated in-plane (blue, Ex) and out-of-plane (red, E z) optical field intensity
enhancement maps at the tip apex for a tilted tip (d-g) and a conventional surface normal tip (h-i)
orientations using finite-difference time-domain (FDTD) method. Tip-sample distance dependence
of in-plane optical field intensity enhancement (j) and PL enhancement factor (k) at the sample
plane for varying tip orientation and substrate.

To understand plasmon-exciton coupling and TEPL enhancement difference between the

SiO2 and the Au substrates, we perform the distance dependent TEPL measurement for the both

substrates as shown in Fig. 4.29b-c. From the estimation of the net enhancement factor in observed

TEPL spectra and the calculated dimension difference between tip and focused laser spot, we obtain

∼2.0×104-fold X0 PL enhancement for WSe2 ML on the SiO2 substrate at 0 nm tip-sample distance.

For the WSe2 ML on the Au substrate, we obtain much larger ∼8.0 × 104-fold PL enhancement

at the 0.5 nm tip-sample distance. At 0 nm distance, we often observe decreased TEPL intensity

with spectral redshift (green curve in Fig. 4.29c) due to competition with the dark exciton (XD)
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emission.

Fig. 4.29d-i show simulated in-plane (blue, Ex) and out-of-plane (red, E z) optical field

intensity enhancement maps at the tip apex using finite-difference time-domain (FDTD) method.

We model two different tip geometries with a conventional perpendicular (θtip = 90◦, Fig. 4.29h-i)

and an exceptional tilting (θtip = 35◦, Fig. 4.29d-g) orientations with respect to the sample surface.

The tilting tip geometry gives rise to stronger optical field confinement due to the localized surface

plasmon resonance (LSPR) antenna effect. We will discuss more details of this tilting tip effect in

chapter 5. As can be seen in Fig. 4.29d and f, a much stronger in-plane optical field confinement

is observed for the Au substrate in comparison with the SiO2 substrate under the same simulation

conditions. This difference in local field enhancement is explained with the coupled dipole model,

as we described in Chapter 2 (Fig. 2.5). The in-plane local optical field at the tip-substrate gap is

increased when the tip-substrate distance is decreased because the polarizability of image dipole is

increased. Since the effective polarizability of Au substrate is larger than dielectric substrate SiO2,

we can achieve larger PL enhancement of the bright exciton with the Au substrate.

Fig. 4.29j shows in-plane optical field intensity enhancement at the sample plane with respect

to the tip-sample distance for varying tip orientation and substrate. The maximum optical field

intensity enhancement of tilted tip on the SiO2 substrate is obtained at 1.15 nm tip-sample distance

(green). This is attributed to the decreased in-plane localized plasmon at the tip apex in the very

small distances (< 1 nm) due to the competition between the localized plasmon mode and the

weak dipole-dipole coupling mode on the dielectric substrate. On the other hand, in case of the

tilted tip on Au substrate, the optical field intensity enhancement is more increased at the very

small distances (< 0.8 nm) owing to the effective polarization transfer of the local antenna mode

to the strong dipole-dipole coupling mode on the noble metal substrate (red). The field intensity

enhancement of the conventional surface normal oriented tip on the Au substrate shows a gradual

increase without an inflection point according to the conventional coupled dipole model (yellow)

[90].

We also calculate the Purcell enhancement factor of the bright exciton as a function of tip-
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sample distance. We model in-plane fluorescent dipole emitters positioned within the nano-gap.

The position of the emitter is fixed at 0.3 nm above the substrate. For simulation of the distance

dependent Purcell enhancement factor, the distance between the Au tip (tilted and surface normal)

and the substrate (Au and SiO2) is controlled by moving the tip position. Using the calculated

Purcell factor and the field intensity enhancement (Fig. 4.29j) at each distance, we estimate the

distance dependent PL enhancement factor as shown in Fig. 4.29k. We can theoretically achieve

maximum 1.8× 105 and 2.2× 104 PL enhancement for the tilted tip on the Au and SiO2 substrate,

respectively. This enhancement factor is in reasonable agreement with the experimental results of

Fig. 4.29b and c.

As can be seen in Fig. 4.29f-g, the out-of-plane optical field confinement is dominant (> 10

times larger than in-plane optical field in intensity enhancement) in case of using the Au substrate.

On the other hand, the out-of-plane optical field intensity enhancement is ∼ 2 times larger than

in-plane mode for the SiO2 substrate. Therefore, the substrate of WSe2 ML can be chosen depend

on the measurement purpose. For example, the Au substrate is more appropriate to probe radiative

emission of dark exciton (XD) or localized exciton (XL), whereas the SiO2 substrate is better to

probe in-plane mode excitons (X0, XT, and XX) as described in Fig. 4.29a.

We first investigate the in-plane mode multi-exciton peaks (XT and XX) using the SiO2

substrate. Fig. 4.30a shows normalized TEPL (red) and far-field (blue) spectra measured at crystal

face and edge regions. TEPL and far-field spectra are normalized by 1.1 and 1.0, and their intensity

difference is shown in green curve to more clearly demonstrate the emerging shoulders in TEPL

spectrum. We observe distinct multiexciton shoulders in TEPL spectrum measured at crystal edge.

We assign XT, XX, and XL to the observed shoulders at crystal edge based on their energy difference

with bright exciton peak (XT: 26 meV, XX: 53 meV) as well as the slopes in power dependent

linear equations (Fig. 4.30b-c). In log-plots of the power dependent TEPL intensity for XT, XX,

and XL with respect to the TEPL intensity of X0, XT shows linear increase. As we expect from

a quadratic relation between XX and X0 in their population, XX shows superlinear increase even

though the derived slope (α ∼ 1.17) is not quite quadratic due to the homogeneous broadening and
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Figure 4.30: (a) Normalized TEPL (red) and far-field (blue) spectra of a WSe2 monolayer on
the SiO2 substrate measured at crystal face and edge regions. (b) Power dependent TEPL spectra
measured at edge. (c) Log-plot of the power dependence of TEPL intensity for XT, XX, and XL,
with respect to the TEPL intensity of X0.

spectral overlap at room temperature. On the other hand, the power dependent TEPL intensity of

XL shows sublinear behavior since XL is saturated at high excitation power when defects are fully

populated with excitons.

Additionally, the spectral broadening of bright exciton to the higher energy at crystal edge is

observed due to energy funneling in the disordered semiconducting state as we discussed in section

4.2. We also observe a few meV redshift of the bright exciton peak in TEPL spectra measured
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Figure 4.31: (a) Time series TEPL response of a WSe2 monolayer on the Au substrate. (b) 2D
correlation map of the time series TEPL spectra of Fig. 4.31a. (c) The orientations of transition
dipole moment of the XL emission peaks derived from the 2D correlation map (b). (d) Illustration
of the in-plane and rotating emission dipoles of bright and localized excitons.

both at crystal face and edge. This redshift is possibly due to the photo-excited charge effect from

the strong local optical field at the tip apex.

Despite we observe a TEPL shoulder of the localized exciton at room temperature with

the SiO2 substrate, it does not provide any significant spectroscopic properties due to its spectral

overlap with in-plane modes. As we mentioned earlier, the out-of-plane optical field intensity is >

10 times stronger than in-plane field when we use the Au substrate (Fig. 4.29f-g). Therefore, to

probe distinct localized exciton peak and suppress PL emission of multiexciton peaks, we perform

TEPL measurement of a WSe2 ML transferred on the Au substrate. Fig. 4.31a shows a time series

TEPL response of gap plasmon (GP), X0, and XL. This obvious XL emission peak is observed from

only a few local spots of crystal. The time dependent spectral fluctuation of XL peak is observed
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when the position of tip and sample is fixed during this measurement. In previous low temperature

far-field studies, very narrow XL peaks were investigated as single exciton states bound to defects

[72, 73, 167, 168, 169]. In our measurement, very narrow single photon emission peaks are not

observed due to the homogeneous broadening at room temperature. On the other hand, we always

observe single XL peak in spectrally fluctuating time dependent measurement, i.e., different energy

peaks of XL are not observed simultaneously. Therefore, our result includes both possibilities that

the observed emission peak is resulted from a bunch of XL at the defect or homogeneously broadened

single photon states.

Fig. 4.31b shows 2D correlation map of the time series TEPL spectra of Fig. 4.31a. We assign

the position of GP and X0, and the representative positions of localized exciton, XL, X′L, and X′′L

in the diagonal of the 2D map. The time dependent intensity fluctuation of the GP response is

resulted from a small fluctuation of the tip-sample nano-gap in shear-force feedback in ambient

condition. The intensity fluctuation of X0 peak and the spectral fluctuation of localized exciton

peak are induced by varying GP intensity. The correlation (blue) and anti-correlation (red) between

these peaks are very evident in off-diagonal spots. The GP response shows anti-correlation with

X0 and XL peaks, and correlation with X′′L peak. The X0 peak shows anti-correlation with X′′L peak

and correlation with XL peak. Hence, the XL peak shows anti-correlation with X′′L peak. On the

other hand, the X′L peak is uncorrelated with any peaks or GP response.

Using 2D correlation map and well-defined dipole orientation of the GP response (out-of-

plane) and the X0 peak (in-plane), we can derive the orientations of transition dipole moment for

XL, X′L, and X′′L peaks as shown in Fig. 4.31c. As explained in previous study [346], the orientation of

the emission dipole of localized exciton is randomly varied. Since we observe a spectrally fluctuating

single peak in a stationary spot, the orientation of transition dipole moment of localized exciton is

rotated by the varying plasmon-exciton coupling strength. Fig. 4.31d shows an illustration of the

stationary in-plane and rotating emission dipoles of bright and localized excitons.

This result demonstrates the orientation of emission dipole can be controlled by the tip-

induced plasmon-exciton coupling. The energy of localized exciton emission is varied in the range
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Figure 4.32: Time series TEPL response of a WSe2 monolayer on the Au substrate measured at
local defect (a) and crystal face (b). (c) Time series plasmon response of the Au substrate.

of >100 meV depend on the dipole orientation. Therefore, this approach can be also used for a

wide range bandgap engineering of semiconducting 2D materials and regarding device applications.

This localized exciton behavior is reproducibly observed in other local spots of other crystals with

different tips. As we mentioned, this feature is generally not observed at crystal face as shown in

Fig. 4.32b, and observed at only a few local spots of crystal. In Fig. 4.32c, we measured ∼10,000

spectra during scanning the Au substrate with no WSe2 sample. From this result, we confirm that

this XL is not the plasmon response of Au substrate.

We then perform the multispectral TEPL imaging to understand a spatial heterogeneity of

the localized exciton. We do not use the sample transferred on Au substrate for TEPL imaging

because the heterogeneous roughness of the Au substrate gives irregular PL enhancement and

corresponding non-uniform TEPL image. Fig. 4.33a and b show TEPL image of a WSe2 ML on

SiO2 substrate with spectrally integrated 710-760 nm and 800-850 nm acquisition, respectively.

The integrated intensities for the X0 PL (710-760 nm) and the XL PL (800-850 nm) are selectively

counted at each pixel of sample scanning. The white dashed lines in Fig. 4.33a and b present crystal
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Figure 4.33: TEPL images of a WSe2 monolayer on the SiO2 substrate for the integrated intensity
of 710-760 nm (X0, a) and 800-850 nm (XL, b) spectral regions, and spectral difference TEPL image
(c). (d) Distinct TEPL spectra obtained at crystal face, edge, and local spot. (e) TEPL intensity
profiles of line L1 in Fig. 4.33a-c.

edges and a ∼500 nm spatial resolution confocal PL images are shown as a background image of

the several patches of TEPL image. Since the XL PL response of a WSe2 ML on SiO2 substrate

is weak, the integrated intensity of the XL PL can be affected by the tail of the X0 PL. Therefore,

for more clear visualization of the XL PL, we subtract the X0 PL image from the simultaneously

measured XL PL image after compensating for intensity discrepancy. Through this method, the

spatial heterogeneity of XL PL is clearly visualized as shown in Fig. 4.33c.

On the contrary to the X0 emission distribution, the pronounced XL PL emission is observed

at edges. This observation is in good agreement with previous study [72]. This spatial heterogeneity

of XL PL is due to the relatively low crystal quality and corresponding highly dense defects at

edges. Therefore, as we discussed in Fig. 4.30a-b, the spectral blueshift of X0 PL peak is generally

accompanied with emerging XL peak at edge, as can be seen in Fig. 4.33d (compare purple and

green curves). Fig. 4.33e shows intensity profiles of line L1 in the measured TEPL images. From

these line profiles, we confirm a spatial resolution of 10 ± 2 nm of the TEPL imaging. Since we use

the same tip for this TEPL imaging and a distance dependent TEPL measurement in Fig. 4.29b,
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Figure 4.34: Conventional far-field and extraordinarily broad TEPL spectra of a WSe2 monolayer
on the Au substrate.

we have used a diameter of 10 nm to estimate the TEPL emission area in our calculation of the

TEPL enhancement factor in Fig. 4.29b.

It should be noted that we often observe a very broad TEPL spectrum from a WSe2 ML

on the Au substrate. As shown in Fig. 4.34, we achieve ∼161 meV TEPL linewidth, which is

more than 2 times broader than the far-field PL linewidth (∼70 meV). We believe this broadband

emission is generated when the bright, dark, and localized excitons are excited simultaneously. We

expect that this can be used as a broadband light source in photonic device applications.



Chapter 5

Tip-enhanced nonlinear optical nano-crystallography

5.1 Vector field control of plasmonic antenna tip1

Power gain, sensitivity, and polarization in linear and nonlinear optics are strongly correlated

with the excitation vector field because of the anisotropy of light-matter interactions sensitive to

structural symmetries. In particular for nano-optics, photonics, and near-field imaging, vector

field control requires a combination of intrinsic far-field incident and detection polarization in

combination with extrinsic polarization response definitives through non-optical elements. Here

we present a novel tilting antenna-tip approach to control the vector field by breaking the axial

symmetry of the Au tip in scattering type scanning near-field optical microscopy (s-SNOM). This

gives rise to a significantly enhanced optical field confinement with respect to both in-plane and

out-of-plane directions due to localized plasmon antenna effect. We use the nonlinear response

of second harmonic generation (SHG) as an example to quantify the enhanced signal sensitivity

as well as to investigate the detailed nano-crystallographic properties of quantum materials. In

tip-enhanced SHG s-SNOM imaging of monolayer MoS2 film and single-crystalline ferroelectric

YMnO3, we reveal nano-crystallographic details of domain boundaries and domain topology with

significantly enhanced sensitivity with < 50 nm spatial resolution. We envision that this simple and

generalizable approach of linear and nonlinear optical nano-crystallography provides novel imaging

access to structural details in a wide range of quantum materials.

1 This section covers measurements and simulations performed and analyzed by K.-D. Park, and supervised by
M. B. Raschke.
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5.1.1 Motivation

Molecular vibrations, phonons, excitons, and spin excitations interacting with light give rise

to anisotropic linear and nonlinear optical responses sensitive to the direction of the wavevector and

the polarization of the optical field and strongly correlated with the structural symmetries of the

material [347, 348, 75]. In reflection or transmission measurements of far-field optical imaging and

spectroscopy, the vector projection of the optical field into the orientation directions determined by

the laws of linear and nonlinear refraction gives access to the optical selection rules associated with

the materials symmetries [349, 350], yet with limited degrees of freedom under the wavevectors

conservation in far-field optics. On the other hand, these wavevectors conservation requirements

are lifted in near-field scattering depend on the structure and orientation of the nano-objects.

Hence, in principle, scanning near-field optical microscopy (SNOM) and spectroscopy can increase

these degrees of freedom and actively control the near-field polarization from choice of incident and

detected wavevector together with independent control of local polarization through engineered

antenna-tip response. However, to date, most SNOM studies have explained polarization and tip

control to a limited extent having focused primalily on improving sensitivity and spatial resolution.

Therefore, to broadly extend the range of SNOM application to provide for a generalized approach

to optical nano-crystallography and imaging [347], an extended antenna-tip vector field control is

desired.

In general, a surface normal oriented antenna-tip is used in scattering type SNOM (s-SNOM).

On the one hand, this conventional tip geometry is useful to selectively detect out-of-plane polarized

optical responses by a strongly confined optical field. However, it typically has a weak optical

confinement in other polarization angles, which reduces the detection sensitivity for the in-plane

optical responses. On the other hand, engineering tip for enhanced in-plane sensitivity limits spatial

resolution and universal applicability with complex tip fabrication processes [351, 352, 353, 354].

These limitations restrict the range of applications to the various quantum materials, especially two-

dimensional (2D) samples, e.g., graphene [79, 355, 356], transition metal dichalcogenides (TMDs)
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[20], epitaxial thin films [357], and important classes of transition metal oxides of layered crystals,

manganites, etc.

Here, we demonstrate a generalizable approach to control and enhance the excitation and

detection polarizability for both in-plane and out-of-plane vector fields in nano-imaging, without

loss of spatial resolution. We break the axial symmetry of a conventional Au wire tip by varying

its tilt angle with respect to the sample surface. This active control of the broken axial symmetry

increases the degrees of freedom of both in-plane and out-of-plane polarizability. In addition, this

gives rise to a significantly enhanced optical field confinement with respect to both directions by

creating a confined structure for free electron oscillation and associated localized plasmon antenna

effect [358, 359].

We demonstrate the local vector field maps at the tip apex using a finite-difference time-

domain (FDTD) simulation to provide basic principles on the broken axial symmetry of the antenna-

tip. From the FDTD simulation, we find an optimized tilting angle of Au tip (35◦) giving rise to

∼30 (∼70) times enhanced in-plane (out-of-plane) excitation rate for nonlinear optical response

(second harmonic generation, SHG) compared to a conventional tip geometry.

As application examples of a novel tilted tip approach, we demonstrate SHG s-SNOM imaging

results for various quantum materials not only to quantify the enhanced signal sensitivity of the

tilted tip, but also to investigate the detailed nano-crystallographic properties of samples. As a

model system of layered 2D materials, we study on monolayer MoS2 film and obtain a full grain

boundary (GB) map, which cannot be taken in far-field SHG imaging. This is achieved by the

modified nonlinear optical susceptibility and broken selection rule at the nanoscale boundaries. In

addition, we study on a YMnO3 single crystal, which has both in-plane and out-of-plane χ
(2)
xyz

components [77, 21]. From the ferroelectric domain imaging facilitated by the local phase-sensitive

detection [21], we confirm appreciably enhanced SHG sensitivity with 35◦ tilted tip compared to a

conventional s-SNOM modality. Consequently, these experimental results demonstrate this simply

implementable approach enables to study nonlinear nano-optical properties of a range of materials.
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Figure 5.1: (a) Schematic of SHG s-SNOM setup, SLM: spatial light modulator, λ/2: half wave
plate, BC: beam collimator, DM: dichroic mirror, OL: objective lens, LP: linear polarizer (analyzer).
(b) Log-plot of the power dependence of SHG intensity of Au tip in P inPout configuration. (c)
Polarization dependence of SHG intensity of Au tip for P - (red) and S - (black) polarized excitation.

5.1.2 Experiment

The experiment is based on tip-enhanced spectroscopy [20], with side illumination to the Au

tip manipulated in a shear-force AFM as shown schematically in Fig. 5.1a. The sample surface

is tilted by 35◦ with respect to the tip axis with capable tilting angle variation from 0◦ to 90◦.

Excitation beam provided from a Ti:sapphire oscillator (Femtolasers Inc., with τ ∼ 11 fs pulse

duration, center wavelength of 800 nm, 78 MHz repetition rate, and < 2 mW power) is focused onto

the tip-sample junction, and the backscattered SHG signals are polarization selected and collected

using a spectrometer (f = 500 mm, SpectraPro 500i, Princeton Instruments) with a charge-coupled

device (CCD, ProEM+: 1600 eXcelon3, Princeton Instruments).

In excitation and detection, we define the P and S polarization as light polarized parallel and

perpendicular with respect to the plane formed by k -vector and tip axis. In P inPout (P polarized
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excitation and P polarized detection) configuration, weak but appreciable SHG signal is generated

from an asymmetric nanostructure of the Au tip [119], as seen in power dependence (Fig. 5.1b) and

polarization dependence (Fig. 5.1c) measurements. Therefore, to eliminate a possible contribution

from SHG response of the tip to the sample signal, we only use P inS out configuration in the tip-

enhanced SHG s-SNOM imaging.

5.1.3 Results

Optical antenna properties of tilted tip

To understand the local optical field enhancement with respect to the tilt angle of Au tip,

we map the optical field intensity (|E |2) and charge (Re[E ]) distribution theoretically using FDTD

simulations (Lumerical Solutions, Inc.) for our experimental conditions. Fig. 5.2a and d show

calculated in-plane optical field maps (|Ex|2 and Re[Ex]) for surface normal tip orientation (θtip

= 90◦) with excitation (800 nm) polarization perpendicular with respect to the tip axis. Despite

this excitation polarization condition gives weak electrostatic lightning rod effect, a decent amount

of Ex field is confined at the apex resulting from the localized surface plasmon resonance (LSPR)

antenna effect [358, 359]. While the local field enhancement for the excitation polarization parallel

to the tip axis is smaller than this condition due to the weakened LSPR effect.

To achieve an efficient local plasmon antenna effect together with the lightning rod effect,

we model tilted tip with excitation polarization parallel with respect to the tip axis. As shown in

Fig. 5.2c and f, for the small (10◦ ≤ θtip ≤ 30◦) and large (60◦ ≤ θtip ≤ 90◦) tilting angles, the field

confinement is not significantly enhanced compared to the conventional tip orientation (Fig. 5.2a)

because the Au tip cannot sustain antenna-like in-plane and out-of-plane plasmon [359]. On the

other hand, the field confinement is significantly enhanced for the tilting angles between 30◦ and 60◦

since the bound electrons are effectively confined at the tip apex which give rise to an appreciable

LSPR effect with the dense electric charges by the lightning rod effect.

Fig. 5.2b and e show calculated |Ex|2 and Re[Ex] distributions for the 35◦ tilted tip orien-

tation (θtip = 35◦) exhibiting the strongest in-plane vector field confinement. In addition, in this
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Figure 5.2: Simulated in-plane electric field intensity and charge distribution maps for surface
normal tip orientation (θtip = 90◦, (a) |Ex|2, (d) Re[Ex]) and for optimized tilted tip orientation
(θtip = 35◦, (b) |Ex|2, (e) Re[Ex]). Simulated in-plane (c) and out-of-plane (f) electric field intensity
profiles at sample plane with respect to the tip tilting angle (θtip).

|Ex/E0|2 (in-plane) |E z/E0|2 (out-of-plane)
θtip = 90◦ θtip = 35◦ θtip = 90◦ θtip = 35◦

λexc = 532 nm 28 290 40 630

λexc = 633 nm 23 180 42 250

λexc = 800 nm 16 90 25 100

Table 5.1: Comparison of in-plane and out-of-plane optical field intensity enhancement for conven-
tional (θtip = 90◦) and tilted (θtip = 35◦) tip at different excitation wavelength.

tilting angle, the out-of-plane vector field confinement is more significantly enhanced as shown in

Fig. 5.2f. This notable out-of-plane field enhancement is attributed to the SiO2 substrate, which

gives rise to the electromagnetic coupling between the tip charges and the induced charges on the

surface of dielectric [360].

To investigate this enhanced field confinement is attributed to the LSPR effect, we calcu-

late the optical field intensity enhancement for on-resonance and slightly off-resonance excitation

wavelength. Table 5.1 shows comparison of in-plane and out-of-plane optical field intensity enhance-
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ment for conventional (θtip = 90◦) and tilted (θtip = 35◦) tip at different excitation wavelength. To

compare these two tip orientations with their maximum enhancement condition, the excitation po-

larization is set perpendicular and parallel to the tip axis for θtip = 90◦ and θtip = 35◦, respectively.

As can be seen in Table 5.1, the tilting tip gives much larger optical field enhancement at 532 nm

excitation for both |Ex/E0|2 and |E z/E0|2 compared to longer wavelength excitations. For the

polarizability of a gold ellipsoid model, it has been demonstrated that the plasmon resonance peak

is redshifted with increasing aspect ratio because the ohmic damping is decreased as the plasmon

resonance is tuned away from the interband transition of gold [90]. Therefore, we conclude that the

tilting tip induces strongly localized plasmon resonance to both in-plane and out-of-plane axes by

suppressing overdamped resonance of the semi-infinite tip structure. This effect gives strongest op-

tical field enhancement at 532 nm excitation similar to gold nanosphere and significantly enhanced

optical field confinement for all excitation wavelength in visible and near-infrared compared to the

conventional surface normal tip geometry.

SHG s-SNOM imaging using tilted tip

The broken inversion symmetry of TMDs with the reduced dimensionality provides remark-

ably large nonlinear optical responses with purely in-plane polarizability [65], which play an im-

portant role for device applications [361] as well as material characterizations [75]. While SHG

microscopy provides informative knowledge on nonlinear optical response such as the crystalline

symmetry, orientation, defect states, stacking angle, and the number of layers, little is known about

their nanoscale properties due to its limited spatial resolution [74, 66, 76]. To characterize these

subwavelength nonlinear optical properties, we use the SHG s-SNOM apparatus.

As illustrated in Fig. 5.3a, we perform the tip-enhanced nano-SHG imaging with the 35◦

tilted tip for single-layer MoS2 film grown on the SiO2/Si substrate, as a model system of 6̄m2

point group with possessing pure in-plane χ
(2)
xyz tensor elements [65]. As for the comparison with

the near-field image, we first follow a conventional far-field imaging procedure as established for

determining orientation angle (θco) and grain boundary of the TMD crystals [75, 283].

Fig. 5.3b and c show the far-field SHG images with polarization selections of P inPout and
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Figure 5.3: (a) Schematic of SHG s-SNOM measurement for monolayer MoS2 film on a SiO2

substrate. Far-field SHG images measured in P inPout (b) and P inS out (c) configurations. (d)
Simulated |Ex|4 profile at sample plane for tilted (θtip = 35◦) and conventional (θtip = 90◦) tip
orientations. (e) Far-field SHG polarization dependence of crystals C1 and C2 in (b) and (c). (f)-
(g) Magnified far-field SHG images of small area in (b)-(c). (h) Tip-enhanced SHG s-SNOM image
of the same area measured in P inS out configuration.

P inS out, respectively, displaying crystal orientations. From the nonvanishing χ
(2)
xyz tensor elements

and excitation condition, the induced second order polarization for crystals with θco = 0◦ (C1 of

Fig. 5.3b-c) is given by Py(2ω) = 2ε0χ
(2)
yyyEy(ω)2, where E i=x,y,z(ω) are the electric field compo-

nents at the laser frequency. In detail, for the MoS2 crystals with θco = 0◦ (C1 of Fig. 5.3b-c), the

induced second order polarization can be written as

P(2ω) = 2ε0χ
(2)
xyzE z(ω)Ey(ω). (5.1)
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Using the nonvanishing χ
(2)
xyz tensor elements for the 6̄m2 symmetry class, P(2ω) is given by


Px(2ω)

Py(2ω)

Pz(2ω)

 = 2ε0


0 0 0 0 0 −χ(2)

xxy

−χ(2)
yxx χ

(2)
yyy 0 0 0 0

0 0 0 0 0 0

×



0

Ey(ω)2

E z(ω)2

2Ey(ω)E z(ω)

0

0


, (5.2)

Py(2ω) = 2ε0χ
(2)
yyyEy(ω)2. (5.3)

Therefore, the SHG signal of crystals with θco = 0◦ is polarized parallel to the excitation polarization

(ω) and clearly observed in P inPout configuration, as shown in Fig. 5.3b.

In contrast, the crystals with θco = 90◦ (C2 of Fig. 5.3b-c) are seen most clearly in P inS out

configuration (Fig. 5.3c) since the induced SHG polarization is given by Py(2ω) = -2ε0χ
(2)
yxxEx(ω)2.

In detail, in case of the MoS2 crystals with θco = 90◦ (C2 of Fig. 5.3b-c), P(2ω) is given by


Px(2ω)

Py(2ω)

Pz(2ω)

 = 2ε0


0 0 0 0 0 −χ(2)

xxy

−χ(2)
yxx χ

(2)
yyy 0 0 0 0

0 0 0 0 0 0

×



Ex(ω)2

0

E z(ω)2

0

2Ex(ω)E z(ω)

0


, (5.4)

Py(2ω) = −2ε0χ
(2)
yxxEx(ω)2. (5.5)

Therefore, the second harmonic signal (2ω) of crystal C2 is polarized perpendicular to the excitation

polarization (ω).

This polarization selection rule on the crystallographic orientation is also confirmed in far-

field SHG anisotropy measured by rotating linear analyzer (Fig. 5.3e). As dictated in the selection
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rule, only Ex(ω) component affect to the detected SHG intensity (I 2ω) in P inS out configuration.

Therefore, according to a power law I 2ω ∝ |P(2ω)|2 ∝ |E(ω)|4, we can calculate the enhanced SHG

intensity using the 35◦ tilted tip (I 35◦
2ω,MoS2

) compared to the conventional surface normal oriented

tip (I 90◦
2ω,MoS2

) from the FDTD simulation. As shown in Fig. 5.3d, the spatially integrated |Ex(ω)|4

for the 35◦ tilted tip at sample plane is ∼28 times larger than that of the surface normal oriented tip

(θtip = 90◦). Consequently, we estimate the tip-enhanced SHG intensity ratio I 35◦
2ω,MoS2

/I 90◦
2ω,MoS2

∼ 28.

Fig. 5.3h shows the measured tip-enhanced nano-SHG image in P inS out configuration for

a small area of the far-field image. Far-field images of Pout and S out detection are magnified in

Fig. 5.3f and g for comparison. As demonstrated previously [75, 283], some GBs are visualized

in the far-field SHG images resulted from the constructive (or destructive) interference between

SHG signals of two facing crystals in the laser focal spot. However, these interference patterns are

observed only when the two crystals have same crystal orientation.

In the tip-enhanced SHG image, on the other hand, a full GB map is obtained with more

pronounced SHG contrast. For example, while the GB2 is observed in both far- and near-field

images, the others (GB1, GB3, and GB4) are not seen in far-field images. This is because the

tip-enhanced SHG signal is detected dominantly from nanoscale dimension at the tip apex. Thus,

the detected SHG signal at GBs is weaker than crystal face due to the modified nonlinear optical

susceptibility and broken selection rule.

In order to assess a benefit of the increased out-of-plane field confinement (Fig. 5.2f), we

then perform the tip-enhanced nano-SHG imaging on a single-crystalline x -cut YMnO3, as a model

system of 6mm point group with possessing both in-plane and out-of-plane nonlinear optical sus-

ceptibility [77, 21]. We first deduce the sample orientation from far-field SHG anisotropy measure-

ment, as shown in Fig. 5.4a. Therefore, we probe the ferroelectric χ
(2)
zxx = χ

(2)
zyy tensor elements in

P inS out s-SNOM configuration. The corresponding SHG polarization is then given by Pz(2ω) =

2ε0χ
(2)
zxx(Ex(ω)2+Ey(ω)2) as dictated by selection rule. In detail, for the single-crystalline x -cut
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Figure 5.4: (a) Schematic of SHG s-SNOM measurement for single-crystalline x -cut YMnO3. (b)
Simulated |Ex|4 (out-of-plane) and |Ey|4 (in-plane) profiles at sample plane for tilted (θtip = 35◦)
and conventional (θtip = 90◦) tip orientations. Tip-enhanced SHG s-SNOM image measured by
tilted (c, θtip = 35◦) and conventional (d, θtip = 90◦) tip. (e) Three dimensional representation of
SHG s-SNOM image and topography, together with the corresponding ferroelectric domain map.

YMnO3 (Fig. 5.4a), the induced second order polarization can be written as

P(2ω) = 2ε0χ
(2)
xyzEx(ω)Ey(ω) (5.6)

Using the nonvanishing χ
(2)
xyz tensor elements for the 6mm symmetry class, P(2ω) is given by


Px(2ω)

Py(2ω)

Pz(2ω)

 = 2ε0


0 0 0 0 χ

(2)
xxz 0

0 0 0 χ
(2)
yyz 0 0

χ
(2)
zxx χ

(2)
zyy χ

(2)
zzz 0 0 0

×



Ex(ω)2

Ey(ω)2

0

0

0

2Ex(ω)Ey(ω)


, (5.7)

Pz(2ω) = 2ε0χ
(2)
zxx(Ex(ω)2 + Ey(ω)2). (5.8)
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Therefore, the second harmonic signal (2ω) is polarized perpendicular to the excitation polarization

(ω).

Then, the measured intensity I 2ω is proportional to |Ex(ω)2+Ey(ω)2|2 = |Ex(ω)|4 + |Ey(ω)|4

+ 2|Ex(ω)|2|Ey(ω)|2, and we can estimate the tip-enhanced SHG intensity ratio of tilted and nor-

mal tip I 35◦
2ω,Y MnO3

/I 90◦
2ω,Y MnO3

∼ 27, from the spatially integrated |Ex(ω)|4, |Ey(ω)|4, |Ex(ω)|2,

and |Ey(ω)|2 at sample plane for the 35◦ tilted and surface normal oriented tips, as shown in

Fig. 5.4b.

Fig. 5.4c and d show the resulting tip-enhanced SHG images taken by tilted (θtip = 35◦) and

non-tilted (θtip = 90◦) tip. As expected from FDTD simulations, we observe a high contrast image

of the domain walls with the tilted tip. Other than the strong confinement of optical fields, this is

also achieved by the interference effect between the tip-enhanced SHG from a single domain and

the far-field SHG from multiple domains giving rise to a local phase-sensitive signal [21]. Using

the tip-enhanced SHG image, we can obtain the corresponding ferroelectric domain map exhibiting

a 180◦ phase alternation between domains (Fig. 5.4e). The simultaneously measured topography

shows no correlation with the SHG image meaning the surface-induced SHG signal probably weak

and does not influence to the domain wall imaging.

5.1.4 Discussion

A conventional s-SNOM tip oriented normal to the sample surface gives limited polarization

control. Furthermore, the out-of-plane antenna mode driven into a semi-infinite tip structure

results in the weak vector field confinement due to overdamped resonance. In order to increase the

LSPR effect at the tip apex, several ways have been suggested, e.g., fabricating nano-antenna [362],

spherical apex [359], and groove near apex [363]. However, these methods require complicated

fabrication process, lose a spatial resolution, and decrease the lightning rod effect. In this work,

we present a simple but powerful solution to control the localized plasmon and the vector field

of nano-optical antenna-tip, complementing all the drawbacks of previous methods. We find the

field confinement can be sensitively controlled by tuning the tip orientation angle with respect
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to the sample surface. This idea was initially conceived to enhance the in-plane optical field Ex

confinement for investigation of 2D materials. However, it turned out the out-of-plane optical field

E z is also highly enhanced even larger than Ex. This brings up an interesting new aspect that this

35◦ tilted tip modality with the broken axial symmetry provides much more sensitive near-field

signals than conventional s-SNOM for all samples beyond 2D materials.

Although we only perform the SHG nano-crystallography study to best demonstrate the

strength of tilted tip through the well-defined samples and selection rule, this approach is also ap-

plicable to tip-enhanced Raman/photoluminescence spectroscopy (TERS/TEPL) with much larger

enhanced plasmon resonance with the typical excitation wavelengths of 532 nm and 633 nm. In

addition, we envision that this strongly confined vector field gives access to anomalous nanoscale

light-matter interactions such as exciton-plasmon coupling [303], electron-phonon coupling [334],

and strong coupling [251] in a range of molecules and materials.
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5.2 Second harmonic generation nano-crystallography of ferroics2

5.2.1 SHG s-SNOM imaging of BaTiO3-BiFeO3 multiferroics

Multiferroic materials can exhibit simultaneous ferroelectric, ferromagnetic, and ferroelastic

order [365, 366]. They have been proposed for the conversion of light at optical frequencies into

THz frequencies [367], DC polarizations [368], and for the fabrication of multifunctional devices

[365, 369]. BiFeO3 (BFO) is a single phasemultiferroic and has attracted a lot of interest due to

its high Neel and Curie temperatures, as well as its ferroelectric and anti-ferromagnetic properties

[370, 371, 372]. In BFO based systems, optically induced birefringence, optically induced strain

waves [373, 374], and electrical control of acoustic phonons [375] have been observed. One inherent

challenge in utilizing BFO for multifunction devices is that the large leakage currents, due to

increased conductivity from oxygen vacancies and Fe ions, degrade its ferroelectric properties. In

this work we focus on a solid-state solution of BaTiO3-BiFeO3 (BTO-BFO) where the addition of

another perovskite material reduces the conductivity of the composite material [376, 377]. We study

second harmonic generation (SHG) measurements of (1-x )BTO-(x )BFO (x = 0.725), a multiferroic

material with improved magnetoelectric properties to understand underlying domain order.

We use the symmetry selectivity of SHG both in far-field, and for near-field nano-imaging,

in s-SNOM geometry, to determine symmetry characteristics and the ferroelectric (FE) domain

texture of the BTO-BFO films as described previously [21, 90]. Fig. 5.5a shows the schematic of

the experiment, based on a combination of a parabolic mirror based excitation and detection scheme

[122], with axial illumination and detection and a shear-force AFM based near-field SHG imaging

implementation [21]. Pump radiation provided from a Ti:sapphire oscillator (Femtolasers Inc., with

broadband ∼10 fs pulse duration and 78 MHz repetition rate, power < 8 mW) is focused onto the

scanning probe gold tip, with polarization controlled by a half-wave plate. The tip-enhanced and

2 This section draws significantly from [364, 357]. The second harmonic generation experiment was performed
and analyzed by K.-D. Park, and supervised by M. B. Raschke. BaTiO3-BiFeO3 multiferroics work was performed
in collaboration with B. A. Magill and G. Khodaparast from Virginia Tech. PbTiO3/SrTiO3 superlattices work
was performed in collaboration with A. Damodaran, R. Ramesh, and L. Martin from the University of California at
Berkeley.
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Figure 5.5: (a) Schematic of the experimental setup for SHG nano-imaging. (b) Approach curve
of Au tip to the BTO-BFO surface with near-field increase of SHG intensity in shear force regime.
(c) Near- and far-field SHG spectra.

backscattered SHG signals are polarization selected, filtered using dichroic optics, and detected

using a spectrometer with a LN2 cooled charge-coupled device (CCD). Specific combinations of

input and output polarizations and the predominant enhancement of the tip-parallel polarization

allow one to select specific nonlinear susceptibility components, characteristic to the ferroelectric

domains, and their orientation [21, 90]. Fig. 5.5b-c shows spatial and spectral characteristics of the

near-field SHG signal.

Fig. 5.6a shows a far-field rotational SHG anisotropy detected in the reflection mode with

P - and S -polarized excitation (P in and S in), and indicates a significant net sample ferroelectric

polarization (offset angle due to arbitrary sample orientation with respect to incident polarization).

The S in SHG signal is larger than for P in due to the loss of in-plane electric field component due to

the angle of incidence. The finite signal is the result of incomplete domain cancelation due to the

small laser focus, angle of incidence, and retardation effects. However, no specific domain contrast

is observed in the far-field SHG response (Fig. 5.6b). It is also of note, that we do not observe

the presence of any magnon side bands which have been previously observed in BFO [378]. On

the other hand, distinct ferroelectric (FE) domain contrast is observed in near-field SHG imaging

(Fig. 5.6c-d) under both S inS out and P inPout polarization combination as a superposition of am-

plitude and heterodyne phase contrast SHG due to interference with the far-field SHG background,
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Figure 5.6: (a) Far-field SHG polar plots of BTO-BFO for P in and S in excitations. (b) Far-field
SHG image for SinSout polarization selection. Near-field SHG images for S inS out (c) and P inPout

(d) polarization exhibiting disordered, but generally typical, complex FE domain order. Inset: 2D
image Fourier transform, indicating the primary domain orientations.

as described previously [21, 90]. Despite the polycrystalline film structure, distinct FE contrast is

observed with domains extending over multiple crystallites. The FE domains are highly disordered

but otherwise exhibit predominantly two (S inS out), or one (P inPout) dominant orientations, as

also seen in the 2D Fourier transformed image (inset). These FE features are generally observed

over extended sample regions. The spatial features are similar to the complex domain structures of

BFO thin films and other multiferroics systems as observed previously by TEM and piezoresponse

force microscopy (PFM) [366].

5.2.2 SHG s-SNOM imaging of PbTiO3/SrTiO3 superlattices

Understanding the nature of symmetry breaking in phase coexistence materials is of funda-

mental significance. Using the tip-enhanced SHG s-SNOM, we explore the second order nonlinear
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optical response of ferroelectric-phase and vortex-phase regions in PbTiO3/SrTiO3 superlattices.

Superlattices of (PbTiO3)n/(SrTiO3)n are synthesized on 5 nm SrRuO3-buffered, single-

crystalline DyScO3 (110)◦ [(001)pc] substrates via pulsed-laser deposition (where pc indicates pseu-

docubic indices) [379]. Growth of the SrRuO3 is accomplished at a growth temperature of 700◦C

and an oxygen pressure of 50 mTorr. The growth temperature and oxygen pressure during growth

of the superlattices is 630◦C and 100 mTorr, respectively, to ensure stoichiometric transfer of both

PbTiO3 and SrTiO3. All depositions are performed at a laser fluence of 1.5 J/cm2 in an on-axis

geometry. The growth is monitored using reflection high-energy electron diffraction (RHEED) to

assure maintenance of a layer-by-layer growth mode throughout the growth process which, in turn,

enables controlled growth of the superlattices with different periodicities while achieving the same

100 nm total thickness. The RHEED oscillations are monitored for specular spots along the [110]◦

of the DyScO3 (110)◦ substrate. After the growth, the samples are cooled to room temperature in

50 Torr of oxygen to promote oxidation.

A typical reflection mode geometry is used for the far-field SHG anisotropy measurement,

with specific combinations of input and output polarizations selected by an achromatic half-wave

plate and a polarizer. The backscattered SHG intensity is then measured while keeping the polar-

ization optics stationary and rotating the sample. For near-field SHG imaging, a shear-force atomic

force microscopy (AFM) based scattering scanning near-field optical microscopy (s-SNOM) setup

is used in a tilted tip geometry as described previously. The Au tip is illuminated from the top

by broadband ∼10 fs pulses derived from a Ti:Sapphire oscillator (Femtolasers Inc., 800 nm center

wavelength, 78 MHz repetition rate), with tip-parallel polarization and average incident power of 3

mW. The tip-enhanced SHG signals are collected by a microscope objective (100×, NA=0.8) in the

back-reflection geometry and detected with a spectrometer and a charge-coupled device (Princeton

Instruments).

The azimuthal dependence of SHG response of the ferroelectric a1/a2 and the vortex phases

is measured using far-field SHG setup in the reflection mode geometry, and polar maps for the

S inS out and S inPout configurations are obtained as shown in Fig. 5.7a-b. This measurements
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Figure 5.7: The azimuthal dependence of SHG response obtained from regions with the as-
grown mixed-phase structure of PbTiO3/SrTiO3 superlattices (a), the electrically-poled pure vortex
structure (b), and a tensile-strained PbTiO3/SmScO3 (110) thin film possessing in-plane polarized
a1/a2 ferroelectric domain structure (c). (d) Microscopic SHG image of the electrically-poled phase
switching region of PbTiO3/SrTiO3 superlattices.

are performed for as-grown regions and regions that are poled to the pure vortex phase on a

representative n = 16 superlattice, as well as a single-layer PbTiO3 film grown on a SmScO3 (110)◦

substrate possessing an a1/a2 domain structure (Fig. 5.7c). The form of the polar maps obtained

from the as-grown regions matches well with those from the single-layer PbTiO3 films indicating

predominant contributions from the ferroelectric a1/a2 phase [380]. A highly diminished SHG

response is observed from the vortex regions and is indicative of highly reduced anisotropy in the

vortex-phase as compared to the ferroelectric phase. This difference in SHG intensity is clearly

observed with microscopic SHG imaging of the phase switching region as shown in Fig. 5.7d.

In order to understand the microscopic details of how the ferroelectric phase evolves into

the vortex phase, we first focus on a single PbTiO3 layer within the superlattice near the phase

boundary as extracted from phase-field models (Fig. 5.8a). As expected, the a1/a2 domains (labeled
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FE (a1/a2 ) wherein the color scale shows the polarization component along the [100]pc) exhibit

uniform polarization along the [100]pc and [010]pc resulting in a net polarization along the [110]pc

(white arrow, Fig. 5.8a). As one transitions into the vortex phase (labeled Vortex wherein the

color scale corresponds to the magnitude of 5 × P), the polarization evolves into polarization

vortices with axes aligned along the [100]pc. More insight into the nature of this phase boundary,

can be obtained by tracking the evolution of the polarization components (<P100>, <P010>, and

<P001>) as well as the magnitude of the axial electric toroidal moment (< |G| >, averaged across

the section) as one transitions from the ferroelectric to vortex structure (Fig. 5.8b). Starting with

the ferroelectric phase, we observe constant in-plane polarization components and near zero G.

The transition to the vortex phase occurs over ∼20 unit cells and is characterized by complex

polarization rotation pathways (reminiscent of Bloch- and Neel-like walls in ferromagnets) along

with a continuously increasing G that eventually saturates to a large value of 0.2 e·Å−1 which arises

from the continuous rotation of polarization within the vortex structures (blue box, Fig. 5.8a and

in color-maps of the polarization components P100 (Fig. 5.8c), P010 (Fig. 5.8d), and P001 (Fig. 5.8e)

for the same section). We also note that the clockwise and counter-clockwise vortices are arranged

in an alternating fashion, such that the toroidal moment G periodically switches direction.

Also notable is that while the spatial average of the non-axial polarization components

(<P001>, <P010>) go to zero within the vortex phase, a sizable axial component (<P100> ≈

0.1 C/m2) is observed (Fig. 5.8b); the direction of which is related to the component of net po-

larization in the adjacent ferroelectric phase. In turn, this produces a screw-like character to the

vortex phase and suggests that the vortex structure is characterized by a multi-order-parameter

state consisting of axial ferroelectric polarization that coexists with G. This is also observed in

second-principles calculations for an n = 14 superlattice and is consistent with previous predictions

for low-dimensional ferroelectrics [381, 382, 383, 384]. Such axial polarization can be experimen-

tally observed by focusing on a region of phase coexistence (i.e., alternating ferroelectric a1/a2 and

vortex stripes, Fig. 5.8f). Using piezoresponse force microscopy (PFM), it is again observed that

the amplitude of the piezoresponse (Fig. 5.8g) is higher in the ferroelectric a1/a2 regions than in
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Figure 5.8: Exploring the phase boundary between a1/a2 and vortex phases. (a) A zoom-in of
the phase-field calculation focusing on a single PbTiO3 layer near the phase boundary and reveal-
ing that the ferroelectric a1/a2 superdomain (labelled FE(a1/a2 ), color-scale showing polarization
component along [100]pc or the X-direction) smoothly transitions to the vortex phase (labelled
Vortex, color-scale corresponding to magnitude of 5 × P) comprising of alternating clockwise and
anti-clockwise polarization vortices. (b) Plot showing the spatially-averaged ferroelectric polariza-
tion components (<P001>, <P010> and <P100>) and the averaged magnitude of the axial electrical
toroidal moment (< |G| >) as we traverse across the phase boundary along [100] from the ferro-
electric to the vortex phase. (c)-(e) Color-maps showing spatial distribution of the P001, P010 and
P100 components, respectively, for a cross-section (blue box, a) of the vortex phase and highlight
the coexistence of toroidization and an axial component (P100 ≈ 0.1 C/m2) of polarization, the di-
rection of which is related to polarization in the adjacent a1/a2 phase. Lateral piezoresponse force
studies showing topography (f), lateral amplitude (g), and lateral phase (h) showing the nanoscale
distribution of a1/a2 and vortex phases, and highlighting the presence of domain-wall-like features
within the vortex phase that is indicative of axial polarization components. (i) SHG s-SNOM image
of the as-grown region showing similar nanoscale distribution of a1/a2 and vortex phases.

the vortex regions which, along with the topography, allows for clear demarcation of the regions.

The phase of the piezoresponse (Fig. 5.8h) shows two contrasts across the same area. By combining

the amplitude and phase data, the fact that the cantilever axis is aligned along the [010]pc, and our
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understanding of the 5.8 structure, the net in-plane polarization for each area can be extracted

(arrows, Fig. 5.8g). Consistent with the phase-field predictions, the axial polarization component

of the vortex phase is set by the direction of the polarization in the adjacent a1/a2 stripe (e.g.,

region I, Figs. 5.8g, h). There are situations, however, when adjacent a1/a2 stripes on either side of

a vortex region possess opposite net in-plane polarization, and in this case we observe an inversion

of the lateral phase signal in the vortex region indicative of a domain wall-like feature (e.g., region

II, Figs. 5.8g,h).

Such effects are also resolved in nonlinear optical study. The SHG response from the as-

grown regions (Fig. 5.7a) is found to be consistent with that observed for the purely ferroelectric

a1/a2 phase in a single-layer PbTiO3 film (Fig. 5.7c). The ability to electrically switch to a

purely vortex state results in a strong reduction of the second-harmonic intensity (Fig. 5.7b). In

turn, realizing that the presence of the vortex phase results in a reduction of SHG intensity and

by normalizing the as-grown signal based on the volume of the two phases, we estimate nearly

an order of magnitude reduction in the SHG signal in the vortex phase as compared with the

ferroelectric phase. Such effects are also resolved at the nanoscale in near-field SHG nano-imaging

(Fig. 5.8i) obtained using shear-force atomic force microscopy-based s-SNOM where the ferroelectric

and vortex regions provide alternating strong and weak signals, respectively.

Either way, the phase-field models, PFM, and SHG data suggest that the vortex structures

possess an axial component of polarization that is correlated with the polarization in the surround-

ing ferroelectric phase.



Chapter 6

Conclusions and outlook

In previous chapters, I described a range of new photon-induced phenomena of low-dimensional

materials (from single-molecule to van der Waals materials and ferroics), which revealed and con-

trolled using the advanced tip-enhanced nano-spectroscopy and nano-imaging techniques we have

developed beyond the current instrumental limits. This chapter provides a summary of the main

scientific discoveries and instrumental achievements demonstrated in the thesis. In addition, I

discuss the outlook of this work as well as possible follow-up experiments.

6.1 Summary

6.1.1 Single molecular processes in interacting environments

In order to understand zero-dimensional (0D) molecular/material systems in interacting en-

vironments, we demonstrated intramolecular dephasing, local dynamics and rotational motion of a

single-molecule using cryogenic high spectral resolution tip-enhanced Raman spectroscopy (TERS).

Diffusion is slowed from fast room temperature motion to the seconds timescale by cooling below

the thermal activation energy, allowing for the observation of how the molecule dynamically samples

the local energetic landscape. Observation of intramolecular and conformational dynamics becomes

possible through the combined high spectral resolution and single-molecule sensitivity of the ex-

periment. These single-molecule behaviors have not been previously possible in room temperature

[115], low but constant temperature, and/or low spectral resolution experiments [116, 117]. For

the first time we have achieved the long standing goal of a molecular movie, recording snapshots
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of a single molecule as it rotates and diffuses across the energetic surface of an atomically rough

metal substrate. This work demonstrates low temperature and high resolution TERS as a new and

powerful methodology paving the way to investigate detailed intra- and inter-molecular properties

with single-molecule sensitivity.

In addition, we built a cryogen-free low-temperature tip-enhanced spectroscopy with an ultra-

high-vacuum (UHV) closed cycle helium exchange gas cryostat extending the temperature range

from 20 to 350 K. This instrument development work is performed for more detailed understanding

of molecular dynamics and intramolecular coupling properties as well as better measurement and

control of samples.

We extended this single-molecule spectroscopy study to the biomolecular imaging study. We

have demonstrated a new mechanical resonance control method for stable and sensitive near-field

scanning optical microscopy (NSOM) in viscous liquid media. A very high Q-factor (2800 in water)

is achieved by a 3 mm tip as well as two nodal wedges method and a stable resonance condition

is maintained by applying a diving bell structure. To overcome the low optical sensitivity of

general fluorescence detection, the epidermal growth factor receptors (EGFRs) are labeled with

gold nanoparticles and the plasmonic scattering signal is probed with ∼50 nm spatial resolution.

From the NSOM imaging of an A431 cancer cell in liquid, nanoscale correlation between the EGFRs

distribution and organelle composition is revealed. We believe this method provides new avenue

for near-field membrane imaging to complement super-resolution microscopy for bio-nano-imaging

of membranes and other biological interfaces under in situ and in liquid conditions.

We further extended our tip-enhanced spectroscopy study to single quantum dots (QDs) to

understand modified spontaneous emission properties of single QDs coupled strongly with localized

plasmon. We placed a single CdSe/ZnS QD at the junction of an Au tip and Au substrate, and

have performed tip-enhanced photoluminescence (TEPL) spectroscopy experiment. Through this

experiment, we observed the PL peak splitting from strong coupling between the exciton and

plasmon as well as giant PL enhancement of a single QD.
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6.1.2 Probing and control nanoscale processes in van der Waals materials

As a first work of tip-enhanced nano-spectroscopy and nano-imaging study on van der

Waals two-dimensional (2D) materials, we demonstrated multispectral TERS imaging on large

area graphene grown by chemical vapor deposition (CVD) method. We revealed twisted bilayer

structures of grain boundaries in large area graphene and identified misorientation angles from

correlated analysis of the high resolution (∼18 nm) multispectral TERS imaging. Further, we in-

vestigated phonon scattering properties of wrinkles and nucleation sites, which associate with the

nanoscopic structural curvature effect and atomic scale carbon hybridization.

We extended our work to the semiconducting 2D materials, the transition metal dichalco-

genide (TMD) monolayer. We measured modifications of the electronic structure and optical prop-

erties of WSe2 on the nanoscale through high resolution (< 15 nm) multi-modal TEPL and TERS

imaging. We observed a non-local PL modification at twin boundaries associated with a ∼25 nm

exciton diffusion length, and ∼30− 80 nm wide region of optical heterogeneity at edges. Further,

we demonstrated dynamic tuning of the local bandgap of ML WSe2 by releasing and controlling

local strain. We believe our hybrid opto-mechanical nano-probe technique can be used for tunable

nano-electronic devices where the carrier mobility is controlled via strain engineering [299, 301].

We further extended this approach to probe and control the radiative emission of dark exciton

and localized exciton of the TMD monolayer at room temperature. We used a novel generalizable

approach demonstrating excitation, modulation, and radiative control of dark exciton emission of

WSe2 monolayer transferred on gold film. Based on nano-tip enhanced spectroscopy with ∼6×105-

fold PL enhancement induced by the plasmonic Purcell effect and few-fs radiative dynamics of the

optical antenna tip, we directly probed and actively modulated the dark exciton emission in time

(∼ms) and space (<15 nm) at room temperature.

Additionally, we performed multispectral TEPL imaging of the localized excitons. Through

this experiment, we investigated spatial local heterogeneity of localized exciton modes with ∼10 nm

spatial resolution, concentrated in the vicinity of the crystal edges in contrast to bright excitons
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which is associated with the density of structural defects. Furthermore, we could control the

orientation of their transition dipole moment through precise control of plasmon-exciton coupling

using nano-optical antenna-tip.

6.1.3 Tip-enhanced nonlinear optical nano-crystallography

Lastly, we extended the range of tip-enhanced nano-spectroscopy and nano-imaging studies

to nonlinear nano-crystallography and imaging. We presented a simple but powerful solution to

control the localized plasmon and the vector field of the nano-optical antenna-tip. We demonstrated

the broken axial symmetry of a conventional Au tip by engineering its tilting angle with respect to

the sample surface. From theoretical simulations, we showed the field confinement can be sensitively

controlled by tuning the tip orientation angle. In addition to the tuning ability, we found that the

tilted tip gives rise to a significantly enhanced optical field confinement with respect to both vertical

and horizontal directions by creating a confined structure for free electrons and associated localized

plasmon antenna effect. Using this advantage of the tilting tip, we have demonstrated nonlinear

optical second harmonic generation (SHG) nano-crystallography imaging for MoS2 monolayer film,

ferroelectric YMnO3, BaTiO3-BiFeO3 multiferroics, and PbTiO3/SrTiO3 superlattices.

6.2 Outlook

High spectral resolution variable temperature TERS offers new insights into the intra- and

inter-molecular coupling, structural and vibrational dynamics, and molecular motion. We can

extend this work on i) an extended mode-selective study of intramolecular and bath coupling, ii) a

correlation study of tunneling transport and TERS derived molecular orientation, and iii) probing

plasmonic hot electron photochemistry on the single particle level. For these follow-up studies,

we will use a recently built cryogen-free low-temperature tip-enhanced spectroscopy with an UHV

closed cycle helium exchange gas cryostat extending the temperature range from 20 to 350 K.

A new mechanical resonance control of the near-field probe provides a way to a greater utility

of near-field imaging as a complementary technique to other super-resolution imaging techniques for
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biological applications in liquid conditions. The approach is generally applicable for both aperture

and scattering type scanning near-field microscopy and TERS, and can be easily combined with

other optical modalities, such as time-resolved and absorption spectroscopies [98, 238]. Membrane

proteins are particularly significant in biomedical research because they are the target of over 60%

of all modern medicinal drugs [37]. Specifically, anti-EGFR cancer therapy is widely administered

to patients recently [234]. However, a large portion of patients do not respond to the therapy for

unknown reasons. Conventional far-field sectioning super-resolution fluorescence microscopies are

unable to investigate membrane biomolecules. Therefore, we expect our in-liquid NSOM modality

will provide a better understanding for the membrane proteins and incurable diseases.

We expect the demonstrated multispectral TERS imaging study on graphene will help to

better understand nanoscale defects, their impact on function, and growth mechanisms of large

area graphene. This study shows the potential of correlated TERS analysis as generally applicable

to a wide range of 2D layered materials and heterostructures beyond graphene. For example,

structures and electronic/vibrational properties at grain boundaries and nucleation site of recently

synthesized large area TMDs [274] could be revealed through correlated TERS analysis.

A new hybrid nano-optomechanical tip-enhanced spectroscopy and imaging approach com-

bining TERS, TEPL, and atomic force local strain manipulation is expected to help in the design

of novel nano-photonic/electronic TMD devices by enabling local bandgap engineering and in-situ

spectroscopy of 2D materials. We will extend our hybrid TERS/TEPL experiments i) to probe

interlayer exciton and Raman modes of TMD heterostructures [335] and ii) to probe length scale

of interdiffused exciton in lateral (in-plane) heterostructures [385, 386].

Our demonstration on the radiative control of dark exciton gives access to potential ap-

plications of dark excitons in quantum nano-optoelectronics over a wide temperature range. We

envision the demonstrated tip-antenna platform for room temperature dark exciton emission with

or without nano-opto-mechnical control [20] as an ideal building block for functional quantum

devices. Further, the nanoscale optical switching of spin states paves way for new design and fab-

rication of nano-spintronic devices. Specifically, the control of long-lived dark excitons confined in
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only ∼150 nm3 mode volume can be exploited to create nanoscale devices for integrated quantum-

photonic circuits and active quantum information processor, such as nano-light emitting diodes,

nano-optical switch/multiplexer, high-density memory, and qubit. The nano-confinement further

allows for imaging with ≤ 15 nm spatial resolution of heterogeneity of dark excitonic properties

in 2D TMDs [20], with the possibility for an additional modulation in electronic energy with local

strain engineering via nano-mechanical tip force control as we demonstrated recently [20]. The

range of dynamic controls including coherent ultrafast excitation and tip/antenna manipulation

thus gives access to a range of new phenomena at the sub-10 nm scale regime including room

temperature strong coupling [251, 333], interlayer electron-phonon coupling [334], or out-of-plane

exciton behaviors [335]. Further, the range of application can be extended to dark excitons in semi-

conducting carbon nanostructures, QDs, and molecular materials beyond TMDs and other van der

Waals materials.

The demonstrated tilting tip idea, controlling vector field of the nano-optical antenna-tip,

was initially conceived to enhance the in-plane optical field Ex confinement for investigation of 2D

materials. Interestingly, it turned out the out-of-plane optical field E z is also highly enhanced even

larger than Ex. This brings up an interesting new aspect that this tilted tip modality provides

much more sensitive near-field signals than a conventional scattering-scanning near-field optical

microscopy (s-SNOM) tip for all samples beyond 2D materials. SHG nano-crystallography using

tilted tip paves way to harness little known linear and nonlinear nano-optical properties of a wide

range of samples beyond layered 2D and ferroic materials.

Although we only performed the SHG nano-crystallography study to best demonstrate the

strength of the tilted tip through the well-defined samples and selection rule, this approach is

also applicable to TERS/TEPL spectroscopy and imaging with much larger enhanced plasmon

resonance with typical excitation wavelengths of 532 nm and 633 nm. We expect that this strongly

confined vector field gives access to anomalous nanoscale light-matter interactions in a range of

molecules and materials.
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Martin Kamp, Alfred Forchel, and Yoshihisa Yamamoto. Photon antibunching from a
single quantum-dot-microcavity system in the strong coupling regime. Phys. Rev. Lett.,
98(11):117402, 2007.

[338] Valery Zwiller, Hans Blom, Per Jonsson, Nikolay Panev, Sören Jeppesen, Tedros Tsegaye,
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