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Abstract

In this thesis, various theoretical results surrounding the quark–gluon plasma which is
created in the ultrarelativistic collisions of ions are presented. The many-body, strong-
coupling, and real-time characteristics of those collisions partially exclude first-principle
quantum chromodynamics calculations, whereas the effective theory of hydrodynamics
allows for a rather successful description of the quark–gluon plasma. A criterion of hydro-
dynamic stability is used to restrict the transport coefficient bulk viscosity. In addition,
various collisional systems over a wide range of energy are successfully modeled for parti-
cle spectra, yields, flow coefficients, and HBT radii. Despite questions of hydrodynamic
applicability to few-particle systems, there is reasonable agreement with experimental
data for p+ p collisions in this framework. Notably, the strong dependence on the bulk
viscosity of simulation results for p+ p collisions could help constrain this transport co-
efficient. All of those aspects solidify our quantitative understanding of the quark–gluon
plasma produced in ion collisions.
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1. Introduction
The strong force is one of the four fundamental forces of nature, among the gravitational
force, the electrodynamic force, and the weak force. Despite being so fundamental, the
interactions of the strong force proved much more difficult to probe and explore than
the other three remaining forces. From an experimental point of view, extreme temper-
atures must be reached in order to overcome the confinement of the strong force which
creates all baryonic matter with which humans interact on an ordinary basis. These high-
temperature requirements demand for vast machines, such as the Relativistic Heavy Ion
Collider or the Large Hadron Collider that accelerate ions to ultrarelativistic velocities
and overcome the strong coupling of the constituting nucleons by colliding two ions. The
emerging matter with a yoctosecond lifetime is the so-called quark–gluon plasma (QGP).
The word “plasma” in QGP is appropriate in so far as the quarks and gluons are no longer
bound, akin to the state of an ordinary plasma where ions and electrons are no longer
bound either. The nature of the strong force and its underlying theory quantum chro-
modynamics (QCD) render real-time calculations of the QGP very difficulty although
QCD equations of state1, describing the thermodynamics, have been calculated and are
a quintessential ingredient in the theoretical description of heavy-ion collisions. In the
absence of first-principle calculations for a real-time evolution, several effective theories
have been proposed, including the currently most successful one: hydrodynamics.
Furthermore, the field of heavy-ion collisions has recently been extended to additionally
include small systems, such as proton–proton (p+ p) or proton–nucleus collisions which
might also result in the formation of the QGP. This suggests that the name ion collisions
should be used for the entire field. However, the existence of a hydrodynamic medium
for such small systems is currently intensely debated in the community because mean-
free-path length and system size are of the same order — a criterion which normally
marks the break-down of hydrodynamics.
In this thesis, an overview of the phases of the collision is given, assuming the hydrody-
namic paradigm. In Ch. 4, an upper threshold for the hydrodynamic transport coefficient
bulk viscosity will be discussed and compared to commonly used values; the results in
this chapter have been published in the peer-reviewed journal Journal of High Energy
Physics (publication attached in App. A.1, Ref. [1]). In Ch. 5, the simulations for

1Note that those equations of state are solutions of QCD in equilibrium.
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1. Introduction

central collisions of systems, including bulk observables and Hanbury–Brown–Twiss radii
for the QGP, are presented; the results in this chapter have been published in the peer-
reviewed journal The European Physical Journal C (publication attached in App. A.2,
Ref. [2]). In Ch. 6, initial condition models for protons are presented, simulated, and
compared to data; the results in this chapter have been published in the peer-reviewed
journal The European Physical Journal C (publication attached in App. A.3, Ref. [3]).
Ch. 7 summarizes the findings and provides an outlook for future projects.
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2. Overview of heavy-ion collisions

z

t

incoming nuclei

free streaming

hadronic phase

hydrodynamic phase, QGP

pre-equilibrium phase

z

t

Figure 2.1.: Schematic Minkowski diagram of the four stages of heavy-ion collisions. The
colliding nuclei are moving at ultrarelativistic speeds; therefore, their trajec-
tories are very close to the light cones shown in gray. The lines of constant
proper time τ =

√
t2 − z2 correspond to hyperbolas in this sketch. As dis-

cussed in the text, the first phase is the pre-equilibrium phase directly after
and during the longitudinally extended, incoming nuclei collide, followed by
the hydrodynamic phase. The final state of the hydrodynamic phase yields
an isothermal hypersurface which is in turn the initial state for seeding the
hadronic phase. The hadronic phase includes the decay cascades of particles
and the interactions among those particles which after some distance and
time free-stream without interactions.

As mentioned in the introduction, the first-principle approach to describe heavy-ion
collisions would be using QCD directly. However, the large strong-coupling constant αS
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2. Overview of heavy-ion collisions

adversely affects the reliability of standard tools, such as perturbative QCD calculations.
Additionally, non-perturbative approaches, such as lattice QCD, are not applicable to
heavy-ion collisions dynamics because of the infamous sign problem. To that end, a
theoretical model is required, based on the underlying principles of QCD [4] that captures
the relevant features — this is often called an effective theory.
Common models of heavy-ion collisions separate the evolution in at least four stages
whose exact regimes and boundaries are still actively discussed [5], see Fig. 2.1. It is
common convention to use coordinates where the actual collision begins at the proper
time τ =

√
t2 − z2 ≈ 0 fm/c. In terms of proper time, the four stages are defined as:

1. Phase: The pre-equilibrium phase happens directly after the collision of the ions, and
it is dominated by very large gradients. The phase’s duration is roughly τ ≈ 0− 1
fm/c [6]. The end of the pre-equilibrium phase will serve as input (initial conditions)
for the subsequent hydrodynamic phase.

2. Phase: The hydrodynamic phase begins at τ ≈ 1 fm/c, is marked by strong-coupling
dynamics, and lasts roughly till 10 fm/c [6]. The end of the hydrodynamic phase
will serve as input for the subsequent hadronic cascade phase.

3. Phase: The hot hadron gas phase takes place at the boundary of the hydrodynamic
medium when the fluid’s temperature drops below the decoupling temperature and
the emerging particles still interact and decay. This happens at the surface of the
fluid bubble both simultaneously with the hydrodynamic phase, as well as after
the hydrodynamic phase has ended. Furthermore, this hot hadron gas continues to
interact even after the hydrodynamic evolution has ceased for a given fluid cell.

4. Phase: The free-streaming phase consists of the generated particles that fly into the
detectors without interacting with other particles.

Fig. 2.1 schematically shows those stages. N.b., based on particular theories of initial
conditions affecting the pre-equilibrium phase, a finer distinction of stages can be made.
Likewise, this holds true for the hydrodynamic stage (e.g., viscous hydrodynamics, ideal
hydrodynamics) due to the hydrodynamic transport coefficients.
In order to properly combine those different stages that have different physical descrip-
tions, certain assumptions need to be made for each stage. At the end of each stage,
the results are the starting point for the next stage; thus, errors in one phase normally
propagate forward — not necessarily in a linear fashion.
The second phase is described by relativistic hydrodynamics. The theoretical framework
of the governing equations is well established1. In the following, we will use the gradient

1N.b., there are several different approaches who differ slightly, e.g.: Müller–Israel–Stewart [7], Denicol–
Niemi–Molnár–Rischke [8], and gradient expansion [6].
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2. Overview of heavy-ion collisions

expansion approach because of its relation to conformal theories. This will prove useful
upon employing AdS/CFT for the pre-equilibrium phase. Furthermore, the transport
coefficients inherent to hydrodynamics pose an uncertainty since they are experimentally
hard to measure via direct means due to the extreme temperatures and short lifetimes.
The next two phases are governed by hadron decays and interactions. Those decays
and their associated probabilities have been analyzed in depth by other experiments,
whereas the in-medium interaction between particles still carries sizable uncertainties.
To recapitulate, the central paradigm of heavy-ion collisions today is the hydrodynamic
evolution. This evolution strongly depends on the initial conditions, which are in turn
determined by the pre-equilibrium phase and ultimately, by the geometry of the colliding
ions. The interplay of geometry and evolution is by no means trivial due to the inherent
non-linearity of hydrodynamics and the challenges accessing the pre-equilibrium phase
with QCD from first-principles.

2.1. Pre-equilibrium phase or initial conditions

−~v
beam line z

~v

B

overlap region

B
x

y

overlap region

Figure 2.2.: Schematics of the initial geometry of large, colliding nuclei represented as
idealized disks. The Lorentz contraction close to the speed of light renders
the nuclei flat in the laboratory frame. Left: perspective view of the colliding
nuclei with opposing velocities v. Right: Transversal view of the colliding
nuclei with the impact parameter B.

The pre-equilibrium phase begins directly when the two nuclei come in “contact”, as
depicted in Fig. 2.2 and is the first phase of the evolution process. At the moment, the
pre-equilibrium phase contributes probably the most to the overall uncertainty of ion col-
lisions since the current techniques are not sufficient to directly solve QCD for this phase.
Hence, one needs to resort to other approaches. The Anti-de Sitter space/conformal field
theory (AdS/CFT) correspondence [9] is one of those approaches. This conjecture states
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2. Overview of heavy-ion collisions

the duality between a strongly coupled quantum field theory (N = 4) in four dimensions
and a five-dimensional theory of classical gravity [10, 11, 12, 13]. In particular, super-
symmetric N = 4 Yang–Mills theory is believed to behave similarly when compared to
QCD if:

• The non-conformal nature of QCD can be neglected, e.g., vanishing bulk viscosity;

• The strong-coupling constant αS is assumed to be very large [11];

• The number of colors can be taken to be very large;

• The number and type of the degrees of freedom of QCD become unimportant.

To be specific, AdS/CFT might provide more insight about thermalization times which
would constrain the initialization times of hydrodynamic models [14, 15, 16], as well as
pre-equilibrium flow profiles2 [18]. The successful numerical merger of black holes in
AdS5 [19] might advance the understanding of the pre-equilibrium phase by providing
early-time dynamics, as well as initial energy density profiles which can subsequently be
used to initialize hydrodynamic calculations.
While AdS/CFT aims to describe the actual dynamics of the pre-equilibrium phase,
other model approaches have been proposed to generate initial conditions for the con-
secutive hydrodynamic phase. Particularly, those approaches focus on the final state of
the pre-equilibrium phase and use this final state as input for the hydrodynamic phase.
Normally, these inputs are the initial conditions in form of initial energy densities which
are necessary for solving the hydrodynamic equations (akin to all partial differential
equations that are initial-value problems), in addition to the initial flow profiles. Those
approaches can per definition not describe the pre-equilibrium dynamics in contrast to
the previously described AdS/CFT ansatz. One commonly used initial condition model
is the optical Glauber model. The optical Glauber model is based on the Woods–Saxon
distribution (shown in Fig. 2.3)

%A(r) = %0

1 + exp r−R0
a0

, (2.1)

where R0 and a0 are the nuclear radius and skin thickness, respectively, while %0 is
defined via A =

∫
V

d3~r %A(r) with A being the total number of nucleons in the nucleus.
By overlapping two Woods–Saxon distribution and shifting both density profiles by half
an impact parameter ~B, respectively, as shown in Fig. 2.2, one would generate smooth

2Historically, those initial flow profiles were not known; thus, it was customary to start hydrodynamic
simulations with zero fluid flows — an assumption which is most likely incorrect [17].
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2. Overview of heavy-ion collisions

%0

0 r

%(r)

Figure 2.3.: Woods–Saxon profile from Eq. (2.1) for a nucleus of charge A. The larger
a0, the steeper the fall-off at r ∼ R0; the larger R0, the wider the “plateau”
of height %0 for small r. The area under the curve is the nucleon number A.

initial energy densities for the hydrodynamic phase via

ε(~xT ) ∼ TA(~xT + ~B/2)TA(~xT − ~B/2)σinel
AA (
√
s) , (2.2)

where σinel
AA is the inelastic nucleon–nucleon cross-section3 with the thickness function

TA(~xT ) =
∫ +∞

−∞
dz%A(~r) , (2.3)

stemming from the Lorentz contraction along the longitudinal direction and projecting
the entire density into the transverse plane. The proportionality (2.3) is the so-called
binary collision scaling and works reasonably well in phenomenology [20] by a simple
scaling to experimental results. Furthermore, this model is based on the proportionality
between charge and energy density.

The Glauber model — strictly speaking — determines the geometry of the colliding nuclei
while the amount of deposited energy stems from the binary collision scaling in Eq. (2.2);
thus, Glauber modeling can be used to describe the initial state of the pre-equilibrium
phase. In contrast, AdS/CFT allows for a better understanding of the pre-equilibrium
dynamics and deposited overall energy, but cannot describe the geometry of the nuclei.
However, given a geometry, the energy densities can then be inferred from AdS/CFT;
in fact, AdS/CFT predicts ε ∼ %2 in Ref. [18] which is basically Eq. (2.2) for vanishing ~B.

3Cross-sections can be thought of as probabilities for a reaction to occur.
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2. Overview of heavy-ion collisions

The original, optical Glauber model always creates smooth initial conditions with a
mirror symmetry for non-vanishing impact parameter as can be seen in the left panels
of Fig. 2.4 and Fig. 2.5, respectively. Since this model was not able to explain certain
experimental observables, such as elliptic flow in central collisions, the Glauber model
was refined to also include fluctuations via stochastic sampling. An overview of the
Monte Carlo Glauber model is provided in Ref. [21] and the employed implementation
is described in Ref. [22, 23]. In total, A nucleon positions are Monte Carlo sampled
from the Woods-Saxon distribution (2.1) [22, 23]. Repeating these steps for two nuclei, a
collision is said to occur if the distance between two sampled nucleon centers is less than√
σinel
NN (
√
s)/π (σinel

NN (200 GeV) = 42.3 mb). This motivates introducing two integers:

• Number of participants Npart is the number of nucleons with at least one collision.

• Number of collisions Ncoll is the total number of binary collisions.

With the corresponding transverse densities , i.e., dNi/d~xT , one can relate these integers
to the energy density of a collision via

ε ∼ αdNcoll

d~xT
+ (1− α)dNpart

d~xT
, (2.4)

where α ∈ [0, 1] is a parameter expressing the relative strength of the contributions in
this two-component model [21, 24]. For most simulations, α is a freely tunable parame-
ter.
As shown in the right panels of Fig. 2.4 and Fig. 2.5, strong fluctuations are present for
single events and decrease upon averaging numerous events as demonstrated by the cen-
tral panels in the same figures. For hydrodynamic models, it is exactly these fluctuations
that allow a better description of the experimental data; furthermore, these fluctuations
seem more realistic as collisions basically take a snapshot of the current nucleonic (or
even subnucleonic) configuration of the ions [25, 26].
Besides AdS/CFT and Glauber, other frameworks exist to explore the pre-equilibrium
phase; e.g., the color-glass condensate (CGC) where a high, but saturated density of
gluons is assumed. This weak coupling would allow for a classical-field descriptions at
leading order [27, 28, 29]; the CGC/Glasma framework is described in more detail in
Ref. [30].
The plethora of disparate approaches for the pre-equilibrium phase indicates the need
for a better understanding of precisely this phase. To exacerbate the situation, many
observables of this first phase are altered by the evolution in subsequent phases.
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2. Overview of heavy-ion collisions

Optical Glauber MC Glauber 200 evts. avg. MC Glauber single evt.

Figure 2.4.: Glauber initial conditions for central Au+Au in the transverse plane, B = 0
fm. Left: Smooth Glauber initial conditions. Center: Averaged Monte Carlo
Glauber over 200 events. Right: Single event Monte Carlo Glauber.

2.2. Hydrodynamic phase
As discussed in the previous section, the overlap region of two ions gives rise to a local de-
position of energy density ε. This energy density is the starting point for a hydrodynamic
treatment in which pressure gradients drive the fluid velocities; this is the fundamental
concept of hydrodynamics. To very good accuracy, the medium surrounding the QGP is
vacuum with zero pressure. Hydrodynamic evolution leads in the end to an expanding
QGP that cools down while expanding because the pressure gradients are directed from
the inside of the QGP to the outside vacuum. In Fig. 2.6, this situation is shown for an
initial energy density that is elliptically shaped, e.g, the result of an off-center collision
(B 6= 0). In this case, the pressure gradients are larger along the horizontal direction
than along the vertical direction because the difference in pressure from the center to
the outside is the same, yet the distance is shorter along the horizontal axis, leading to
a larger horizontal pressure gradient; therefore, the fluid’s momentum must be larger in
this direction. This rather trivial concepts of fluid velocities following pressure gradients
has profound consequences for heavy-ion collisions and is experimentally measured as
collective flow in the QGP.
The theory of hydrodynamics is comparatively old, and despite its relevance in various

9



2. Overview of heavy-ion collisions

Optical Glauber MC Glauber 200 evts. avg. MC Glauber single evt.

Figure 2.5.: Glauber initial conditions for non-central Au + Au in the transverse plane,
B = 5 fm along the x-axis. Left: Smooth Glauber initial conditions. Center:
Averaged Monte Carlo Glauber over 200 events. Right: Single event Monte
Carlo Glauber.

fields of physics4, it has virtually disappeared from the physics curriculum. Therefore,
a review of second-order hydrodynamics will be provided5 to set the stage for the fol-
lowing chapters. Relativistic6 hydrodynamics is simply the conservation of energy and
momentum for a particular set of fields: namely the energy density ε, the fluid velocity
uµ, and the pressure p. Before constructing the energy–momentum tensor, the follow-
ing definitions render the mathematical expressions shorter in a mostly minus metric

4For instance, hydrodynamics, also called fluid dynamics, has applications in condensed matter physics,
cosmology, or biophysics.

5A complete derivation has been performed numerous times in the literature, for instance [6, 31, 32]
6Velocities near the speed of light make it necessary to use a relativistic formulation.
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2. Overview of heavy-ion collisions

ε distribution

~p⊥ distribution

Hydrodynamic evolution

Figure 2.6.: Sketch of the initial energy density distribution. The initial energy density
distribution (red) is translated via hydrodynamics into a transverse momen-
tum (p⊥) distribution of the fluid. The elliptical shape leads to an anisotropy
in the momentum distribution.

(ηµν) = diag(+,−,−,−):

∆µν ≡ ηµν − uµuν , (2.5)
∇µ⊥ = ∆µν∇ν , (2.6)
∇µuµ = ∂µu

µ + Γµµαuα , (2.7)
D ≡ uµ∇µ , (2.8)

A(µB ν) ≡ 1
2 (AµBν +AνBµ) , (2.9)

A〈µBν〉 ≡ 1
2∆µξ∆ν% (AξB% +A%Bξ)−

1
3∆µν∆ξ%AξB% , (2.10)

σµν ≡ ∇µ⊥u
ν +∇ν⊥uµ −

2
3∆µν∆ξ%∇ξu% (2.11)

= 2∇〈µuν〉 . (2.12)

where ∆µν in Eq. (2.5) is a projector along the transverse direction, and A〈µBν〉 in Eq.
(2.10) is a traceless product.
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2. Overview of heavy-ion collisions

If gradients of the hydrodynamic fields are not allowed, symmetry dictates a unique form
of the energy–momentum tensor for ideal hydrodynamics, i.e.,

Tµνid = εuµuν − p∆µν . (2.13)

By requiring the conservation of the energy–momentum tensor

∇µTµν = 0 , (2.14)

and projecting it along the longitudinal (uµ) and transverse direction (∆µν) of the fluid
flow, one obtains the relevant equations for ideal hydrodynamics [6]

0 = Dε+ (ε+ p)∇µuµ , (2.15)
0 = (ε+ p)Duα −∇α⊥ . (2.16)

The ideal equations are also referred to as Euler equations. However, those equations
are only valid in the absence of friction or viscous effects. When including viscous effects
by allowing gradient terms in Tµν , one arrives at the following equations [6]

Tµν = εuµuν − p∆µν + Πµν , (2.17)
0 = Dε+ (ε+ p)∇ξuξ −Πξ%∇(ξu%) , (2.18)
0 = (ε+ p)Duµ −∇µ⊥p+ ∆µ

ξ∇%Πξ% , (2.19)

where the tensor Πµν contains all the viscous contributions to hydrodynamics.
The tensor (2.17) is normally expanded up to second order in gradients of the fields7 while
an expansion up to first order would constitute the relativistic Navier–Stokes equations.
For brevity, only the few, most relevant terms of the tensor Πµν will be listed8 since these
remain in the focus throughout this thesis9:

Πµν = ησµν + ∆µνζ∇ξuξ (2.20)

−τπη
[
Dσµν + 1

3σ
µν∇ξuξ

]
−∆µνζτΠD∇ξuξ +O(∂2u) , (2.21)

where σµν is the gradient term (2.11).
If the order of expansion is fixed, i.e., higher-order terms will be dropped, one can split

7This is referred to as the gradient approach.
8Refs. [6, 33] list the complete set of terms.
9The other terms are still implemented and used in the calculations; see Refs. [6, 18, 33].
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2. Overview of heavy-ion collisions

the viscous tensor into shear πµν and bulk contributions Π [34], that is,

Πµν = πµν + ∆µνΠ , (2.22)

πµν = ησµν − ητπ
[
Dσµν + 1

3σ
µν∇ξuξ

]
+O(∂2u) , (2.23)

Π = ζ∇ξuξ − ζτΠD∇ξuξ +O(∂2u) , (2.24)

and write the equations of motion for the two viscous contributions as

πµν = ησµν − τπ
[
Dπµν + 4

3π
µν∇ξuξ

]
+O(∂2u) , (2.25)

Π = ζ∇ξuξ − τΠDΠ +O(∂2u) . (2.26)

To recapitulate, the terms σµν = πµν/η − O(∂2u) = σ〈µν〉 and ∇ξuξ = Π/ζ − O(∂2u)
were again plugged into Eqs. (2.23) and (2.24), the identity Dη = −η∇ξuξ was used
[33], and terms higher than second-order were dropped. The η-term is the shear viscosity
contribution which is responsible for the internal friction of a fluid; the ζ-term is the bulk
or volume viscosity contribution which is a measure for a fluid’s resistance to changes in
volume. Those first two terms stem from first-order gradients. While the shear viscosity
is ubiquitous in viscous hydrodynamics, the bulk viscosity is not allowed in conformal
fluids. It is intensely being debated how close the QGP is to a conformal system since
underlying QCD is definitely not conformal. The last two terms in Eq. (2.21) are
proportional to the respective relaxation times τπ and τΠ for the shear and bulk stresses;
those second order transport coefficients preserve causality [6] if non-zero.
In order to close this system of equations, an equation of state (EoS), relating energy
density and pressure, is required. The EoS must be derived from QCD. To summarize,
a hydrodynamic calculation for the QGP needs the following ingredients:

• Fully specified transport coefficients entering the hydrodynamic equations (2.18)
and (2.19). For the shear viscosity, AdS/CFT calculations suggest a value of η/s =
1/(4π) [35] while weak-coupling pQCD suggests much larger values [36, 37].
The bulk viscosity is assumed to be small for high-temperatures [38, 39]. For
temperatures close to the cross-over temperature, the situation is less clear [40];
thus, other approaches have been developed to constrain the bulk viscosity [1,
39, 41, 42]. Nowadays, bulk viscosity is considered important in simulations, and
temperature-dependent values range from ζ/s ≈ 0.01–0.5 (e.g., Ref. [2, 41]) .

• Complete set of initial conditions for hydrodynamic fields: scalar energy density
field ε and a 4-vector fluid velocity field uµ. Such initial energy densities are
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2. Overview of heavy-ion collisions

described in Sec. 2.1 while AdS/CFT suggests at least a radial flow profile for
central collisions in Eq. (5.1).

• An EoS to close the system of equations. This EoS stems from lattice QCD results
[43, 44]. As discussed in Ch. 4, the choice of EoS can influence transport parameters
extracted from experiment.

With this knowledge, one can now attempt solving Eq. (2.17), (2.18), and (2.19) for
given initial conditions. The structure of those equations require a numerical approach
for basically all physical systems. A few highly symmetric or simplified cases possess sym-
metric flow profiles which in turn can be solved analytically, e.g., the so-called Bjorken
and Gubser flows [45, 46].
As hydrodynamics can be understood as a gradient expansion [6], the relevance of higher
order gradients should be addressed. Näıvely, one would presume that higher-order gradi-
ents, i.e., beyond second order, would deliver more accurate results. Indeed, higher-order
expansions can be performed up to arbitrary order with an abundance of terms. In order
to warrant truncating the expansion at an order — for instance second order —, conver-
gent behavior must be present for the series. In fact, the series does not converge rapidly;
on the contrary, it is divergent [47, 48]. However, Ref. [48] showed that hydrodynamic
gradient expansions converge to an attractor solution when Borel-resummed for Bjorken
flow. Since attractors for partial differential equations are strongly dependent on the
exact, mathematical structure of the equations and the initial conditions, this needs to
be tested for systems in more general. In the cased tested in Ref. [48], Bjorken flow
showed indeed the convergent behavior when the Borel resummation was performed.

2.3. Hadronic phase, freeze-out, and free streaming
The cross-over from QGP to confined hadrons can be characterized by a switching tem-
perature Tsw when the hydrodynamic description changes to kinetic theory. This con-
dition constitutes an isothermal hypersurface and the hydrodynamic energy–momentum
tensor at the boundary of the QGP is converted into a particle energy–momentum tensor
if that fluid cell fulfills the temperature condition

T < Tsw . (2.27)

The procedure of translating the hydrodynamic fields to particles is referred to as Cooper–
Frye prescription [49]. At this point in time, the cooled-down region of QGP transforms
into particles (e.g., π, p) that might subsequently interact and decay into other particles
which ultimately free-stream into the detector. The point of last interaction is referred
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2. Overview of heavy-ion collisions

to as freeze-out. Since the initial energy density profile and its potential anisotropies are
translated via hydrodynamics and the hadronic cascades into the final-state particles,
the distribution of detected particles should have information about the initial state’s
anisotropy. The total number of detected particles is called multiplicity. As discussed in
Sec. 2.1, each event displays one configuration of the initial energy distribution. There-
fore, the final states of several events are averaged over many events. It is the primary
experimental observable for ion collisions. Therefore, every theoretical description of the
QGP and the other phases must correctly predict the total number of produced parti-
cles. In addition to overall multiplicity, the particles can be resolved with respect to their
angles and transverse momenta. While the overall multiplicity is primarily governed by
the total amount of deposited energy in a collision, the momentum and angular spec-
tra are much more sensitive to the geometry and the kinetics of the QGP; thus, those
spectra provide a very good test of the employed models. For instance, the transverse
and angular distribution of the particles strongly correlates with the geometrical set-up
of the collision: smooth Glauber initial conditions have — from a theoretical perspective
— a well defined impact parameter ~B and thus reaction plane10, whereas the impact
parameter in real collisions is experimentally inaccessible. Moreover, the definition of
the reaction plane becomes even theoretically difficult when considering Monte Carlo
Glauber initial conditions. Given the particle spectra, it is customary to Fourier-expand
them in the azimuthal angle ϕ, i.e. for a particular event k with a multiplicity Nk, one
has

dNk
p⊥dp⊥dϕdy = 1

2π
dNk

p⊥dp⊥dy

[
1 + 2

∞∑
n=1

v(k)
n (p⊥, y) cos

[
n
(
ϕ−Ψ(k)

n (p⊥, y)
)]]

,

(2.28)

where y is the rapidity11, and the Fourier coefficients vn are called flow coefficients;
furthermore, Ψ(k)

n are the flow angles. Hence, the average flow coefficients vn can be
calculated via [50]

vn(p⊥, y) = 1
Nevts

Nevts∑
k=1

∣∣∣v(k)
n (p⊥, y)

∣∣∣ (2.29)

= 1
Nevts

Nevts∑
k=1

∣∣∣∣∣∣ 1
Nk

Nk∑
j=1

exp
[
inϕ

(k)
j (p⊥, y)

] dNk
p⊥dp⊥dϕdy

∣∣∣∣∣∣ , (2.30)

10The impact parameter ~B and the beam line z span the reaction plane.
11Mid-rapidity is tantamount to y ≈ 0.
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2. Overview of heavy-ion collisions

where the term | . . . | denotes the absolute value of the average of a single event k with
Nk particles produced while the out-most sum denotes the average over all events Nevts
belonging to a particular centrality class, particle species, and momentum bin. Evidently,
Eq. (2.30) is independent of the flow angles Ψ(k)

n [50].
The directed flow v1 is mostly caused by the spectator nucleons, i.e., not part of the over-
lap region12. The elliptic flow coefficient v2 is an important measure for the ellipticity of
the system (e.g., the initial energy distribution in Fig. 2.6 would lead to a measurable
v2), and it is often considered an indicator for a hydrodynamic origin13.

Besides the flow coefficients, other correlations can be calculated as well. For instance,
Hanbury–Brown–Twiss (HBT) radii are another set of interesting observables because
those radii might provide some insight about the spatial and temporal structure of the
QGP [52] in contrast to the bulk observable multiplicity. Due to the fact, that “the QGP
may feature inhomogenous temperature profiles and strong collective dynamics” [52], the
radii measure just “space–time regions of homogeneity” [53, 54] with small variations of
the momentum distributions to allow for those quantum correlations to occur [52]. HBT
radii are defined via the two-particle correlation function

C(~p1, ~p2) ≡ 〈N〉2

〈N(N − 1)〉
P2(~p1, ~p2)

P1(~p1)P1(~p2) , (2.31)

where Pi are i-particle spectra and 〈. . .〉 are normalizations by the average number of
particles 〈N〉 and particle pairs 〈N(N − 1)〉. For a Gaussian emission source and under
the assumptions outlined in Ref. [55], this expression can be approximated as [52, 56,
57, 58, 59, 60]

C( ~K, ~q) = 1 + exp

− ∑
i,j=s,o,l

R2
ij( ~K)qiqj

 , (2.32)

where the momenta were re-expressed via

~K ≡ ~p1 + ~p2

2 , (2.33)

~q ≡ ~p1 − ~p2 . (2.34)

In the form (2.32), the diagonal tensor components Rii are the so-called HBT radii with
12In granular models, this overlap region is no longer sharply defined by the geometry and event-by-event

simulations are required to realize various nucleon distributions.
13However, it is indeed possible to have flow-like results by other means as well [51].
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2. Overview of heavy-ion collisions

the geometry shown in Fig. 2.7, following the Bertsch–Pratt coordinate system [61]

• Ro(utward): extension parallel to the averaged transverse momenta of the particle
pair;

• Rs(ideward): extension orthogonal to the outward and the longitudinal direction;

• Rl(ongitudinal): extension in the reaction plane14.

Furthermore, the orientation of this coordinate system might not coincide with the prin-
cipal axes of the emission source in the case of off-central collisions, as the region of
homogeneity might be tilted with respect to the beam line [55]. Given this definition of
the longitudinal direction within the reaction plane, the second-order event plane would
seem a reasonable choice to compare to experimental data.

x

y

beam line z
longitudinal

sideward

outward

~p1

~p2

~K

Figure 2.7.: Coordinate system for HBT radii. The outward and sideward directions are
in the transverse plane. This “HBT” coordinate system can be thought of
as a boost along the beamline and a rotation about the beam axis for the
geometry with impact parameter along the x-axis in central, mid-rapidity
collisions, as shown in Fig. 2.2.

14In central, mid-rapidity collisions, Rl is along the beam line [55].
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3. SONIC framework
After establishing the concepts of heavy-ion collisions and the underlying ideas in the
previous chapter, the main focus of this chapter will be the description of the used
software for the individual stages. In this work, the pre-equilibrium phase is not fully
dynamic, but its final state will be used to initialize the hydrodynamic phase. The
software package SONIC consists, therefore, of two parts:

• UVH2+1: 2+1-dimensional, hydrodynamic partial-differential-equation solver for rel-
ativistic fluids including Glauber initial condition generator. Note that the three-
dimensional system is reduced to a two-dimensional system using boost-invariance.
The details of UVH2+1 are stated in Ref. [62];

• B3D: Monte Carlo event generator for the scattering dynamics including routines
for correlations of emerging particles, notably the flow coefficients vn, as well as
the multiplicities. The exact details are stated in Ref. [63]

SONIC implements the following steps which are based on the hydrodynamic model of
heavy-ion collision. First, initial energy density profiles are generated1 via the Glauber
model. Initial fluid velocities, including results from AdS/CFT black hole collisions are
implemented as optional pre-equilibrium evolution. Each initial condition undergoes the
hydrodynamic evolution via UVH2+1 till every fluid cell of the QGP drops below the
switching temperature Tsw. Afterwards, the isothermal hypersurface defined via Tsw is
passed to B3D which then generates multiple events per hypersurface, i.e., oversampling.
Each event results in an ensemble of particles based on the energies and momenta of
the fluid cells and particle production statistics. Those particles subsequently interact
and decay. After all interactions have ceased, particle information is recorded and also
analyzed, as well as averaged over the B3D events. The outputs from B3D can be compared
to experimental data. The entire procedure is schematically shown in Fig. 3.1 with the
multiple parallel branches indicating mathematically identical calculations of different
initial seeds, so-called events.
For the papers leading to this thesis, the following new routines have been implemented
into, or used in conjunction, with SONIC:

1N.b., one can use other initial conditions as well, but they are at the moment not part of SONIC.
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3. SONIC framework

• Calculation of the critical bulk viscosity for a fluid during runtime;

• Monte Carlo initial condition generator for two different proton models [64, 65];

• Thermal photon rates;

• Thermal lepton rates [66];

• Deployment routines for easier access to SONIC;

• Multi-event processing scripts to create sufficient statistics (rewritten and scripts
added).

The entire SONIC package is publicly available under [67] and runs parallelized on modern
machines or high-performance clusters.
Besides the presented SONIC package, other commonly used hydrodynamic simulations
are VISHNU and MUSIC. VISHNU is akin to SONIC in that it also is a 2+1D simulation suite
with integrated event-by-event initial condition generator and is publicly available under
Ref. [68]. The hydrodynamic solver employs a regularization of the viscous stress tensor
to “suppress numerical instabilities caused by large spatial gradients” [69]. After the
hydrodynamic evolution ceases, the hadronic cascade is performed via the well known
UrQMD package [70, 71]. The entire event-by-event version of VISHNU is described in Ref.
[69].
MUSIC is a three-dimensional hydrodynamic code using the Kurganov–Tadmor method
for solving the hydrodynamic equations; a numerical viscosity is artificially introduced to
stabilize the system [72, 73, 74, 75]. The hadronic cascade is also performed via UrQMD
in the newer versions [70, 71, 74, 76]. Mechanisms to stabilize hydrodynamic equations
are standard practice in the field of fluid dynamics, and the terms must be sufficiently
small to keep the discretized system similar to the physical one.
All three suites, that is, SONIC, MUSIC and VISHNU, enhance stability by introducing
an artificial dampening. The hadronic cascades for MUSIC and VISHNU use UrQMD while
SONIC uses B3D [63]. However, MUSIC stands out as the only three-dimensional code
among those. The 3D description is more realistic as the real collision also occurs in
three spatial dimensions. With those advantages, new physics can be explored, no-
tably forward/backward-rapidity physics, i.e., |η| > 0, whereas VISHNU and SONIC are —
strictly speaking —restricted to mid-rapidity descriptions of the system. However, for
the mid-rapidity region in A+A collisions, the differences between 2+1D and 3+1D are
minute [17]
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3. SONIC framework

Multiple initial energy
densities and fluid flows

Single hydrodynamic event ...

Hydrodynamic evolution

Switching condition: T < Tswfalse

Hypersurface ...

true true

Hadron cascade ...

Averaging of hadronic events ...

Averaging of hydrodynamic events

Figure 3.1.: Execution steps of SONIC event-by-event simulations. The dots symbolize
parallel, execution steps which have different initial conditions. The details
depend on the simulated collisional system. Note that the step switching
condition means that the entire hypersurface is recorded and then single
decay event are seeded in the next step for a given hypersurface, i.e., the
physical description switches from hydrodynamics to kinetic theory.
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4. Relevance of the bulk viscosity
Having provided the conceptional, mathematical, and computational framework in the
previous chapters, it is now possible to focus on the physical aspects of heavy-ion col-
lisions. Despite of possessing a solid mathematical framework for hydrodynamics, the
values of transport coefficients are still actively discussed. In case of the shear viscosity,
AdS/CFT duality provided a value of η/s = 1/(4π) [35]. Much less is known about the
bulk viscosity coefficient ζ/s. Prior to discussing specific values for ζ/s, the following
question is worth considering: what values of the bulk viscosity are considered large?
The latter question inspired imposing an upper bound on ζ/s via the following prescrip-
tion [1]: high fluid velocities reduce the pressure of a medium and can induce phase
transitions [77]; requiring the fluid’s pressure to remain above the vapour pressure pv
allows for calculating an upper bound on the bulk viscosity. The results on the upper
limit of the bulk viscosity were published in the peer-reviewed journal Journal of High
Energy Physics; the corresponding publication can be found in App. A.1, Ref. [1]. The
effective pressure is defined from the energy–momentum tensor in Eq. (2.17) via the
projection

peff ≡ −1
3∆µνT

µν = p−Π ≈ p− ζ∇µuµ , (4.1)

where the first-order constitutive relation Π = ζ∇µuµ (cf. Sec. 2.2, especially Eqs.
(2.24) and (2.26)) was used to expand the bulk viscous tensor Π. When, for a given
flow profile uµ and value of ζ/s, the effective pressure is reduced to the vapour pressure
peff (ζ/s) = pv, the fluid has reached the maximum critical value for the bulk viscosity,
thus becoming mechanically unstable [1]. Solving Eq. (4.1) for the bulk viscosity leads
to

ζ

s

∣∣∣∣
crit

≡ (pv − p)T
(ε+ p) (∇µuµ)−1

, (4.2)

where, again, the gradients enter only up to first order originating from Eq. (2.24).
Based on this method, there are two distinguishable cases:
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4. Relevance of the bulk viscosity

VQGP VHG

Figure 4.1.: Sketch of cavitation and bubble formation inside the QGP. A region of QGP
with VQGP undergoes a phase transition to a hadron gas occupying the vol-
ume VHG.

• Stable region:

ζ

s
<

ζ

s

∣∣∣∣
crit

⇒ p > pv (4.3)

The fluid remains in its fluid phase and is safe from bubble formation.

• Unstable region:

ζ

s
= ζ

s

∣∣∣∣
crit

⇒ p 5 pv (4.4)

The approximation (4.2) indicates a mechanical instability, i.e., cavitation which
would lead to the formation of a hadron gas bubble. If this happens inside the QGP
at high temperatures T � Tsw, one would require a two-component description with
interaction terms between the two phases which is currently not available. In Fig.
4.1, the hypothetical scenario is depicted where a region of QGP undergoes a phase
transition to a hadron gas. In the absence of a full two-component description, cav-
itation would affect observables if hadronization occurs at T � Tsw. Furthermore,
statistical model fits of experimental data do not indicate that hadronization oc-
curs at T � Tsw; thus, it is unlikely that cavitation takes place either. Therefore,
this entire argument establishes an upper bound on ζ/s < ζ/s|crit.

The results of this calculation on the upper bound of the bulk viscosity ζ/s are shown
in Fig. 4.2 for Au + Au collisions for various flow profiles. For convenience, the values
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4. Relevance of the bulk viscosity

of the critical bulk viscosity are also tabulated in Tab. 4.1. The critical bulk viscosity,
i.e., smallest value, is normally acquired at very early times because the medium has the
largest gradients at this point in time. The early-time dominance becomes evident from
the structure of eq. (4.2) with the gradients being in the denominator.

0

0.1

0.2

0.3

0.4

0.5

0.6

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4

ζ/s

T [GeV]

1st UVH2+1
1st Gubser

1st Bjorken

π gas Ref. [78]
π gas Ref. [79]

Cavitation

Figure 4.2.: The upper bound of the bulk viscosity ζ/s for various flow profiles in Au+Au
collisions shown alongside pion hadron gases for comparison. The values for
SONIC are shown in Tab. 4.1. Figure from Ref. [1].
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4. Relevance of the bulk viscosity

In Fig. 4.3, various parametrizations of ζ/s are shown, stemming from perturbative QCD
[38, 80] and strong-coupling calculations for gauge theory plasmas [81, 82], respectively,
i.e.,

ζ

s
(T ) = 15

4π

(
1
3 − c

2
s(T )

)2
(pQCD) , (4.5)

ζ

s
(T ) = 1

2π

(
1
3 − c

2
s(T )

)
(Buchel) . (4.6)

as well as a matching procedure from Ref. [83] for ζ/s (Denicol et al.) combining lQCD
(T > Tsw) [39] and hadron resonance gas calculations (T < Tsw) [84]. For evaluating c2s
in Eqs. (4.5) and (4.6), the EoS1 from Ref. [43] has been used2.
Considerations on upper limits for ζ/s are important for heavy-ion collision phenomenol-
ogy because inter alia flow coefficients or total multiplicity are influenced by the bulk
viscosity [83]. The effect of the bulk viscosity becomes quite important in p+p collisions
due to the small size of the system and the associated large velocity gradients (see Ch.
6).

1Ref. [82] uses the EoS S95n-v1 [44] and for a form of ζ/s similar to Eq. (4.6), the EoS S95n-v1 results
are fairly similar [44] to Ref. [43].

2N.b., for all parametrizations in Eqs. (4.5), (4.6), an ideal EoS would yield ζ/s = 0 because c2
s = 1/3.
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 0.001

 0.01

 0.1

 1

 0.05  0.1  0.15  0.2  0.25  0.3  0.35  0.4

ζ/s

T [GeV]

Denicol et al.
Buchel
pQCD

ζ/s=0.01

Cavitation

Figure 4.3.: Various parametrizations of the bulk viscosity over entropy density ratios.
The shown bulk viscosities stem from pQCD, (cf. Eq. (4.5), Ref. [38, 80]),
Buchel (cf. Eq. (4.6), Ref. [81]), as well as Denicol et al. (see text, cf. Ref.
[39, 83, 84]), as well as ζ/s = 0.01 (SONIC, cf. [2, 3, 85]). For comparison, the
critical bulk viscosity over entropy density ζ/s|crit is plotted as the shaded
region, marking cavitation. For ζ/s < ζ/s|crit, the fluid should not show
signs of an instability.
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T [GeV] < Tsw
ζ
s

∣∣∣
crit

0.00469642 0.00169694
0.013057 0.00497383
0.022206 0.0125483
0.0296516 0.021164
0.0379349 0.02849
0.0462618 0.0359127
0.0545628 0.043125
0.0629548 0.0499432
0.0712237 0.0561936
0.079572 0.0625752
0.0878945 0.0693277
0.0962501 0.075808
0.10453 0.0837463
0.112806 0.0907254
0.121131 0.0965039
0.129377 0.101845
0.139845 0.107867
0.146004 0.10947
0.158309 0.112649
0.164542 0.114632

T [GeV] > Tsw
ζ
s

∣∣∣
crit

0.176971 0.119278
0.183064 0.121507
0.189231 0.124561
0.195933 0.131252
0.212277 0.160206
0.212771 0.159683
0.221 0.179543
0.229499 0.197662
0.237644 0.216092
0.245966 0.233866
0.254476 0.251218
0.262512 0.252912
0.271587 0.267672
0.280239 0.281296
0.288455 0.293878
0.296251 0.305592
0.31051 0.326412
0.31701 0.335655
0.323119 0.344239
0.328859 0.352221
0.33932 0.366585
0.348569 0.379116
0.356772 0.390116
0.364074 0.399832
0.370601 0.40846
0.379159 0.419708
0.388683 0.432149
0.396475 0.442282
0.404248 0.452333
0.412173 0.462567

Table 4.1.: Approximate values of the critical bulk viscosity ζ/s|crit for central Au+Au
collision, obtained from hydrodynamic calculations with first-order gradients.
The left table shows values of ζ/s below Tsw, whereas the right table shows
values above Tsw.
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5. Results for large collisional systems
Having set up the stage for large and small collisional systems, one can now use SONIC
to simulate these systems. The results on these collision systems were published in the
peer-reviewed journal The European Physical Journal C ; the corresponding publication
can be found in App. A.2, Ref. [2]. In the case of large collisional systems where the
initial conditions can be simulated via Monte Carlo Glauber generators1, the agreement
between theoretical simulations and experimental data is striking. As can be seen in Fig.
5.1 for the multiplicities and mean pion transverse momenta, the majority of results lies
within 5% of the experimental result and on average within 7% for Tab. II in Ref. [2].
All of the SONIC simulations, shown in Fig. 5.1, were initialized with the same transport
coefficients η/s = 0.08 and ζ/s = 0.01 (cf. Fig. 4.3), switching temperature Tsw = 170
MeV from hydrodynamic to cascade description, same EoS, as well as an initial radial
pre-equilibrium flow profile

vr(τ, r) = − τ

3.0∂r lnT 2
A(r) , (5.1)

calculated in Ref. [18] with TA from Eq. (2.3). The successful description of experimental
data over a wide range of collision systems increases the confidence that the hydrody-
namic paradigm does indeed capture the important physics of these collisions. Besides
those benchmark observables, HBT radii can also be used as a more refined observable to
establish confidence in a model (cf. Sec. 2.3). HBT radii are an interferometry technique
from astronomy to classify star sizes that behave akin to a Gaussian emission source [52,
55, 56, 60, 86, 87]. In the past, the discrepancy between experimentally measured HBT
data and ideal hydrodynamic simulations was named “the HBT puzzle”. Specifically, it
was possible to tune simulation parameters to match some observables, such as particle
spectra, but not particle spectra, collective flows, and HBT radii simultaneously [55].
The geometry of HBT radii is explained in Sec. 2.3 and in Fig. 2.7. Over the years,
there have been advances in hydrodynamic simulations by including pre-equilbrium flow,
viscosity, and hadron cascade [86], all of which are part of modern simulation suites such
as SONIC. By using the built-in routines of SONIC, simulations now agree with experi-
mental data for those radii fairly well as shown in Fig. 5.2. However, when turning the

1The implementation employed can be found in Ref. [23].
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Figure 5.1.: Pion spectrum for various collisional systems all simulated via SONIC. Figure
from Ref. [2].

attention to p + p, numerical problems emerged [2]. Since other initial conditions have
become available for p+ p systems (see Ch. 6), future work might be able to accurately
describe those.
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Figure 5.2.: Pion HBT radii for the different collision systems compared to experimen-
tal data from Ref. [88, 89, 90, 91]. The simulated data agrees well with
experimental data where available. Figure from Ref. [2].
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6. Initial conditions for p+p
Having established the methodology of comparing simulation to experiment, it is worth
considering p + p systems. The results on p + p collisions were published in the peer-
reviewed journal The European Physical Journal C ; the corresponding publication can
be found in App. A.3, Ref. [3]. By abstaining from the a priori discussion whether these
systems lead to the formation of the QGP in the first place, one can still check whether
hydrodynamic simulations would lead to sensible results1. Indeed, experimental data
from ALICE, ATLAS, or CMS show that there is a measurable elliptic flow present in
p + p collisions [92, 93, 94]; thus, it is interesting to test hydrodynamic models against
these experimental data. In order to test models against data, one requires proper initial
conditions. Motivated by the fact that the Glauber model has the nucleon size as a scale
for their granularity in heavy-ion collisions, the following proton model, presented in Ref.
[95], was tested. Its transverse energy density is

TRND(~x⊥) =
∫ d2q

(2π)2 e
−i~q ~x⊥F1(Q2 = ~q 2) =

∫ dQQ
2π J0(Qx⊥)F1(Q2) , (6.1)

where F1 is the Dirac from factor, and Q2 is the squared transverse momentum transfer.
This model assumes a direct proportionality between the charge and energy density. It
will be labeled RND (from RouND) since it exclusively produces round protons. The dif-
ference in initial- and final-state wave functions of scattered protons during experiments
motivates the infinite-momentum frame, effectively making the proton two-dimensional.
In this frame, the momentum transfer via scattering occurs only in the transverse plane
(with the infinite momentum being along the longitudinal direction), effectively project-
ing the proton’s three-dimensional density onto the two-dimensional, transverse plane
after Fourier-transforming in two dimensions [95, 96]. Combining those ideas yields Eq.
(6.1) where the form factor F1 is parametrized akin to Ref. [95].
Besides proton model (6.1), experimental results on the ratio of the electric and magnetic
form factors GE/GM show a fall-off for large Q2 [97, 98]; this is tantamount to a constant
Pauli to Dirac form factor ratio QF2/F1 [99, 100]. The constancy of the ratio QF2/F1

1Even if hydrodynamic models agree well with experimental data, it would not be a strict proof for the
existence of the QGP in such small system; rather, it increases confidence in the entire hydrodynamic
heavy-ion collision framework for a wide range of systems.
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contradicts pQCD calculations which stipulate instead Q2F2/F1 = const. [99, 100, 101,
102, 103]. To resolve this conundrum, a relativistic constituent-quark model was proposed
[104] which allows for a helicity flip2 of a quark during scattering [105, 106]. All of
these observations indicate an interplay of the constituents’ angular momenta and spins
with non-vanishing orbital angular momentum of the quarks [107]; in particular, this
relativistic constituent-quark model is able to explain the constancy of QF2/F1 [100,
108] by allowing spins to contribute to the proton’s shape. These facts lead to another
proton model, calculated in Ref. [100], labeled “FLC” (from FLuCtuating). The FLC
model shares some similarities with the Monte Carlo Glauber because it also generates
fluctuating initial conditions; furthermore, the FLC model seems more realistic than the
Glauber-like RND model which basically collides two “disks” (cf. Fig. 2.2. According to
this model, a single proton has the transverse energy density

TFLC(~x⊥) =
∫ ∞
−∞

dz
[
%U (r) (1 + n̂ · ŝ)

2N + %L(r) [1 + 2 (r̂ · ŝ) (r̂ · n̂)− n̂ · ŝ)
2N

]
,(6.2)

where ~x⊥ = (x, y) is the position vector in the transverse direction, that is after inte-
grating out z, while ŝ is the proton’s spin, n̂ is the direction of the quark’s spin, and
r̂ is the vector from the proton’s center of mass to the quark; the functions %L/U are
proton form factors which exist in tabulated form. This model conceptually depicts the
proton as a two-body system in terms of its spins, stemming from a three-quark wave
function [99, 100, 108, 109]. Given the model’s success in explaining the constancy of the
form factor ratios, testing it in relativistic ion collisions seems appropriate. When Monte
Carlo sampling the vectors n̂, ŝ, and r̂ in Eq. (6.2), the majority of generated protons
resemble spheres; however, in some cases, non-spherical shapes emerge that resemble tori
or peanuts, with the latter having two distinct concentrations of energy.

The initial condition generators are publicly available from Ref. [64, 65]. Equipped
with the energy densities of single protons, namely RND (6.1) and FLC (6.2), one can
now generate initial conditions by Monte Carlo sampling the impact parameter and then
obtain the deposited energy from

ε(~xT , τ0) = κ(τ0)T1

(
x+ b

2 , y
)
T2

(
x− b

2 , y
)
, (6.3)

where κ is an overall normalization constant determined by the experimentally measured
multiplicity of the collision (cf. Eq. (2.2)). Both models (6.1) and (6.2) have been
simulated using the previously described SONIC suite; see Fig. 6.1 and Ref. [3].

2Helicity is defined as the projection of spin onto the unit momentum vector.
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p+p RND p+p FLC

Figure 6.1.: Initial conditions for the RND and FLC model for non-central p+p collisions
in the transverse plane. The FLC model clearly exhibits fluctuating spin
couplings from Eq. (6.2), whereas the RND model overlaps spherical shapes
yielding a clearly elliptical shape. N.b., for the FLC model, non-spherical
shapes are fairly rare.

The results are shown in Figs. 6.2 and 6.3. For p + p collisions, the integrated elliptic
flow was experimentally measured to be approximately flat3 [111, 112] as a function
of multiplicity while the simulation shows a clear multiplicity dependence in Fig. 6.2.
A possible interpretation of those results is that the RND and FLC models possess
insufficient fluctuations, particularly for describing central p+ p collisions.
In Ref. [85], a phenomenological, three-quark model (OSU model) for the proton was
presented, i.e., there are three positions where energy is deposited controlled. When
Monte Carlo sampled, this model is able to explain the second-, third-, and fourth-order
flow coefficients, and can be tweaked to match the integrated elliptic flow for high- and
medium-multiplicity events.

3Note that the published results are for
√
s = 5.02 , 13 TeV; results for

√
s = 7 TeV are expected to lie

somewhere in between.

32



6. Initial conditions for p+p

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 1  10

v 2
 (

p T
>

0.
5 

G
eV

)

dN/dη

Charged Hadron v2

ATLAS
RND, η/s=0.08, ζ/s=0.00
RND, η/s=0.04, ζ/s=0.02
FLC, η/s=0.04, ζ/s=0.02

 0

 0.02

 0.04

 0.06

 0.08

 0.1

 0.12

 0  0.5  1  1.5  2

v 2

pT [GeV]

Charged Hadron v2

ATLAS Nch=50-60
CMS, subtracted, Nch=110-150

RND, η/s=0.08, ζ/s=0.00
RND, η/s=0.04, ζ/s=0.02
FLC, η/s=0.04, ζ/s=0.02

Figure 6.2.: Elliptic flow coefficients for p + p collisions. Left: Integrated elliptic flow
as a function of centrality. The high- and low-multiplicity data cannot be
described well [92] by SONIC when initialized with the RND (6.1) and FLC
model (6.2). Right: Non-integrated elliptic flow spectrum for 40–50% cen-
trality class. The simulation can be tuned to agree with the experimental
data [92, 110]. Figures from Ref. [3].
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was used as input to calibrate the simulation. While the high-multiplicity
events are accurately modeled via both models, the peripheral collisions are
better described by the FLC model. Figure from Ref. [2].
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7. Conclusion
The field of heavy-ion collisions has now been extended to also include light ions, as seen
in p + p collisions. The hydrodynamic paradigm describes many of the QGP’s aspects
very well as shown in Ch. 5 where a wide range of collisional systems can be described
by the same physical model without tweaking transport coefficients. Confirming the
benchmark observations of particle spectra and collective flow (cf. with Fig. 5.1), the
same approach is quite successful in describing formerly elusive Hanburry–Brown–Twiss
radii as shown in Fig. 5.2, implying an increased understanding of those large systems.
In contrast to those systems, the collision of p+ p requires indeed new techniques, i.e., a
better understanding of the initial conditions, most likely including a quark substructure,
whereas large systems are accurately described within the Glauber nucleon approach.
With respect to small systems, the overall bulk quantities, such as multiplicity, are
modeled well in Fig. 6.3. However, when using the RND (6.1) and FLC (6.2) model,
the integrated elliptic flow coefficient v2 compares poorly to experimental data for p+ p
(see Fig. 6.2). An additional complication arises from the fact that flow coefficients
are no longer unambiguously defined. Using different procedure, ATLAS measured a
multiplicity-independent integrated elliptic flow coefficient [92], whereas CMS found an
increasing elliptic flow coefficient for these events [93].
Proton models, including the substructure OSU model (cf. Ref. [85]), describe the CMS
data, but disagree with the “flat” ATLAS data [113, 114] at low multiplicity. Since the
fluctuating models with proton substructure exhibit the most promising results, changing
the sampling procedure to generate less round protons could be an interesting alley to
pursue for the FLC model (6.2).
Sensitivity of model results to the bulk and shear viscosity (shown in Fig. 6.2) suggest
the possibility of constraining bulk viscosity and eventually also shear viscosity values.
The upper limit of the bulk viscosity based on the cavitation criterion in Ch. 4 can be
considered an estimate. Recent hydrodynamic approaches to constrain transport coeffi-
cients include massively parallel computations of the parameter space. Those results can
then give best-fit approaches of parameter combinations to existing data (e.g., see Ref.
[115, 116]).

Giving an outlook, extensions to measure forward physics [117] will require full 3+1D
simulations on the theoretical side (e.g., MUSIC from Ref. [72, 73], publicly available
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since summer 2017). Access to such 3+1D frameworks would facilitate the implementa-
tion of new observables for which theoretical three-dimensional calculations exist.
In this author’s opinion, the theoretical side arguably lacks simulation capabilities de-
spite the available computational power with respect to modular codes that allow for
easy modification and implementation of new routines, as well as dissemination.
To conclude, the field of ion collisions has seen an increase in scope with the inclu-
sion of p + p or other small-size systems while the physical understanding of large-size
systems has become more precise. The initial conditions for hydrodynamic simulations
pose one of the primary challenges, for which the answer need to come from outside
the hydrodynamic framework. Lastly, going to higher energies (e.g., the Future Circular
Collider [118]) or smaller systems (e.g., e+ + e−) will show how well current theories
can make predictions for these new regimes which either confirm or shatter our current
understanding.
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1 Introduction

The experimental heavy-ion collisions programme conducted at the Relativistic Heavy Ion

Collider and the Large Hadron Collider strongly suggests that the quark-gluon plasma

(QGP) formed in these collisions behaves like an almost ideal fluid [1–4]. This fluid is very

well-described by relativistic hydrodynamics [5]. For an ordinary fluid such as water, the

effective pressure can be different than the equilibrium pressure and, in particular, in some

situations it can drop below the vapour pressure. In this case, the thermodynamically

preferred phase becomes the gas phase, and a vapour bubble forms inside the fluid, a phe-

nomenon known as ‘cavitation’.1 Mainly, high fluid velocities trigger cavitation in liquids.

In the case of relativistic fluids such as the QGP studied in heavy-ion collisions, cavitation

would imply a phase transition from a deconfined plasma phase of quarks and gluons to

a confined hadron-gas phase. The resulting medium would be highly inhomogeneous with

(possibly short-lived) hadron gas bubbles expanding and collapsing in an otherwise lami-

nar fluid. Maybe more importantly, hadron gas dynamics would take over at temperatures

above the QCD phase transition, which would have immediate consequences on the mea-

sured particle spectra. The apparent success of describing experimental data by relatively

simple, laminar fluid flows and subsequent freeze-out at the QCD phase transition tem-

perature seems inconsistent with the presence of hadron gas bubbles, or even the onset of

fluid instabilities in the high-temperature QGP. In the present work, we will thus make

the assumption that cavitation does not occur in the experimentally observed QGP. We

1We note that if the bubble is unstable, then it quickly collapses. Nevertheless, the onset of cavitation

signals an instability in the fluid evolution.
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will study cavitation in relativistic fluids with a given bulk viscosity coefficient and then

proceed to rule out bulk viscosity values under the above assumption.

In this article, the effective pressure is defined as one third of the trace of the pressure

tensor [6]. For this definition, the shear viscous contribution to the pressure cancels,

whereas the bulk-viscous contribution remains present. This differs from other approaches

taken in the literature, which focused on single components of the pressure tensor [7–

11] where the shear viscous contribution is present and important. Because shear-viscous

effects will add on to the effects considered in this work, cavitation could occur in regions

which — in our analysis — are found to be stable, but not the other way around. One

caveat of our approach is that in the calculations that follow, the bulk-viscous contributions

to the fluid flow profiles themselves have been neglected for simplicity. In principle, these

contributions should be taken into account, but in practice, one expects the corrections to

be small as long as the bulk viscosity coefficient itself is small [12]. Thus, our approach

essentially amounts to a linear-response treatment of bulk-viscous effects in fully non-linear,

shear-viscous fluid dynamics.

This work is organised as follows: in section 2, cavitation for relativistic hydrodynamics

is defined. In section 2.2, the main idea of constraining bulk viscosity is elucidated for 1st

and 2nd order hydrodynamics. Section 3 applies this framework to heavy-ion collisions,

i.e., the critical bulk viscosity for cavitation is calculated for analytical and numerical flow

profiles, as well as different equations of state. We present our conclusions and an upper

limit for the QCD bulk viscosity in section 4.

2 Bulk-viscous bubble formation in relativistic hydrodynamics

Cavitation can be defined as the drop of pressure below the saturated vapour pressure

of the particular liquid (see p. 6 in ref. [13]). This definition needs to be revisited for

relativistic fluids which can have a pressure tensor that differs strongly from equilibrium.

Formally, starting from a standard decomposition of the energy-momentum tensor

Tµν = εuµuν + (p−Π) ∆µν + πµν , (2.1)

with ε, p, uµ the energy density, pressure and fluid four velocity, and the projector ∆µν =

gµν−uµuν with a mostly minus signature metric tensor gµν , we identify Π, πµν as the bulk-

and shear-viscous stress tensor components. In this work, we concentrate on the effective,

local pressure defined in three dimensions as

peff ≡ −
1

3
∆µνT

µν = p−Π . (2.2)

This preserves the normal, intuitive definition of pressure in the rest frame and, being a

scalar, is easy to interpret in non-equilibrium situation.

Akin to ref. [13], the occurrence of cavitation can be mathematically defined as

peff < pv , (2.3)

with pv the ‘vapour’ pressure of a different thermodynamic phase having the same temper-

ature. In words, this means that if the effective pressure peff of a QGP falls below pv, then

– 2 –



J
H
E
P
1
2
(
2
0
1
4
)
0
5
4

the liquid will undergo a phase transition to the hadron-gas phase (often referred to as

‘freeze-out’ in the language of heavy-ion collisions) and a (small) gas bubble will form. The

definition (2.3) is intuitively much easier to interpret than the case considered by most other

authors [7–11], where a single component of the pressure tensor drops below the vapour

pressure, whereas other component(s) will generally be larger than the vapour pressure.

2.1 Thermodynamics of cavitation in QCD

In ordinary fluids such as water, the transition from vapour to liquid is first order, and

cavitation leads to the formation of vapour bubbles having the same temperature but

different density than the surrounding liquid. The confinement-deconfinement transition

in QCD at vanishing baryon density has been calculated to be an analytic crossover from

hadron gas to QGP using lattice gauge theory [14]. As a consequence, one may worry

if cavitation in QCD may occur at all, given that the thermodynamic properties such as

energy density are continuous accross the phase boundary.

In the following, we will assume that cavitation in QCD is possible in principle in the

sense of forming hadron gas domains (’cavities’) inside the QGP liquid. Our assumption is

based on two arguments: first, note that while the confinement-deconfinement transition

in QCD is an analytic crossover in equilibrium situations at vanishing baryon density, our

present work focusses on non-equilibrium transitions2 induced by strong fluid flow gradi-

ents. In particular, these strong fluid gradients may lead to confinement-deconfinement

transitions induced at temperatures well above the critical temperature of equilibrium

QCD Tc. The nature of the non-equilibrium confinement-deconfinement transition induced

at T > Tc is not known, but it is possible to be a true phase transition, given that one

may expect the energy density between QGP and hadron gas phase to be discontinuous at

constant temperatures T > Tc.

Second, if the non-equilibrium confinement-deconfinement transition at T > Tc contin-

ued to be an analytic crossover, one would still expect the drop in effective liquid pressure to

be associated with phase-separated domains, possibly with extended domain walls (thick-

walled bubbles), or more in line with elements found in spinodal decomposition if there is

no energy barrier separating the two phases. This would be in-line with the expectation

for Z(3) domains studied in [15].

Once created, we expect the inhomogeneous liquid-gas domains to evolve in a non-

trivial fashion; we reserve a study of this fascinating subject for future work.

2.2 Critical bulk viscosity in first and second order hydrodynamics

After establishing a criterion for cavitation, the critical bulk viscosity for the onset of

cavitation can be calculated by assuming the validity of hydrodynamics.

For 1st order hydrodynamics. The effective pressure (2.2) up to 1st order gradi-

ents [16] for a non-conformal fluid is

peff = p−Π ≈ p− ζ∇µuµ . (2.4)

2Note that by non-equilibrium, we mean slightly off equilibrium for which hydrodynamics is still valid,

in contrast to far-from-equilibrium transitions.
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The critical bulk viscosity is defined as the maximum value of ζ for which the fluid flow

is still non-cavitating. Assuming the sign of the gradient ∇µuµ to be positive (this is the

case for all the scenarios we consider below), one finds

ζ

s

∣∣∣∣
crit

≡ (p− pv)T

(ε+ p)∇µuµ
, (2.5)

where the bulk viscosity was divided by the entropy density s = (ε + p)/T , yielding a

dimensionless ratio.

For 2nd order hydrodynamics. In order to assess the accuracy of 1st order calculation,

one can consider the effect of 2nd order gradients. Expanding the viscosity scalar Π of

eq. (2.2) up to 2nd order in gradients yields for a flat space-time [16]

peff = p− ζ∇µuµ + ζτΠD (∇µuµ) + ξ1σ
µνσµν + ξ2 (∇µuµ)2 . (2.6)

Most of the 2nd order transport coefficients τΠ, ξ1, ξ2 are poorly known for most quantum

field theories. However, in a particular strong coupling3 (see ref. [17]), these have been

calculated [16]:

η =
3ζ

2(1− 3c2
s )
, (2.7)

ζτΠ = ζτπ =
ζ

ε+ p
η(4− ln 4) , (2.8)

ξ1 =
λ1

3

(
1− 3c2

s

)
=

2η2

3(ε+ p)

(
1− 3c2

s

)
=

ζ

ε+ p
η , (2.9)

ξ2 =
2ητΠc

2
s

3

(
1− 3c2

s

)
=

ζτΠc
2
s

1− 3c2
s

=
ζ

ε+ p
ηc2

s (4− ln 4) . (2.10)

By expressing these transport coefficients in terms of the speed of sound squared c2
s , ζ, and

shear viscosity η, one finds the critical bulk viscosity in 2nd order hydrodynamics:

ζ

s

∣∣∣∣
crit

≡ (pv − p)T
(ε+ p)

[
∇µuµ −

η

s

(4− ln 4)
(
D∇µuµ + c2

s (∇µuµ)2 )+ σµνσµν

T

]−1

. (2.11)

Note that in the 2nd order result, there is a pole in the critical bulk viscosity once the

2nd order gradient terms become as large as the 1st order terms. We find that for QCD

this typically happens at very low temperatures (far below Tc), where one does not expect

a hydrodynamic description to be applicable in the first place. In weak coupling, the

transport coefficients typically lead to a quadratic dependence of ζ/s [18, 19] which is

beyond the scope of our linear-response treatment.

To recapitulate, this method assumes a conformal, hydrodynamic description and uses

the resulting flow profile to constrain the maximum value of ζ/s by requiring that the

effective pressure does not drop below zero.

3Note that by construction, this particular theory only includes terms of linear order in bulk viscosity,

e.g., terms of the form ζ2 are absent in the transport coefficients.
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3 Cavitation in heavy-ion collisions

In this section, the critical bulk viscosity coefficient for the onset of cavitation is calculated

for specific flow profiles used in the modelling of heavy-ion collisions. Specifically, the flow

gradients are calculated for Bjorken flow [20]; Gubser flow [21, 22]; and a numerical solver

for relativistic, viscous hydrodynamics in 2+1 dimensions [23, 24]. All these flow profiles

are for conformal fluids, e.g., they ignore effects of bulk viscosity in the flow itself (see the

discussion in section 1). In this entire section, the vapour pressure pv is chosen to be zero:

pv ≡ 0 , (3.1)

which will result in the most conservative estimates of cavitation since higher values of pv

would decrease ζ/s|crit (e.g., see eq. (2.5)).

3.1 Bjorken flow

The set-up that was suggested by Bjorken [20] in 1982 can be utilised to extract a bench-

mark value on the bulk viscosity. It is particularly simple to use Milne coordinates

xµ = (τ, x, y, η) because the fluid velocity becomes uµ = (1, 0, 0, 0)T , i.e., the fluid is

locally at rest. The velocity gradient simply depends on the Christoffel symbols for

Milne coordinates

∇µuµ =
1

τ
, (3.2)

whereas the temperature evolution is governed by

T = T0 (τ/τ0)−c
2
s . (3.3)

This framework is comparatively simple because it entirely neglects transverse, spatial dy-

namics of the QGP. For an ideal equation of state the dynamics is completely governed

by the gradients: evidently, the gradient is always positive for τ > 0 for 1st order hydro-

dynamics; however, for 2nd order gradients, the gradients become negative after diverging

for early times and/or low temperatures (τT � 1).

The critical bulk viscosity for Bjorken flow is monotonously increasing with tempera-

ture. By taking 2nd order gradients into account, only small changes are present, as can be

seen in figure 1. The effect of these higher-order terms is small due to the small numerical

values of the 2nd order transport coefficients.

3.2 Gubser flow

By expressing the flow profile that was proposed by Gubser [21] in Milne coordinates, one

finds a fluid flow profile

uµ =

(
1 + q2r2 + q2τ2

2qτ
√

1 + g2
,

qr√
1 + g2

, 0, 0

)T

(3.4)

– 5 –
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2nd Bjorken

1 fm/c

1st VH2+1

1st Gubser

1st Bjorken

Figure 1. Critical bulk viscosity as a function of temperature for ideal equation of state. Areas

above respective lines of ζ/s|crit are regions where cavitation occurs. Left: comparison of 1st and

2nd order results for Bjorken flow. Right: comparison between Bjorken flow, Gubser flow, and

numerical computations.

and a temperature profile

T =
1

τf
1/4
∗

{
T̂0

(1 + g2)1/3
+

H0√
1 + g2

[
1− (1 + g2)1/6

2F1

(
1

2
,
1

6
,
3

2
,−g2

)]}
, (3.5)

where

g =
1 + q2r2 − q2τ2

2qτ
, f

1/4
∗ , T̂ = 5.55 , H0 = 0.33 , 1/q = 4.3fm .

The variables τ and r denote the proper time and radial distance, respectively. The specific

form of fluid velocity and temperature arises from symmetry considerations [21, 22]. In

comparison to Bjorken flow, this flow profile is more realistic because radial velocities are

non-vanishing; hence, the transverse dynamics is not neglected but fixed to have a unique,

analytical form. By comparing the different orders of Gubser flow, one sees a similar

behaviour to Bjorken flow, i.e., higher-order gradients decrease the denominator; thus, 2nd

order terms increase the value of ζ/s|crit (see figure 1).

3.3 Numerical results

The last flow profile stems from a numerical simulation that fully includes transverse dy-

namics (”VH2+1”, see refs. [23, 24] for details) for an initial condition of a central Au+Au

collision at
√
s = 200 GeV per nucleon pair. It was initialised with vanishing flow at early

times, such that the high-temperature ζ/s|crit behaviour matches the Bjorken flow result,

as it should. For late times, the significant fluid velocity gradients differ from both the

Bjorken and Gubser flow results, resulting in a different ζ/s|crit behaviour at low temper-

atures (see figure 1).

– 6 –
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ζ
s
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1st Bjorken

pion gas ref. [26]

pion gas ref. [27]

Cavitation

Figure 2. Bulk viscosity over entropy density ratio as a function of temperature. Shown are

results for the lowest critical bulk viscosity coefficient ζ/s|crit using different flow profiles and a

QCD equation of state. For higher viscosity values, we predict bubbles to form in the liquid

(’cavitation’). For comparison we also show the result of a calculation of ζ/s for two pion gases

from refs. [26, 27]. The pion gas is calculated up to T = 140 MeV.

3.4 QCD equation of state

For a realistic model of the QGP, we have repeated the above calculations for ζ/s|crit

with a QCD equation of state (see ref. [25]). In figure 2, the lowest value of ζ/s|crit

for Bjorken, Gubser and numerical flow profiles, respectively, is shown. For comparison,

we also show the result of calculations of ζ/s for a pion gas from refs. [26, 27]. The

former is performed at chemical equilibrium; whereas, the latter being an out-of-chemical

equilibrium calculation for which elastic scattering is the dominant process [27, 28]. In

dynamical heavy-ion collisions ζ/s is most likely to lie between these curves. At very high

temperature, one could also compare to perturbative QCD calculations from ref. [29] where

ζ/s ∼ 0.01α2
s, which tends to fall as a function of temperature, whereas ζ/s|crit rises with

temperature. Thus, we presume that cavitation is a phenomenon of low temperatures —

not of high temperatures.

4 Conclusion

In this work, we have studied the onset of bubble formation (cavitation) in the QGP re-

sulting from the presence of bulk-viscous terms in relativistic hydrodynamics. We found

that at temperatures T < 140 MeV, a bulk viscosity coefficient smaller than that expected

from a pion gas leads to the formation of hadron gas bubbles in the QGP liquid (see also

refs. [6–10, 26, 27, 30, 31]). This may be interpreted as the known freeze-out phenomenon

in heavy-ion collisions where the plasma undergoes a phase transition to a hadron gas. At

around the QCD phase transition temperature, we predict that for values of ζ/s ' 0.1,

cavitation in the QGP will occur. Under the assumption that experimental data on the

– 7 –
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QGP from heavy-ion collisions is inconsistent with the presence of hadron gas bubbles, our

results for ζ/s|crit may be interpreted as an upper bound on the bulk viscosity in high-

temperature QCD. At very high temperatures, this interpretation seems consistent with

known perturbative values of ζ/s. Several aspects of our work can and should be improved

in subsequent studies: first, it is possible to implement the corrections from bulk viscosity in

the flow profiles used in the calculations of ζ/s|crit, eliminating the approximation we have

used in this work. Second, one can repeat our study with more realistic approximations

for the hadron gas pressure than our choice: pv ≡ 0. Ultimately, and maybe most impor-

tantly, it would be interesting to calculate the particle spectra from a numerical simulation

including the presence of hadron gas bubbles. This could potentially be done using state-

of-the-art numerical hydrodynamical solvers [5, 32, 33] and could verify the assumption

that cavitating fluids are inconsistent with experimental data on heavy-ion collisions.
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Abstract We study the temperature profile, pion spectra,
and HBT radii in central, symmetric, and boost-invariant
nuclear collisions, using a super hybrid model for heavy-
ion collisions (SONIC), combining pre-equilibrium flow
with viscous hydrodynamics and late-stage hadronic rescat-
terings. In particular, we simulate Pb + Pb collisions at√

s = 2.76 TeV, Au + Au, Cu + Cu, Al + Al, and C + C
collisions at

√
s = 200 GeV, and Au + Au and Cu + Cu col-

lisions at
√

s = 62.4 GeV. We find that SONIC provides a
good match to the pion spectra and HBT radii for all collision
systems and energies, confirming earlier work that a combi-
nation of pre-equilibrium flow, viscosity, and QCD equation
of state can resolve the so-called HBT puzzle. For reference,
we also show p + p collisions at

√
s = 7 TeV. We make tabu-

lated data for the 2 + 1 dimensional temperature evolution of
all systems publicly available for the use in future jet energy
loss or similar studies.

1 Introduction

With the advent of gauge/gravity duality, it has become possi-
ble to effectively simulate far-from-equilibrium thermaliza-
tion in central (and smooth) nuclear collisions [1]. Combin-
ing this pre-equilibrium dynamics with hydrodynamics [2]
and a late-stage hadronic cascade [3], one obtains a ’Super
hybrid mOdel simulatioN for relativistic heavy-Ion Colli-
sions’ (SONIC for short) that effectively has only a limited
number of parameters, namely those specifying the proper-
ties of the incoming nuclei, the speed of sound, and shear
and bulk viscosities in the quark–gluon plasma. In this work,
we use this model to study symmetric nuclear collisions
of different nuclei (Pb, Au, Cu, Al, C) at collision ener-
gies ranging from

√
s = 62.4 GeV to

√
s = 2.76 TeV.

a e-mail: paul.romatschke@colorado.edu

We study the temperature evolution, pion spectra, and HBT
radii for these different collision systems with the aim of
both testing the model against experimental data where
available and providing model predictions for the design
of future experimental studies. In addition, we also show
results for SONIC for central p + p collisions at

√
s =

7 TeV energy, even though evidence for forming an equi-
librated quark–gluon plasma in these systems is currently
lacking.

A fundamental question regarding the quark–gluon
plasma is at what temperature and what scale a strong cou-
pling description is most appropriate versus weak coupling.
Near-inviscid hydrodynamic modeling indicates strong cou-
pling, though the exact sensitivity of final state hadrons to the
temperature dependence of η/s is currently under investiga-
tion. There are experimental observables when compared to
model calculations that are potential indicators of stronger
coupling at temperatures near the transition point. Inclusion
of this strongest coupling near the transition is proposed to
help reconcile the full suite of jet quenching observables
including the anisotropy in mid-central collisions [4,5], the
larger than expected v2 and v3 of direct photons [6] and
heavy quark observables [7]. An important motivation for the
sPHENIX upgrade [8] is to answer the question regarding the
underlying nature of the quark–gluon plasma near the point of
strongest coupling. A key question is whether high statistics
data sets in Au + Au collisions at

√
s = 200 GeV at RHIC and

Pb + Pb collisions at
√

s = 2.76 TeV at the LHC are substan-
tially augmented by hard process observables at lower RHIC
energies and with different nuclear geometries for empha-
sizing emission and parton quenching interactions closer or
further away from this transition temperature. In this work,
we explore the temperature evolution of different systems and
provide access to the space-time snapshots for utilization in
jet quenching, photon emission, and heavy quark diffusion
calculations.
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2 Methodology

We model heavy-ion collisions by using a super hybrid model
which we call SONIC which combines pre-equilibrium flow
with hydrodynamics and a late-stage hadronic afterburner.
Introducing the radius r = √

x2 + y2, the different nuclei
are modeled by employing an overlap function

TA(r) = ε0

∫ ∞

−∞
dz

[
1 + e−(r2+z2−R)/a

]
(1)

with R, a the charge radius and skin depth parameters listed
in Table 1. ε0 is an overall normalization constant that con-
trols the total final multiplicity. The pre-equilibrium flow has
been calculated numerically assuming an infinite number of
colors and infinite coupling for central (and smooth) Pb–Pb
collisions at

√
s = 2.76 TeV in Ref. [1]. We re-analyzed

the results from Ref. [1], finding that after the system has
thermalized, the velocity is consistent with the early-time
analytic result derived in Ref. [9] up to an overall factor of
two (see Fig. 1). Therefore, in the following we will employ
the pre-equilibrium radial flow velocity

vr (τ, r) = −τ

3
∂r ln T 2

A(r), (2)

where τ = √
t2 − z2; see Fig. 1. Using Eq. (2) and an initial

energy density profile given by (cf. Ref. [9])

ε(τ, r) = T 2
A(r) , (3)

we start the hydrodynamic evolution at a time τsw. Note that
we have chosen the energy density to scale as the overlap
function squared because this scaling is well known to give
a simple description of the centrality dependence of multi-
plicity, cf. [10]. Following the observations in Refs. [1,11],
τsw has to be large enough such that a local rest-frame can be
defined as (τsw � 0.35 fm/c) and before non-linear effects
prohibit the use of Eq. (2) (τsw � 0.6 fm/c).

Table 1 Model parameters for different collision systems [12,13]. For
all systems we use TS = 170 MeV, η/s = 0.08, ζ/s = 0.01, and QCD
equation of state at zero baryon density [14]. The parameters R and a
correspond to Eq. (1) except for p-1 where a denotes the width of a
Gaussian, i.e., TA(r) = ε0

∫
dze−r2/2/a2

Isotope
√

s (GeV) R (fm) a (fm) T0 (τ = 0.5 fm)

(MeV)

p-1 7000 – 0.4 390

C-12 200 2.355 0.522 238

Al-27 200 3.061 0.519 287

Cu-63 62.4 4.163 0.606 300

Cu-63 200 4.163 0.606 327

Au-197 62.4 6.380 0.535 340

Au-197 200 6.380 0.535 370

Pb-208 2760 6.624 0.549 470

0 2 4 6

r [fm]

0

0.1

0.2

0.3

0.4

0.5

0.6

v
r

τ=0.5 fm/c, exact
τ=0.7 fm/c, exact
τ=0.5 fm/c, Eq.(2)
τ=0.7 fm/c, Eq.(2)

Fig. 1 Comparison between the pre-equilibrium radial flow velocity
obtained for Pb + Pb collisions at

√
s = 2.76 TeV using a full numerical

relativity simulation [1] (“exact”) and the model equation (2)

Using the energy density from Eq. (3), the flow profile
from Eq. (2), and setting the initial shear and bulk stresses
to zero, we can solve the subsequent system evolution using
the relativistic viscous hydrodynamics solver VH2 + 1 [2,15],
version 1.7. The fluid shear viscosity over entropy ratio is set
to η/s = 0.08 and the bulk viscosity over entropy ratio is
set to ζ/s = 0.01. The equation of state used is that from
Ref. [14] which is consistent with lattice QCD data [16,17]
at vanishing baryon density and matches a hadron resonance
gas at low temperatures. We monitor the isothermal hyper-
surface defined by TS = 170 MeV throughout the system
evolution until the last fluid cell has cooled below TS .

From the information about fluid temperature, velocity,
and dissipative stress components we generate hadrons with
masses up to 2.2 GeV and follow their rescattering dynamics
using the hadron cascade code B3D [3]. Details for the freeze-
out procedure can be found in the original reference [3], but
for completeness we mention that the particle spectra take
into account deformations from shear and bulk stresses inde-
pendent of particle type as outlined in [18] such that the full
energy-momentum tensor is continuous across the freeze-
out hypersurface. We then generate 5000 B3D events for
each hydro event. Once the particles have stopped interacting
we collect information about the particle spectra and report
the total charged multiplicity dNch

dy , the mean pion transverse
momentum 〈pT 〉 and the pion HBT radii Rout, Rside, and
Rlong.

With the pre-equilibrium flow given by Eq. (2), and
adjusting ε0 so that total multiplicity is constant, we find
that the final particle 〈pT 〉 and the extracted HBT radii
are insensitive to the choice of τsw, just as in the full
gauge/gravity+hydro+cascade calculation (cf. Ref. [1]).
Thus, τsw is not a relevant parameter of SONIC. This leaves
a total of six relevant parameters for the system evolution:
three numbers (R, a, TS) and three functions (the temperature
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Table 2 Details for collision systems compared to experimental data. 〈pT 〉 is for pion transverse momentum except for p + p collisions where
report 〈pT 〉 for π, K , p. We use dNch

dy = 1.1 dNch
dη

to convert model multiplicity to pseudorapidity distribution

Isotope
√

sNN (GeV) Npart Ncoll dNch/dη 〈pT〉 (MeV) Comments

p-1 7000 – – 7 599 for pT > 0.15 GeV

p-1 (exp.) 7000 – – 6 622±21 [19,23], min.-bias

C-12 200 17 19 21 396

Al-27 200 45 70 68 415

Cu-63 (th.) 62.4 111 227 144 403

Cu-63 (exp.) 62.4 106 ± 3 162 ± 13 138±10 379±20 [20,24,25], 0–10 % most central

Cu-63 (th.) 200 113 227 193 421

Cu-63 (exp.) 200 108 ± 4 189 ± 14 198±15 420±20 [20,24,25], 0–10 % most central

Au-197 (th.) 62.4 375 1173 508 402

Au-197 (exp.) 62.4 356 ± 11 – 472 ±41 405±11.0 [20,26], 0–5 % most central

Au-197 (th.) 200 378 1173 677 424

Au-197 (exp.) 200 361 ± 11 1065 ± 105 691±52 453±33 [20,27], 0–5 % most central

Pb-208 (th.) 2760 399 1217 1635 503

Pb-208 (exp.) 2760 382 ± 27 – 1584 ±80 517±19 [21,28], 0–5 % most central

dependent ratios η/s, ζ/s, and the equation of state). Note
that ε0 is fixed by requiring the final charged multiplic-
ity to match the experimental data, wherever it is available
[19–21], cf. Table 2. For C + C and Al + Al collisions at√

s = 200 GeV, we employ the formula

dNch

dy
=

[
α(

√
s)Ncoll + 1 − α(

√
s)

2
Npart

]
dNpp

dy
, (4)

where dNpp
dy is the charged multiplicity for nucleon-nucleon

collisions at a given collision energy
√

s, and α(
√

s =
200 GeV) = 0.13 (cf. Ref. [22]).

We note that a full 2 + 1 dimensional simulation of a single
symmetric nuclear collision can be executed on a modern
desktop in approximately one hour, which makes SONIC a
viable tool to investigate collisions having granular initial
conditions on an event-by-event basis in the future.

3 Results

Our results for the multiplicity and mean pion transverse
momentum in the different systems are reported in Table 2
alongside with experimental results where available. Since
the experimental multiplicity is used to fix one of the model
parameters (ε0), only the pion 〈pT 〉 is a non-trivial model
output. Comparing experimental measurements of 〈pT 〉
with model output from SONIC, we find that with model-
parameter choices η/s = 0.08, ζ/s = 0.01, TS = 170 MeV,
and a QCD equation of state, there is good agreement with
experimental data for all collision systems at all collision
energies.

For reference, we also show SONIC runs for p + p col-
lisions at

√
s = 7 TeV collision energy, even though this

system may not form an equilibrated state of matter (and
thus SONIC would not be applicable in this case). Note that,
nevertheless, the 〈pT 〉 value for p + p collisions is not too far
from the experimental value, which may just be a reflection
of the fact that transverse flow is not an indicator of system
equilibration (cf. [1]).

It should be noted that our current implementation of
SONIC does not properly reproduce the experimentally
measured proton spectra because the number of protons
and antiprotons is too high. The reason for this has been
identified to be the missing implementation of baryon–
antibaryon annihilation [29,30]. For this reason, we cur-
rently are unable to report physically viable results for
baryons.

The time evolution for the temperature in the center of
the fireball (r = 0 fm) is reported in Fig. 2, where we dis-
tinguish between the evolution spent in the hydrodynamic
phase (T > TS) and the hadron gas phase at low tem-
perature. Shown in Fig. 3 is the radial velocity profile for
the different collision systems at τ = 2 fm/c inside the
hydrodynamic phase. Not surprisingly, larger systems tend
to build up smaller radial flow and tend to live longer than
smaller systems. However, possibly interesting features for
temperature evolution between different systems may also
be identified in Fig. 2. For instance, note that Fig. 2 implies
that the central temperature evolution in Au + Au colli-
sions at

√
s = 62.4 GeV starts out close to the Cu + Cu√

s = 200 GeV results, but then eventually approaches the
Au + Au

√
s = 200 GeV curve. We are making the full

two-dimensional space-time evolution profiles available for
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Pb+Pb,  √s=2760 GeV
p+p,  √s=7000 GeV
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Cu+Cu, √s=200 GeV
Cu+Cu, √s=62.4 GeV
Al+Al,  √s=200 GeV
C+C, √s=200 GeV
Au+Au,  √s=200 GeV

Central Temperature Evolution

Fig. 2 Temperature evolution as a function of proper time at the cen-
ter of the fireball (r = 0) for different collision systems and different
collision energies. Full lines denote evolution within hydrodynamics
(T > TS), dashed lines denote hadron gas regime (T < TS). For refer-
ence, also p + p collisions at

√
s = 7 TeV are shown, even though this

system may not equilibrate at all. The “kink” at 2 fm/c in the tempera-
ture evolution in the p + p system around T = TS is due to the center
r = 0 being cooler than the surrounding matter
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vr Pb+Pb,  √s=2760 GeV
p+p,  √s=7000 GeV
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Cu+Cu,  √s=200 GeV
Cu+Cu, √s=62.4 GeV
Al+Al, √s=200 GeV
C+C,  √s=200 GeV
Au+Au,  √s=200 GeV

Radial Velocity Profile at τ=2 fm/c

Fig. 3 Velocity profile at τ = 2 fm/c for the different collision systems
(τ = 1.9 fm/c for p + p). The velocity profiles for the Pb + Pb and
Au + Au systems are similar because the systems have similar geometry
and the final-observed larger radial flow at higher

√
s is simply due to

the longer lifetime of the Pb + Pb system

potential use in studies of jet energy loss, direct photon emis-
sion and heavy quark diffusion [31].

Our results for pion HBT radii are calculated as described
in [3] and the results are shown in Fig. 4 for the differ-
ent collision systems. Despite some remaining discrepan-

cies between our model results and experimental data, the
overall agreement between SONIC and experiment for dif-
ferent collision energies and systems is striking, given that
the inability of standard hydrodynamics to describe the data
has been labeled the ’HBT puzzle’ in the literature. As noted
in Ref. [32], it is possible to resolve this ’puzzle’ by a combi-
nation of different ingredients, notably pre-equilibrium flow,
viscosity, and a QCD-like equation of state. Since all of these
ingredients are naturally incorporated in SONIC, it is grati-
fying to observe that the HBT puzzle is no longer a puzzle
but rather a (small) discrepancy in some of the data–model
comparison.

In Fig. 5, we show the pion transverse momentum spectra
for the different collision systems. As remarked above, we
do find that with constant values of η/s = 0.08, ζ/s =
0.01, and a QCD equation of state, SONIC provides a good
overall description of the available experimental data. Note
that the discrepancy in the pion spectra for Pb + Pb collisions
at pT > 1.5 GeV was not observed in Ref. [1]. The reason
is that in Ref. [1], the actual calculation erroneously used a
model parameter value of R = 6.48 fm instead of R = 6.62
fm (cf. Table 1) for Pb. Once correcting for this error, we
do find slightly less transverse flow in Pb + Pb collsions,
leading to the discrepancy observed in Fig. 5. However, it
is expected that implementing more realistic granular initial
conditions will lead to higher transverse flow velocities. This
could help to improve the description of experimental data
at pT > 1.5 GeV in SONIC in the future.

4 Conclusions

We have presented SONIC, a new super hybrid model for
heavy-ion collisions that combines pre-equilibrium flow, vis-
cous hydrodynamics, and hadronic cascade dynamics into
one package. SONIC was used to simulate boost-invariant,
central, symmetric collisions of smooth nuclei (Pb, Au,
Cu, Al, C) at energies ranging from

√
s = 62.4 GeV to√

s = 2.76 TeV. We found that for a QCD equation of
state and a choice of QCD viscosity over entropy ratios of
η/s = 0.08, ζ/s = 0.01, the particle spectra and pion HBT
radii were in reasonable agreement with available experimen-
tal data. We also made predictions for pion mean transverse
momentum and HBT radii for C + C and Al + Al collisions
at

√
s = 200 GeV. The 2 + 1 dimensional space-time evolu-

tions of the temperature obtained with SONIC are publicly
available [31] in order to be of use in future studies of jet
energy loss or photon emission.
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Fig. 4 Pion HBT radii for the different collision systems. Shown
are model results (SONIC) and experimental results where available
[24,34–36]. For p + p collisions, our numerical method to calculate HBT
radii is breaking down, so we only report partial results. Experimental

data is for 0–5 % most central events for Pb + Pb and Au + Au collisions,
0–10 % most central events for Cu + Cu collisions and minimum-bias
events for p + p collisions
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Fig. 5 Pion spectra from SONIC compared to experimental data where
available [25–27,33]. Experimental data is for 0–5 % most central events
for Pb + Pb and Au + Au collisions and 0–10 % most central events for
Cu + Cu collisions
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Abstract In high-energy collisions of heavy ions, exper-
imental findings of collective flow are customarily associ-
ated with the presence of a thermalized medium expand-
ing according to the laws of hydrodynamics. Recently, the
ATLAS, CMS, and ALICE experiments found signals of the
same type and magnitude in ultrarelativistic proton–proton
collisions. In this study, the state-of-the-art hydrodynamic
model SONIC is used to simulate the systems created in
p+p collisions. By varying the size of the second-order trans-
port coefficients, the range of applicability of hydrodynamics
itself to the systems created in p+p collisions is quantified. It
is found that hydrodynamics can give quantitatively reliable
results for the particle spectra and the elliptic momentum
anisotropy coefficient v2. Using a simple geometric model
of the proton based on the elastic form factor leads to results
of similar type and magnitude to those found in experiment
when allowing for a small bulk viscosity coefficient.

1 Introduction

The experimental heavy-ion program at the Relativistic
Heavy Ion Collider (RHIC) and the Large Hadron Collider
(LHC) has provided strong evidence for the creation of an
equilibrated state of matter in ultrarelativistic collisions of
heavy ions such as gold or lead [1–7]. Comparing the wealth
of experimental data available over a large range of collision
energies to theoretical model calculations, the current con-
sensus in the field is that the matter created in ultrarelativistic
heavy-ion collisions behaves like an almost ideal fluid with
very low shear viscosity over entropy ratio [8–13]. This form
of matter has been dubbed the ‘quark–gluon plasma’.

Only a few years ago, there was a similar consensus in
the field that the systems created in proton–nucleus colli-
sions (or d+Au collisions in the case of RHIC) did not equi-

a e-mail: paul.romatschke@colorado.edu

librate to form a quark gluon plasma because these systems
were too small, too short-lived, and contained too few par-
ticles to behave collectively. In fact, experimental data from
these light-on-heavy-ion collisions was regarded as a refer-
ence system in which the quark–gluon plasma component
was ‘known’ to be absent. Similarly, the notion that quark–
gluon plasmas could be formed in high-energy proton–proton
collisions was mostly regarded as preposterous: how could a
system consisting of a handful of particles behave as a fluid?

The consensus in the field was severely challenged, if not
shattered, when experimental data for anisotropic collective
flow in p+Pb, p+Au, d+Au, 3He+Au, and most recently in
proton–proton collisions became available [14–18]. In all of
these small systems, the experimental signals turned out to
be similar in type and magnitude to those found in heavy-
ion collisions. Furthermore, the measurements could again
be well described (and in some cases predicted) by theoret-
ical hydrodynamic model calculations [19–23], such as the
SONIC model [24].

The experimental finding of a large elliptic flow coefficient
v2 in high-energy proton–proton collisions is particularly
intriguing, because a large v2 coefficient is typically indica-
tive of a hydrodynamic phase in the system evolution [25]. Is
it at all possible for hydrodynamics to quantitatively describe
the real-time evolution of system with a linear dimension of
less than 1 fm and an average of five to six particles per unit
rapidity? What constraints would result on QCD transport
coefficients such as shear and bulk viscosity? These ques-
tions provide the motivation for performing a hydrodynamic
study of high-energy proton–proton collisions.

One of the key differences of the present study with
respect to most previous hydrodynamic studies of proton–
proton collisions such as those in Refs. [26–29] is the inclu-
sion of both shear and bulk viscous effects in the hydro-
dynamic evolution. (Note that shear-viscous effects were
already included in Ref. [30], which will be discussed below
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in more detail.) Another perhaps novel aspect of the present
study is that ‘typical’ proton–proton collisions (as opposed
to high-multiplicity events such as those studied in Ref. [31])
will be discussed. Finally, the main emphasis of the present
study will be a quantitative test of applicability of hydrody-
namics to small systems, which has never been attempted
before.

2 Methodology

In the present study, we use the hydrodynamic model SONIC
[24] to simulate the matter created in proton–proton colli-
sions. SONIC simulates the dynamics in the plane transverse
to the beam axis using causal relativistic hydrodynamics in
the presence of shear and bulk viscosity, followed by the
hadron cascade afterburner B3D [32] in the hadronic phase
for temperatures T < 0.17 GeV, while assuming boost-
invariance in the longitudinal direction (see Ref. [24] for a
detailed discussion of SONIC’s components). It should be
noted that while SONIC implements shear-viscous effects
when switching from hydrodynamics to the hadron cascade
simulation [33], the consistent implementation of bulk vis-
cous effects on particle spectra is currently poorly understood
[34]. For this reason, bulk viscous contributions to the ini-
tial particle spectra in the hadron cascade are not included in
the present description. This is different from other work
in the literature (e.g. [35,36]), which uses a form of the
bulk viscous corrections based on a quasi-particle model
[37].

SONIC is known to successfully describe experimental
data for p+Pb and d+Au collisions at

√
s = 5.02 TeV and√

s = 0.2 TeV collision energies, respectively, and has been
used to make accurate predictions for v2, v3 for 3He+Au col-
lisions and p+Au collisions at

√
s = 200 GeV [20,23]. In

order to simulate proton–proton collisions, a model for the
hydrodynamic initial conditions, such as the energy density
distribution in the transverse plane, is needed. These ini-
tial conditions are poorly constrained from first-principles
calculations, so a basic model built on the proton form
factor was used, which are described below. Besides the
initial conditions, the hydrodynamic evolution in SONIC
requires specification of the simulated ratios of shear vis-
cosity and bulk viscosity to entropy density, η

s ,
ζ
s , respec-

tively. In the following, both of these ratios were taken to
be constant in temperature for simplicity. Finally, SONIC
requires specification of second-order transport coefficients,
such as the shear and bulk relaxation times τπ , τ�, respec-
tively (cf. Ref. [38]). For simplicity, we have set τπ = τ�

(cf. Ref. [39]).
The value of these relaxation times controls the size of

second-order gradient terms in the hydrodynamic expansion.
Varying the relaxation times thus allows one to quantify the

importance of second-order gradient terms in final results,
and thus provides a measure of the quantitative reliability of
the hydrodynamic gradient expansion. The “conventional”
criterion for the applicability of hydrodynamics states that the
mean free path λ needs to be much smaller than the system
size L . The ratio λ

L is referred to as Knudsen number, and the
conventional criterion quantifies the size of first-order gra-
dient corrections (viscous effects) to ideal hydrodynamics.
In recent years there has been mounting evidence from exact
solutions of far-from-equilibrium quantum field theories that
(second-order) hydrodynamics quantitatively applies in the
cases where first-order (viscous) corrections to ideal hydro-
dynamics are large (order unity, cf. Refs. [40–43]). Thus it
may be that the “conventional” Knudsen number criterion
considerably underestimates the applicability of hydrody-
namics. Instead, it has been suggested that the true criterion
for the applicability of hydrodynamics is set by the location
of the first non-hydrodynamic singularity in the complex fre-
quency plane [44]. In second-order hydrodynamics, the loca-
tion of this pole is controlled by the value(s) of the relaxation
time. Hence it is plausible that varying the relaxation time
τπ allows a modern, realistic, quantitative, and easily imple-
mentable test for the applicability of hydrodynamics. This
is consistent with the notion of large first, but small second-
order hydrodynamic corrections.

It is well known that for fixed shear-viscosity over entropy
ratio, the value of τπ varies very little (only by about a factor
of two) when the interaction strength in a quantum field the-
ory is changed from zero to infinity [45,46]. With this result
in mind, we choose to quantify the applicability of hydro-
dynamics by varying the relaxation times by 50 % around a
fiducial value of τπ = 6 η

sT . If the resulting variations in the
final results are large, then hydrodynamics does not apply.
Conversely, if the variations turn out to be small, then this
provides evidence that hydrodynamics can give a quantita-
tively reliable description of the system.
Basic model for the proton We consider the initial transverse
energy density distribution ε to be given by

ε(x, y, τ0) = κ(τ0)T1

(
x + b

2
, y

)
T2

(
x − b

2
, y

)
, (1)

where x⊥ = (x, y) are the coordinates in the transverse
plane, τ0 is the initialization time of hydrodynamics, b is
the impact parameter of the collision, κ(τ0) is an overall
normalization that is fixed by the experimental multiplicity
in minimum-bias collisions, and T1,2 is the transverse charge
density distribution of proton 1 and 2, respectively. The expert
reader will recognize Eq. (1) as an optical-Glauber model for
protons, where it should be pointed out that for protons the
binary collision scaling coincides with the number of par-
ticipants scaling because A = 1. Indeed, in the basic initial
condition model (referred to as ‘RND’ for ‘round’ in the fol-
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Fig. 1 Unidentified charged hadron multiplicity (left) and pion mean
transverse momentum (right) for p+p collisions at

√
s = 7 TeV. Shown

are experimental results from ALICE (cf. [49]) and SONIC simulations
for proton models based on the proton form factor. The error bars for
the SONIC simulations include systematic uncertainties for the applica-
bility of hydrodynamics obtained from varying second-order transport
coefficients; as can be seen, those error bars are significant for neither

the multiplicity nor the pion 〈pT 〉, thus indicating robust applicability
of hydrodynamics for these quantities. Note that the ‘RND’ model has
been run with different shear and bulk viscosities. While the effect of
changing the shear viscosity on the multiplicity and transverse momen-
tum is minor (not shown), even a very small bulk viscosity has a large
effect on the final pion transverse momentum

lowing), we take T (x, y) to be given by the Fourier-transform
of the proton form factor F(Q2),

TRND(x⊥) =
∫

d2q

(2π)2 e
−iq·x⊥F(Q2 = q2), (2)

where we take the parametrization of the form factor from
Ref. [47]. In the RND model, the proton is always round, and
initial conditions for ε are generated by Monte-Carlo sam-
pling of impact parameters b ∈ [0, bmax], where the upper
limit bmax = 1.6 fm corresponds to approximately twice the
proton radius.

In a variation of the ‘RND’ model for initial conditions,
referred to as ‘FLC’ for ‘fluctuating’ in the following, spin
fluctuations of the proton are considered. Using the model
from Ref. [48], the overlap function is defined as

TFLC(x⊥) =
∫ ∞

−∞
dz

[
ρU (r)

(
1 + n̂ · ŝ)

2N

+ρL(r)
(
1 + 2r̂ · ŝr̂ · n̂ − n̂ · ŝ)

2N

]
, (3)

where r = (x, y, z), r = |r| and N = 4π
∫ ∞

0 drr2[
ρU (r) 1+n̂·ŝ

2 + ρL(r) 3−n̂·ŝ
6

]
is a normalization to ensure that

protons have electric charge of unity for arbitrary unit vec-
tors ŝ, n̂. In the FLC model, the proton’s shape may fluctuate
event-by-event, and initial conditions for ε are generated by
Monte-Carlo sampling of the two unit vectors ŝ, n̂ as well as
the impact parameter of the collision b ∈ [0, bmax].

3 Results

Using the basic model of the proton described in the previous
section, the hydrodynamic plus cascade model SONIC was
initialized at τ0 = 0.25 fm/c and results for particle spec-
tra and momentum anisotropies were obtained that can be
directly compared to experimental measurements (cf. [24]).
In Fig. 1, results for the multiplicity of unidentified charged
hadrons1 and mean pion transverse momentum are shown for
proton–proton collisions at

√
s = 7 TeV. The multiplicity in

the 40–50 % centrality class obtained by ALICE [49] was
used to set the overall constant κ in the SONIC simulations.
The error bars shown for the SONIC results include the sys-
tematic uncertainties for the applicability of hydrodynamics
obtained from varying second-order transport coefficients, as
described above. From Fig. 1 it becomes apparent that sys-
tematic uncertainties of hydrodynamics for the particle mul-
tiplicity and mean transverse momentum are small, providing
evidence that a hydrodynamic description of these quantities
is feasible for proton–proton collisions. The centrality depen-
dence of multiplicity in SONIC is broadly consistent with the
experimental measurements from ALICE, with a level of dis-
agreement that can be expected given the simplicity of the
initial conditions used. Considering the mean transverse pion
momentum, Fig. 1 indicates that SONIC results are extremely
sensitive to the presence of bulk viscosity, as is apparent from
comparing the ‘RND’ model results for ζ

s = 0 and ζ
s = 0.02.

1 In the simulation, dN
dY is reduced by 10 % to obtain the experimentally

determined pseudo-rapidity distribution dN
dη

.
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Fig. 2 Pion and kaon spectra for the 40–50 % centrality class com-
pared to measured minimum-bias spectra for

√
s = 7 TeV from the

ALICE experiment [50]. The error bars for the SONIC simulations
include systematic uncertainties for the applicability of hydrodynamics
obtained from varying second-order transport coefficients; these error
bars are smaller than the symbol size for particle spectra, thus indicating
robust applicability of hydrodynamics for this quantities. Note that the
‘RND’ model has been run with different shear and bulk viscosities,
indicating the sensitivity of particle spectra to a small bulk viscosity
coefficient

This effect originates from the modification of the fluid flow
from bulk viscosity, and thus is expected to be a robust fea-
ture irrespective of the hadronization prescription used (see
also the discussion in the appendix). For the proton models
used, a minimum non-zero value of ζ

s was needed to bring
any of the theory calculation close to the experimental data
from the ALICE experiment [49] for pion mean transverse
momentum. Because of the crudeness of the proton model,
no effort has been made to the tune transport coefficient in
order to match the experimental data.

Comparisons of identified particle spectra for mid-central
collisions to minimum-bias experimental data are shown in
Fig. 2. Again, one observes reasonable overall agreement
between simulations and experiment except for the case when
bulk viscosity was set to zero.

The qualitative effect of bulk viscosity reducing the mean
particle momenta was observed before in heavy-ion colli-
sions, e.g. in [34,36]. However, the effect of including the
bulk viscosity in proton–proton collisions is much more pro-
nounced than in heavy-ion collisions. Specifically, we find
a factor two decrease in pion momentum originating from a
bulk viscosity coefficient of ζ

s = 0.02, while Ref. [36] found
approximately 25 % reduction for a bulk viscosity coefficient
peaking at ζ

s = 0.3 (note that such high values would likely
cause cavitation in the fluid [51–53]).

In Fig. 3, the momentum anisotropy coefficient v2 for
unidentified charged particles with pT > 0.5 GeV from
SONIC, including the estimated systematic uncertainty from
the hydrodynamic gradient expansion is shown. (Note that

v2 is considerably smaller when a smaller pT cut is used,
cf. Ref. [54]). As outlined in the methodology section
above, a large systematic uncertainty compared to the mean
value indicates that hydrodynamic is very sensitive to the
detailed treatment of higher-order gradient terms and/or non-
hydrodynamic degrees of freedom. Thus a large uncertainty
signals the breakdown of hydrodynamics. There are no estab-
lished criteria in the literature for what constitutes an unac-
ceptably large uncertainty, so in the following we declare a
breakdown of hydrodynamics to occur if the ratio of uncer-
tainty to mean value exceeds 50 %. In the case of the v2

values shown in the left-hand panel of Fig. 3, this thresh-
old is reached for dN

dη
� 2 and η

s = 0.08, indicating that
the hydrodynamic description of v2 has broken down in this
case.

On the other hand, while the systematic uncertainty orig-
inating from higher-order gradient terms is sizable, it seems
that hydrodynamics nevertheless is still applicable to describ-
ing v2 in proton–proton collisions for dN

dη
� 2 when η

s ≤
0.08. Since this finding disagrees with an earlier prediction
by one of us in Ref. [30], this point deserves further clar-
ification. Unlike the earlier study in Ref. [30], the present
study does not use hydrodynamics for temperatures below
the QCD phase transition, but instead employs a hadronic
cascade simulation, thus increasing overall reliability of the
model.

As can be seen by e.g. comparing the results for η
s = 0.08

and η
s = 0.04 in Fig. 3, the hydrodynamic systematic uncer-

tainties decrease when lowering η
s . This is a trivial conse-

quence of the fact that uncertainties are calculated by varying
τπ and τπ ∝ η

s , so decreasing η
s also decreases the extent of

the variation. In the ideal hydrodynamic limit when η
s → 0,

second-order hydrodynamics no longer depends on the relax-
ation time nor does it possess a non-hydrodynamic pole, so
an effective ideal hydrodynamic description never breaks
down. This somewhat counter-intuitive finding can be jus-
tified physically by noting that in the ideal hydrodynamic
limit, the mean free path λ tends to zero, so that even for
very small system sizes L (or strong gradients) one always
has λ

L → 0. There are strong indications to support the notion
that a lower bound on η

s exist, effectively prohibiting to ever
reach the ideal hydrodynamic limit in practice. However, this
information is not part of a hydrodynamic description or the
calculation of systematic uncertainties in this framework.

Also shown in Fig. 3 is the range of experimental results
for v2 as measured by the ATLAS experiment [18] for
p+p collisions at

√
s = 2.76 TeV and

√
s = 13 TeV for

Nch = 50−60, which roughly corresponds to the 0.5–4 %
centrality class (cf. [55]). The SONIC model simulation
results include no (RND) or only limited (FLC) event-by-
event fluctuations, thereby invalidating the model results for
the most central collisions ( dN

dη
� 10) and the most periph-
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Fig. 3 Left Integrated momentum anisotropy v2 for unidentified
charged hadrons with pT > 0.5 GeV in proton–proton collisions.
Shown are the range of experimental results from ATLAS (cf. [18])
for

√
s = 2.76, 13 TeV and SONIC simulations for

√
s = 7 TeV. The

error bars for the SONIC simulations include systematic uncertainties
for the applicability of hydrodynamics obtained from varying second-
order transport coefficients. Right Unintegrated momentum anisotropy

for unidentified charged hadrons for the 40–50 % centrality class com-
pared to experimental results from ATLAS [18] with Nch = 50−60 and
for the 0.5–4 % centrality class (Nch = 110−150) from CMS [55]. We
expect the v2(pT ) result from the 40–50 % centrality class in our simple
proton models to be most representative of the experimental results for
all centralities, including central collisions

eral collisions ( dN
dη

� 1). For mid-central collisions, how-
ever, the ‘RND’ and ‘FLC’ model are broadly consistent with
the magnitude of the measured v2 coefficient by the ATLAS
experiment. This finding is corroborated by the second panel
in Fig. 3, where the momentum dependence of the v2 coef-
ficient for mid-central collisions (40–50 % centrality class)
is compared to experimental data for more central collisions
from the ATLAS and CMS experiments.

SONIC simulation results for v2 are sensitive to both shear
and bulk viscosity coefficients, and no attempt has been made
to tune the value of those coefficients in order to match the
experimental data in view of the crudeness of the initial con-
dition model. Rather, one observes that with ‘typical’ values
for η

s ,
ζ
s the SONIC model predicts a v2 response that is of

comparable to that measured by experiment.

4 Conclusions

The hydrodynamic model SONIC was used to study proton–
proton collisions at

√
s = 7 TeV by employing a simple

parametrization of proton based on the elastic form factor.
By varying the size of the second-order transport coefficients,
the applicability of hydrodynamics itself to the systems cre-
ated in p+p collisions could be quantified. It was found that
a hydrodynamic description of the momentum anisotropy
coefficient v2 is breaking down for dN

dη
� 2 when η

s ≥ 0.08.
Conversely, it was found that hydrodynamics can give quan-
titatively reliable results for the particle spectra and the ellip-
tic momentum anisotropy coefficient v2 when dN

dη
� 2.

While it is somewhat surprising that hydrodynamics applies
even for such low multiplicities, this finding is qualitatively
in line with recent results for proton–nucleus collisions in
Ref. [23]. In Ref. [23] it was found that a hydrodynamic
description of v2 was found to be reliable whereas hydro-
dynamics would break down sequentially starting from the
higher-order momentum anisotropies (first v5, then v4, etc.).
The finding that hydrodynamics can be applied to proton–
proton collisions is also consistent with recent results from
gauge/gravity duality simulations in Ref. [43]. This surpris-
ing applicability of hydrodynamics to small systems becomes
somewhat less mysterious if one abandons the traditional idea
of a handful of quarks and gluons forming a fluid in favor of
delocalized and strongly interacting fields forming a plasma.
Since hydrodynamics can be derived from a gradient expan-
sion of quantum field theory without ever employing the con-
cept of quasi-particles [45,56], it is perfectly reasonable to
expect a tiny droplet of deconfined and strongly interacting
QCD matter to behave hydrodynamically, even if this droplet
will eventually hadronize into only a handful of hadrons. In
principle, this notion could even offer a new interpretation
of the apparently thermalized particle spectra seen to e++e−
collisions.

In the context of a hydrodynamic description, the present
study provided evidence that final particle mean transverse
momenta in p+p collisions are strongly sensitive to the bulk
viscosity coefficient. A non-vanishing minimum value of ζ

s
was required to match experimental measurements of mean
transverse momentum. This could indicate a possible exper-
imental path to determining the bulk viscosity coefficient
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in QCD. Finally, it was found that typical elliptic momen-
tum anisotropy coefficients v2 obtained in the hydrodynamic
model are of the same magnitude as those measured by exper-
iment.

Clearly, many aspect of the present hydrodynamic study
could and should be improved when aiming at a detailed
description of experimental data in the future, such as the
inclusion of more realistic event-by-event fluctuations for the
proton shape, or pre-equilibrium flow. However, we do not
expect these future improvements of the treatment of initial
conditions to affect the applicability of hydrodynamics.

To conclude, our study provides evidence that the exper-
imental results obtained in high-energy proton–proton col-
lisions can be understood both qualitatively and quantita-
tively in terms of a hydrodynamic model similar to that
used in heavy-ion collisions. While the present hydro-
dynamic model does not describe details of the experi-
mental measurements, it is likely that more sophisticated
parametrizations of the proton could bring the same level
of agreement to proton–proton collisions as is now rou-
tinely seen in heavy-ion collisions. This implies that an
interpretation of the formation of a quark–gluon plasma in
proton–proton collisions is consistent with the experimen-
tal data, yet does not imply that it is the only such consis-
tent interpretation. Future work is needed to improve our
qualitative and quantitative understanding of these fascinat-
ing system that link the fields of high-energy and nuclear
physics.
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Appendix A: Bulk viscous effects on hydrodynamic flow

In the main text, it was mentioned that bulk viscosity affects
the hydrodynamic flow pattern directly. In this appendix, the
effect of bulk viscosity on the temperature and fluid velocity
evolution are demonstrated through snapshots during the sys-
tem evolution for an ‘RND’ proton collision at small impact
parameter (0–10 % centrality class), shown in Fig. 4. The
panels in the figure show that adding bulk viscosity changes
the hydrodynamic evolution through reducing the local fluid
velocity and slowing down the temperature decrease. Since
particles are sampled from the local fluid cells, smaller veloc-
ities imply smaller particle momenta, which is consistent
with the finding in the main text.
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Fig. 4 Time snapshot of the temperature distribution in the transverse plane, with color coding corresponding to the local fluid velocity |v| (in
terms of γ = 1√

1−v2 ). Left panels show results without bulk viscosity, while right panels are for ζ
s = 0.02
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