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PART I: One of the most fascinating questions to humans has long been whether life exists outside of our planet. To our knowledge, water is a fundamental building block of life, which makes liquid water on other bodies in the universe a topic of great interest. In fact, there are large bodies of water right here in our solar system, underneath the icy crust of moons around Saturn and Jupiter. The NASA-ESA Cassini Mission spent two decades studying the Saturnian system. One of the many exciting discoveries was a "plume" on the south pole of Enceladus, emitting hundreds of $\mathrm{kg} / \mathrm{s}$ of water vapor and frozen water-ice particles from Enceladus' subsurface ocean. It has since been determined that Enceladus likely has a global liquid water ocean separating its rocky core from icy surface, with conditions that are relatively favorable to support life. The plume is of particular interest because it gives direct access to ocean particles from space, by flying through the plume. Recently, evidence has been found for similar geological activity occurring on Jupiter's moon Europa, long considered one of the most likely candidate bodies to support life in our solar system. Here, a model for plume-particle dynamics is developed based on studies of the Enceladus plume and data from the Cassini Cosmic Dust Analyzer. A C++, OpenMP/MPI parallel software package is then built to run large scale simulations of dust plumes on planetary satellites. In the case of Enceladus, data from simulations and the Cassini mission provide insight into the structure of emissions on the surface, the total mass production of the plume, and the distribution of particles being emitted. Each of these are fundamental to understanding the plume and, for Europa and Enceladus, simulation data provide important results for the planning of future missions to these icy moons. In particular, this work has contributed to the Europa Clipper mission and proposed Enceladus Life Finder.

PART II: Solving large, sparse linear systems arises often in the modeling of biological and physical phenomenon, data analysis through graphs and networks, and other scientific applications. This work focuses
primarily on linear systems resulting from the discretization of partial differential equations (PDEs). Because solving linear systems is the bottleneck of many large simulation codes, there is a rich field of research in developing "fast" solvers, with the ultimate goal being a method that solves an $n \times n$ linear system in $O(n)$ operations. One of the most effective classes of solvers is algebraic multigrid (AMG), which is a multilevel iterative method based on projecting the problem into progressively smaller spaces, and scales like $O(n)$ or $O(n \log n)$ for certain classes of problems. The field of AMG is well-developed for symmetric positive definite matrices, and is typically most effective on linear systems resulting from the discretization of scalar elliptic PDEs, such as the heat equation. Systems of PDEs can add additional difficulties, but the underlying linear algebraic theory is consistent and, in many cases, an elliptic system of PDEs can be handled well by AMG with appropriate modifications of the solver. Solving general, nonsymmetric linear systems remains the wild west of AMG (and other fast solvers), lacking significant results in convergence theory as well as robust methods. Here, we develop new theoretical motivation and practical variations of AMG to solve nonsymmetric linear systems, often resulting from the discretization of hyperbolic PDEs. In particular, multilevel convergence of AMG for nonsymmetric systems is proven for the first time. A new nonsymmetric AMG solver is also developed based on an approximate ideal restriction, referred to as AIR, which is able to solve advection-dominated, hyperbolic-type problems that are outside the scope of existing AMG solvers and other fast iterative methods. AIR demonstrates scalable convergence on unstructured meshes, in multiple dimensions, and with high-order finite elements, expanding the applicability of AMG to a new class of problems.
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PART I: Modeling dust plumes on planetary satellites

## Chapter 1

## Model and software development

### 1.1 Dust plumes

### 1.1.1 What are plumes and why do we care?

Human's have long been asking the question: "are we alone?" Is Earth unique in its supporting of life and biological activity? To our knowledge, liquid water is one of the fundamental building blocks of life, so often when we search for life outside of Earth, we search for liquid water on other bodies in the universe. As it turns out, we don't have to look very far: Enceladus and Europa, large, icy moons around Saturn and Jupiter, respectively, harbor large bodies of liquid water underneath their icy crust. Europa is actually expected to have more liquid water than we have here on Earth, and the subsurface ocean on Enceladus is believed to be a global ocean, separating Enceladus' rocky core from its icy surface [174]. Such moons are of great interest in the search for biological activity outside of Earth, in particular because they are right here in our solar system, so we can send spacecraft to study the environments and search for indications of life. The NASA-ESA Cassini Mission spent 20 years studying the Saturnian system, including Enceladus, making numerous exciting discoveries. In the early 2020s, the NASA Clipper mission will head to Europa for a detailed reconnaissance of conditions there, and the proposed Enceladus Life Finder will (hopefully) return to Enceladus in search of life.

So what is a dust plume? A dust plume can be any cryovolcanic activity emitting "dust particles." Here, we are particularly interested in plumes that consist of water vapor and frozen water-ice particles, originating in subsurface oceans on the icy moons of Enceladus and Europa. As early as the 1980s, there
was speculation of cryovocanic activity on Enceladus [132], but it was not until 2005 that the NASA-ESA Cassini mission made the exciting discovery of a plume of particles erupting from the south polar terrain of Enceladus [51, 66, 134, 165, 167, 181]. Interestingly, the plume is located on Enceladus' south pole, but anomalies were actually detected that led to its discovery from a north polar flyby. Over the course of the Cassini mission, multiple spacecraft flybys of Enceladus and traversals through the plume allowed Cassini in-situ instruments to collect important data on the plume.

Much research has been devoted to understanding the Enceladus plume and its driving mechanism. There is convincing evidence that the plume is by far the strongest source of E-ring particles [for example, 77, 164] and also the dominant source of the resurfacing of Enceladus [for example, 89, 91].Arguably, the most exciting result is that Enceladus plume emissions are believed to be connected to the moon's global, subsurface ocean $[79,83,137,138,151,174]$, emitting water vapor and frozen water-ice particles, some of which are large ice particles that originate at the ocean's boiling surface [138]. Recent Hubble Space Telescope observations [144] gave evidence for similar, possibly intermittent, active water-vapor plumes on Europa. An alternative explanation for the observations was provided in Shemansky et al. [156]); however, follow up observations in Sparks et al. [166] provide further evidence of episodic plume activity on Europa. Episodic plume activity on Europa was also suggested previously to create surface features seen in Galileo images [ 95,140$]$. Europa is widely considered one of the likeliest candidate bodies in our solar system able to support biological activity [155], so potential plume activity there is of great interest.

The perspective that plumes on Enceladus and, potentially, Europa are fed by a subsurface ocean offers an opportunity to study the oceans' composition and investigate their habitability. Due to the association of liquid water with life, biological activity would most likely be found in an ocean beneath these moons' icy crusts. The plumes offer a unique opportunity to directly sample subsurface material in situ from space. This work develops a model for plume-particle dynamics after particles have been emitted, and a parallel, $\mathrm{C}++$, software package to run large-scale plume simulations. The purpose here is two-fold. First, data on the Enceladus plume gathered during the Cassini mission is used to constrain our model and resolve our understanding of the physical mechanism of the plume. Second, simulation data and software is publicly available for future projects, and has been used in the planning and development of dust detector instruments
for the NASA Europa Clipper Mission and proposed Enceladus Life Finder.

### 1.1.2 Models of plume dynamics

When the Enceladus plume was discovered by Cassini in 2005, it was not known that Enceladus had a liquid water ocean, nor that the plume originated there. Due to the excitement about cryovalcanic activity on Enceladus, a number of models were proposed to explain the plume's physical mechanism. In particular, there were three primary theories developed to explain the origin of plumes on Enceladus, termed cold faithful, frigid faithful, and deep source. Over the course of the Cassini mission, data was gathered from multiple instruments that, altogether, indicates two of the models are inconsistent with observations, and suggests that the deep-source plume model is an accurate description of subsurface plume dynamics.

The cold faithful model [87, 134] is based on boiling explosions of water in shallow ice pockets, $\sim 10$ $m$ beneath the surface, suddenly exposed to vacuum. This process, however, would be self-limiting, and thermodynamic arguments [30] imply that the resulting gas velocities would be fairly low, way below the high gas velocities seen on Enceladus [68] and Europa [144]. Furthermore, such a mechanism is inconsistent with the stratification of plume particles by size and chemical species observed at different altitudes above the surface of Enceladus Postberg et al. [138]. The frigid faithful model [93] assumes that the venting on Enceladus is driven by the decomposition of $\mathrm{CO}_{2}, \mathrm{CH}_{4}$, and $\mathrm{N}_{2}$ clathrates located underneath an $\mathrm{H}_{2} \mathrm{O}-\mathrm{CO}_{2}$ ice shell. The model favors temperatures around 140 K . At such low temperatures, the gas in the vents is very dilute, and transporting ice grains in the flow at the high observed rates is difficult in any non-straight vent geometry $[30,31,151]$. A plume driven by the decomposition of clathrates would also result in high concentrations of clathrates, which is inconsistent with data on the chemical composition of plume particles on Enceladus [68, 138]. The deep source model [151] is based on fractures in the icy crust extending down to a large, liquid water reservoir. A vacuum effect leads to back-pressurized vents that emit a gas-particle flow, evaporating at depth from a reservoir at temperatures close to or at the triple point of water. In this case the ice particles, in part, may condense from the supersaturated vapor stream in the vents [31, 31, 151]. Another population, exhibiting a salinity of about $1 \%$, are frozen droplets [138], forming above a liquid reservoir at depth, freezing in the vents. These frozen droplets are deemed "large" particles in the context of a plume,
and particularly interesting as they are direct ocean particles emitted at high velocities that can be collected by spacecraft.

Here, we build on the deep-source plume model of subsurface particle dynamics to model particle dynamics after ejection. The deep-source model and data from the Cassini mission are used to motivate an initial particle state upon ejection, and particles are then integrated until they either establish a stable orbit about the central planet, or re-collide with the surface of the moon. Details on the model, sampling of the initial state vector, and software package are provided in Section 1.2.

### 1.2 Software package

Particle simulations are performed using an MPI/OpenMP hybrid parallel software package developed in $\mathrm{C}++11$. Simulations of a plume source output binary files with data on plume-particle residence times in a discretized grid about the satellite and the particle states upon collision with the surface. Data is post-processed and visualized in IDL; HDF5 files of the post-processed surface-collision and plume-density data are available. The $\mathrm{C}++11$ software package is an object-oriented $\mathrm{C}++$ code, with two main classes, Solver and Jet, a namespace, genFunctions, and driver scripts to run simulations. This section introduces the software packages developed, detailing the underlying model and its numerical implementation.

### 1.2.1 Coordinate systems and transformations

Particle trajectories are integrated in a planet-centered quasi-inertial coordinate system, assuming ejection at 00:00, January 1, 2014 with respect to the J2000 epoch; denote this time $t_{0}$ and the coordinate frame $\mathcal{F}_{1}$. Spice [121] provides the position and velocity of the moon, right ascension, and declination, with respect to the parent body at time $t_{0}$ in the $J 2000$ coordinate system (denoted $\mathbf{r}_{J 2000}^{M}, \mathbf{v}_{J 2000}^{M}, R A_{J 2000}^{M}$, and $\delta_{J 2000}^{M}$, respectively). The pole of the moon has direction vector in J2000

$$
\mathbf{p}_{J 2000}^{M}=\left(\cos \left(\delta_{J 2000}^{M}\right) \cos \left(\mathrm{RA}_{J 2000}^{M}\right), \cos \left(\delta_{J 2000}^{M}\right) \sin \left(\mathrm{RA}_{J 2000}^{M}\right), \sin \left(\delta_{J 2000}^{M}\right)\right) .
$$

TransformSystem ( $\ldots$ ) then transforms $\mathbf{r}_{J 2000}^{M}, \mathbf{v}_{J 2000}^{M}$, and $\mathbf{p}_{J 2000}^{M}$ to $\mathcal{F}_{1}$, where the $x y$-plane of the $\mathcal{F}_{1}$ corresponds to the moon's orbital plane and the moon's initial position is given by $(x, 0,0)$. Given the
moon's position and velocity in J2000, respectively, the angular momentum is given by $L:=\mathbf{r}_{J 2000}^{M} \times \mathbf{v}_{J 2000}^{M}$. To initialize the moon orbiting in the $x y$-plane, a basis vector in $z$ is taken to be the normalized angular momentum vector, and a basis vector in $x$ is built orthogonal to angular momentum and $\mathbf{e}_{z}$ in J2000. An orthonormal $y$-basis vector is constructed to complete the basis :

$$
\mathbf{b}_{z}^{(1)}:=\frac{L}{\|L\|}, \quad \mathbf{b}_{x}^{(1)}:=\frac{L \times \mathbf{e}_{z}}{\left\|L \times \mathbf{e}_{z}\right\|}, \quad \mathbf{b}_{y}^{(1)}:=\mathbf{b}_{z}^{(1)} \times \mathbf{b}_{x}^{(1)} .
$$

We then rotate this coordinate system to initialize the moon at position $(x, 0,0)$ using a rotation matrix in the $x y$-plane. Assuming basis vectors are stored as row vectors, vectors in J 2000 are transformed to $\mathcal{F}_{1}$ by applying the transformation, for example,

$$
\mathbf{r}_{\mathcal{F}_{1}}^{M} \leftrightarrow\left(\begin{array}{ccc}
\cos \theta & \sin \theta & 0 \\
-\sin \theta & \cos \theta & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\mathbf{b}_{x}^{(1)} \\
\mathbf{b}_{y}^{(1)} \\
\mathbf{b}_{z}^{(1)}
\end{array}\right) \mathbf{r}_{J 2000}^{M},
$$

where $\theta$ is the angle of rotation (easily computable, complicated to write in terms of $\mathbf{r}_{J 2000}^{M}$ ). Moving forward, vectors without subscripts correspond to $\mathcal{F}_{1}$ unless otherwise specified.

Although particles are integrated in a planet-centered quasi inertial frame, plume source location, plume density profiles and surface collision data all use a moon-centered quasi-interial frame. A coordinate transformation is constructed in SetChangeBasis(...) or SetInitCond(...) of the Jet class (see Section 1.2.3) that maps from the planet-centered frame to a moon-centered frame with the $+y$-axis pointing the direction of rotation and $-x$-axis pointing towards Saturn; denote this coordinate frame $\mathcal{F}_{2}$. The $z$-axis will be the same in $\mathcal{F}_{2}$ as in $\mathcal{F}_{1}$. A $y$-basis vector is then constructed orthogonal to the plane containing the $z$-axis and the position of the moon, corresponding to the direction of the moon's orbit (because $\mathbf{b}_{z}^{(2)}$ is the direction of angular momentum), and an $x$-basis vector is constructed by orthonormalization to complete the set:

$$
\mathbf{b}_{z}^{(2)}=(0,0,1), \quad \mathbf{b}_{y}^{(2)}=\frac{\mathbf{b}_{z}^{(2)} \times \mathbf{r}^{M}}{\left\|\mathbf{b}_{z}^{(2)} \times \mathbf{r}^{M}\right\|}, \quad \mathbf{b}_{x}^{(2)}=\frac{\mathbf{b}_{y}^{(2)} \times \mathbf{b}_{z}^{(2)}}{\left\|\mathbf{b}_{y}^{(2)} \times \mathbf{b}_{z}^{(2)}\right\|}
$$

Particle position $\mathbf{r}$ in $\mathcal{F}_{1}$ is then transformed to $\mathcal{F}_{2}$ by taking the difference of $\mathbf{r}$ and $\mathbf{r}_{M}$ and applying the transformation:

$$
\mathbf{r}_{\left(\mathcal{F}_{2}\right)} \leftarrow\left(\begin{array}{l}
\mathbf{b}_{x}^{(2)} \\
\mathbf{b}_{y}^{(2)} \\
\mathbf{b}_{z}^{(2)}
\end{array}\right)\left(\mathbf{r}-\mathbf{r}^{M}\right)
$$

Due to orthonormal basis vectors, transferring from $\mathcal{F}_{2}$ back to $\mathcal{F}_{1}$ can be seen by multiplying by the change-of-basis adjoint (i.e., inverse) and adding the position of Enceladus.

Above, $\mathcal{F}_{2}$ is in Euclidean coordinates; however, locations on the moon for plume sources as well as the surface deposition profiles considered later are given in planetographic coordinates. Here we assume a spherical moon, as this is sufficiently accurate for simulation purposes and simpler from an implementation perspective. Given longitude and latitude for some plume source, $(\lambda, \phi)$, respectively, a unit-norm direction vector for the source location in Euclidean coordinates $\left(\mathcal{F}_{2}\right)$ is given as $\mathbf{s}=(\cos (\lambda) \cos (\phi), \sin (\lambda) \cos (\phi), \sin (\phi))^{T}$. Note that here, it is important that the moon's prime meridian lies in the $x z$-plane of $\mathcal{F}_{2}$ and the moon orbits in the $x y$-plane so that longitude and latitude are well defined as simple translations of spherical coordinates. Let $R_{M}$ be the radius of the moon; the plume location and, thus, the initial particle position in $\mathcal{F}_{1}$ is then given by

$$
\mathbf{r}=\mathbf{r}^{M}+R_{M}\left(\begin{array}{c}
\mathbf{b}_{x}^{(2)} \\
\mathbf{b}_{y}^{(2)} \\
\mathbf{b}_{z}^{(2)}
\end{array}\right)^{T}\left(\begin{array}{c}
\cos (\lambda) \cos (\phi) \\
\sin (\lambda) \cos (\phi) \\
\sin (\phi)
\end{array}\right)
$$

Finally, each particle has an initial velocity, consisting of three parts: the velocity of the moon, the rotational velocity of the moon at the source location, and the initial launch velocity from the plume. Accounting for moon's velocity is straightforward. For the rotational velocity, according to Kepler's third law, the moon's orbital period about the planet is given by $\tau=2 \pi \sqrt{\frac{a^{3}}{\mu_{P}}}$, where $a$ is the moon's semi-major axis and $\mu_{P}$ the planet's standard gravitational parameter. As previously, let $\mathbf{s}(\lambda, \phi)$ be a unit direction vector for a plume location with longitude $\lambda$ and latitude $\phi$. Because the moon is orbiting, as well as rotating, in the $x y$-plane, the tangential direction of a launched particle is $\mathbf{t}=\mathbf{e}_{z} \times \mathbf{s}$, and the tangential velocity imparted on a particle given by

$$
\mathbf{v}_{\tau}:=\cos (\phi) R^{M} \omega \mathbf{t}
$$

where

$$
\omega:=\frac{2 \pi}{\tau}=\sqrt{\frac{\mu_{P}}{a^{3}}}
$$

is the angular speed of the moon's rotation at latitude $\phi$. Note that the speed depends on the latitude - for example, at the south pole, $\cos (\phi)=0$ and, thus, $\mathbf{v}_{\tau}=\mathbf{0}$ because there is no rotational velocity.

Last, we account for the initial particle velocity from the plume; the initial speed is discussed in Section 1.2.3 and here we account for the direction of ejection. Proposed sources of plume emissions are typically directed at some angle from the surface, not necessarily orthogonal [135, 168]. If the jet azimuthal angle is zero, the jet direction in $\mathcal{F}_{1}$ is equivalent to the source location, $\mathbf{d}=\mathbf{s}$. Otherwise, define $\mathbf{b}_{z}^{(3)}=\mathbf{s}$, that is, define the $z$-axis in the direction of the jet. Then, define a $y$-basis vector to be orthogonal to $\mathbf{s}$ and the angular momentum, $(0,0,1))$; this ensures that the definition of longitude in $\mathcal{F}_{1}$ is preserved with respect to deriving jet direction in this new frame, say $\mathcal{F}_{3}$. A basis for $\mathcal{F}_{3}$ is then

$$
\mathbf{b}_{z}^{(3)}=\mathbf{s}, \quad \mathbf{b}_{y}^{(3)}=\frac{\mathbf{b}_{z}^{(3)} \times(0,0,1)}{\left\|\mathbf{b}_{z}^{(3)} \times(0,0,1)\right\|}, \quad \mathbf{b}_{x}^{(3)}=\frac{\mathbf{b}_{y}^{(3)} \times \mathbf{b}_{z}^{(3)}}{\left\|\mathbf{b}_{y}^{(3)} \times \mathbf{b}_{z}^{(3)}\right\|},
$$

and the direction of a jet with azimuthal angle $\theta$ and polar angle $\varphi$ given by

$$
\mathbf{d}=\left(\begin{array}{l}
\mathbf{b}_{x}^{(3)}  \tag{1.1}\\
\mathbf{b}_{y}^{(3)} \\
\mathbf{b}_{z}^{(3)}
\end{array}\right)^{T}\left(\begin{array}{c}
\cos (\theta) \sin (\varphi) \\
\sin (\theta) \sin (\varphi) \\
\cos (\varphi)
\end{array}\right) .
$$

Finally, we construct an orthonormal frame with the $+z$-direction corresponding to the jet's direction, $\mathbf{d}$, and $+x$ in the moon's apex-direction. The process is analogous to the transformations above and the direction of ejection for a particle launched at a given opening angle and azimuthal angle computed as in Equation (1.1) (albeit, with different basis vectors).

### 1.2.2 Integrating and tracking trajectories

The genFunctions namespace contains parameters and utilities used in multiple functions and classes in the larger code (for example, radius of the central body, orbital period of moon, etc., or vector dot and cross products) and also provides a simple interface to switch between simulation type:

```
#include "genFunctions.h"
using namespace genFunctions;
int main(int argc, char *argv[])
{
        SetEnceladus(); // Set system parameters for Enceladus/Saturn
        SetEuropa(); // Set system parameters for Europa/Jupiter
}
```

Setting the appropriate system is the first step in integrating particles. Currently, the Enceladus/Saturn system and Europa/Jupiter system are available; however, if plumes are to be studied elsewhere, it is easy to generalize the software by adding appropriate parameters and a switch to the namespace.

The Solver class is then responsible for the integration and tracking of individual plume particles, primarily through the method ParticleSim(...). An object representation for the solver is used in order to maintain and modify member variables for a single particle simulation that change across multiple simulations run in parallel (in particular, parameters relevant to particle charging). Instantiating an object requires setting a number of parameters for the solver as follows:

Listing 1.1: Solver setup

```
#include "solver.h"
    Solver systemSolver; // Create solver.
    // Set planet's pole, initial particle size and charge, and charging model.
    systemSolver.SetPole(double pole_x, double pole_y, double pole_z);
    systemSolver.SetSize(double r);
    systemSolver.SetCharge(double pot);
    systemSolver.SetCharging(); // Or SetNoCharging() or SetConstCharge().
    // Set Bfield model: 1 = Connerney (1993), 2 = Simon (2014) and initialize plasma
    systemSolver.SetBfield(int bFieldModel);
    systemSolver.SetPlasma(moonPos[0], moonPos[1], moonPos[2]);
    // Dimensions of discrete grid in F_2 to track particle trajectories
    systemSolver. CreateDensityGrid(xmin, xmax, ymin,ymax, zmin, zmax, gridSize);
```

Once a Solver object has been created, the user must specify if and how to use particle charging when integrating a particle trajectory. If charge is not used when integrating particle trajectories (SetNoCharg$i n g(\ldots)$ ), the choice of B-field, particle size, and initial particle potential are not relevant, and particle trajectories depend only on three-body gravitational effects. Constant charging (SetConstCharge(...)) refers to using a fixed charge-to-mass ratio; that is, a particle's charge does not change over its trajectory, but the effects of the magnetic and electric fields on the particle are considered for a fixed charge; particle trajectories then depend on particle mass. Full charging (SetCharging(...)) updates the particle's charge each time step [76]. This is the most accurate model considered, but also significantly more expensive computationally than considering no charge or even a constant charge. In the case of Europa and Jupiter, we do not account for particle charging because Europa's gravitational force dominates particle dynamics on the time scales in which we are interested, that is, for motion in the vicinity of Europa. Electromagnetic and radiation forces are important perturbations only for the long-term particle dynamics of micron or smaller sized grains in the Jovian system. ${ }^{1}$

[^0]"Large" particles (here, on the order of several $\mu \mathrm{m}$ in radius or larger) are sufficiently heavy and charge sufficiently fast upon ejection that the charging equations have almost no effect on a particle's trajectory; for this reason, the Solver class automatically uses no charging equations for particles larger than three $\mu \mathrm{m}$. The Z3-Voyager magnetic field model for Saturn is a planet-wide field [38] in which particles achieve an equilibrium charge at some point after ejection. To avoid the unnecessary computation of updating the charge of a particle that has reached equilibrium, if the Z 3 magnetic field model is used, a particle is checked to have reached equilibrium at each time step; if it has, then the particle charge is fixed and the Solver object set to integrate over a fixed charge-to-mass ratio. A local magnetic field about the Enceladus plume is also implemented [157]; here, particles do not necessarily achieve equilibrium within vicinity of Enceladus, so entire particle trajectories are integrated using the full charging equations. One way to see the effects of particle charging is to consider the three-body particle escape speed on Enceladus for particles between 0.2 $\mu \mathrm{m}$ and $2 \mu \mathrm{~m}$, shown in Figure 1.1. The $0.2-\mu \mathrm{m}$ particle has a distinct escape speed profile compared with larger particles, but from $0.8 \mu \mathrm{~m}$ and larger, escape speeds are nearly identical. In our plume simulations, we are interested in particles in the $\mu \mathrm{m}$-range and larger, because the smallest CDA threshold is about $1.6 \mu \mathrm{~m}$ and these particles (i) dominate total mass production and (ii) are more likely to contain organic material. It is demonstrated in Chapter 3 that particle charging has a negligible effect on aggregate plume dynamics for the particle sizes we are interested in, (that is, the resulting plume density profile and spacecraft impact rates resulting from millions of particle simulations is almost identical with and without particle charging). Nevertheless, for Enceladus simulations, particle charging is included for completeness and it should be noted that charging does have a progressively larger effect on smaller particles (as seen in Figure 1.1).

Next, a three-dimensional discretized grid in $\mathcal{F}_{2}$ is constructed to track particle number densities about the moon (systemSolver.CreateDensityGrid $(\ldots)$ ). Discretization of $\mathcal{F}_{2}$ is centered at the moon with grid-spacing $\Delta x=\Delta y=\Delta z \mathrm{~km}$, resulting in a cell volume of $V=\Delta x^{3} \mathrm{~km}^{3}$. Here, we choose $\Delta x=2.5$ km for Enceladus and $\Delta x=1 \mathrm{~km}$ for Europa (because the Europa plumes are smaller and require finer resolution). Using the discrete grid, we define and track a "residence-time" as the length of time a particle spends in each grid cell. This time is proportional to the particle's contribution to aggregate plume number density in a given cell. The maximum time step for integrating a particle trajectory is then chosen based


Figure 1.1: Three-body escape speed for particles launched from the south polar region of Enceladus, latitudes between $-90^{\circ}$ and $-60^{\circ}$, including charging based on the Z3-Voyager Saturn magnetic field. If no particle charging is considered, the escape speed of all particles resembles that of the $2-\mu \mathrm{m}$ particle.
on cell size and initial particle velocity to avoid integrating a particle through a grid cell without accounting for its residence time. Assuming that a particle will attain its maximum velocity at time $t=0$, we choose

$$
\begin{equation*}
d t \leq \frac{\Delta x}{2 v_{0}} \tag{1.2}
\end{equation*}
$$

Thus a particle traveling through a cell in the direction of $x, y$ or $z$ will be captured in at least two time steps; other trajectories may result in more or less detections, but we can safely expect to capture the majority of particles that enter a cell. Residence times are normalized by total grid volume $V$ to get a one-particle normalized residence time $t_{n, m}(i, j, k)$ for the $(i, j, k)$ cell with regards to the $n$th particle of size $r$ (note that the normalization is passed in to $\operatorname{ParticleSim}(\ldots)$ through the parameter weight and is not explicitly accounted for in the Solver class).

Once a Solver object has been constructed, particle trajectories can be integrated. The equation of
motion for a particle in $\mathcal{F}_{1}$ is given by

$$
\begin{gather*}
\ddot{\mathbf{r}}=-\frac{\mu_{P}}{|\mathbf{r}|^{5}}\left\{\left[|\mathbf{r}|^{2}-\frac{3}{2} J_{2} R_{P}^{2}\left(5 \sin ^{2} \delta-1\right)\right] \mathbf{r}+3 J_{2} R_{P}^{2} \mathbf{e}_{z} r_{z}\right\}-\mu_{M} \frac{\mathbf{r}-\mathbf{r}^{M}}{\left|\mathbf{r}-\mathbf{r}^{M}\right|^{3}}+  \tag{1.3}\\
\frac{Q_{d}}{m_{d}}\left(\mathbf{E}^{c}(\mathbf{r})+\mathbf{r}^{\prime} \times \mathbf{B}^{P}(\mathbf{r})\right)
\end{gather*}
$$

where $\mathbf{r}=\left(r_{x}, r_{y}, r_{z}\right)$ is the particle's position vector. The first term in Equation (1.3) accounts for the planet's gravitational field, where $R_{P} \mathrm{~km}$ is the planet's equatorial radius; $\mu_{P} \mathrm{~km}^{3} \mathrm{~s}^{-2}$ the gravitational constant, $G$, times the planet's mass, $M_{P} \mathrm{~kg} ; J_{2}$ the planet's second moment, which accounts for deviations from point mass gravity due to the oblateness of planet; and $\delta$ the particle's declination. The second term in Equation (1.3) accounts for the moon's gravity, where $\mu_{P}=G M_{P} \mathrm{~km}^{3} \mathrm{~s}^{-2}$ and $\mathbf{r}^{M}$ is the moon's position. Note that we assume the moon to be spherical, as the oblateness is typically not significant enough to affect particle dynamics. Finally, the interaction of a dust particle with the electromagnetic field is accounted for in the third term. Here, $Q_{d}$ denotes the particle's charge, $m_{d}$ the particle's mass, $\mathbf{B}^{P}$ the planet's magnetic field, and $\mathbf{E}^{P}$ the planet's electric field. Recall that particle charging is only considered for Enceladus, where the electromagnetic field of Saturn rigidly co-rotates with the planet. In this case, $\mathbf{E}^{c}:=-\left(\Omega^{P} \times \mathbf{r}\right) \times \mathbf{B}^{P}$, where $\Omega_{P}$ is the angular rate of the co-rotating magnetic field.

For integration, we transform Equation (1.3) to a system of first-order, single-variable ordinary differential equations (ODEs), where $\mathbf{r}^{\prime}=\mathbf{v}$ is the particle's velocity and $x, y$, and $z$ subscripts denote vectors restricted to that variable (for example, $r_{x}=\mathbf{e}_{x} \cdot \mathbf{r}$ ):

$$
\begin{aligned}
& r_{x}^{\prime}= v_{x}, \\
& v_{x}^{\prime}=- \frac{\mu_{J}}{|\mathbf{r}|^{5}}\left\{\left[|\mathbf{r}|^{2}-\frac{3}{2} J_{2} R_{J}^{2}\left(5 \sin ^{2} \delta-1\right)\right] r_{x}--\mu_{E} \frac{r_{x}-r_{x}^{M}}{\left|\mathbf{r}-\mathbf{r}^{M}\right|^{3}}-\right. \\
&\left(v_{y}-\Omega_{z}^{P} r_{x}+\Omega_{x}^{P} r_{z}\right) B_{z}^{P}-\left(v_{z}-\Omega_{x}^{P} r_{y}+\Omega_{y}^{P} r_{x}\right) B_{y}^{P}, \\
& r_{y}^{\prime}= v_{y}, \\
& v_{y}^{\prime}=- \frac{\mu_{J}}{|\mathbf{r}|^{5}}\left\{\left[|\mathbf{r}|^{2}-\frac{3}{2} J_{2} R_{J}^{2}\left(5 \sin ^{2} \delta-1\right)\right] r_{y}--\mu_{E} \frac{r_{y}-r_{y}^{M}}{\left|\mathbf{r}-\mathbf{r}^{M}\right|^{3}}-\right. \\
&\left(v_{z}-\Omega_{x}^{P} r_{y}+\Omega_{y}^{P} r_{x}\right) B_{x}^{P}-\left(v_{x}-\Omega_{y}^{P} r_{z}+\Omega_{z}^{P} r_{y}\right) B_{z}^{P}, \\
& r_{z}^{\prime}= v_{z}, \quad \\
& v_{z}^{\prime}=-\frac{\mu_{J}}{|\mathbf{r}|^{5}}\left\{\left[|\mathbf{r}|^{2}-\frac{3}{2} J_{2} R_{J}^{2}\left(5 \sin ^{2} \delta-3\right)\right] r_{x}--\mu_{E} \frac{r_{z}-r_{z}^{M}}{\left|\mathbf{r}-\mathbf{r}^{M}\right|^{3}}+\right. \\
&\left(v_{x}-\Omega_{y}^{P} r_{z}+\Omega_{z}^{P} r_{y}\right) B_{y}^{P}-\left(v_{y}-\Omega_{z}^{P} r_{x}+\Omega_{x}^{P} r_{z}\right) B_{x}^{P} .
\end{aligned}
$$

Particle charge, $Q_{d}$, is evolved as a function of the particle position and velocity in the electromagnetic field, depending on how particle charging is accounted for in the current simulation (no charging, constant charge, or full charging with prescribed electromagnetic field). In fact, particle trajectories are relatively smooth functions outside of the initial particle charging upon ejection, which happens quite suddenly and can have significant effects on particle dynamics. Such behavior is typically referred to as as a "stiff" ODE, where much smaller time steps are required to capture dynamics at one point in space-time compared with others. For this reason, particles are integrated using a modified midpoint method with adaptive time steps, also referred to as a Bulirsch-Stoer integrator [139], to ensure that the effects of charging early in a particle's trajectory are accurately captured. When integrating particles, a residence-time profile is constructed based on the grid defined in setup (Listing 1.1) and stored in a reference variable passed into the integration routine. Reference variables are also used to return whether or not a particle collided and, if so, its state vector upon collision.

### 1.2.3 Parallel simulation of jets

A full plume simulation is broken down by simulating emissions at specified source locations or "jets" [135, 168]. On Enceladus, the plume consists of many jets. Developing separate density profiles for each jet is important in studying temporal variability of emissions, where certain jets may be active at different times. A similar approach is taken for polar angle of particle ejection and particle size, simulating particles and storing results for a set of discrete values. This allows us to post-process simulation data with different angular and size distributions. Due to limited data available on plumes, the ability to modify and study the effect of different distributions is important to help resolve physical models.

Of course, we can only break down simulation data into so many individual pieces, so a fixed sizedependent speed distribution is used for each simulation. On Enceladus, we primarily use discrete speed distribution weights determined in Schmidt et al. [151] through Monte Carlo simulations of the subsurface venting process. Weights are available for 768 discrete particle sizes between $0.01 \mu \mathrm{~m}$ and $1000 \mu \mathrm{~m}$ and 393 velocities between $12 \mathrm{~m} / \mathrm{s}$ and $1 \mathrm{~km} / \mathrm{s}$. These weights are stored in a .csv file and imported into the code at runtime. A set of discrete particle radii are then chosen and particles simulated for all velocity weights
corresponding to the given particle sizes. The size-dependent speed distribution corresponding to the weights and Monte Carlo simulations takes on the approximate form [151] ${ }^{2}$

$$
\begin{equation*}
p(v \mid r)=\left(1+\frac{r}{r_{c}}\right) \frac{r}{r_{c}} \frac{v}{v_{g a s}^{2}}\left(1-\frac{v}{v_{g a s}}\right)^{\frac{r}{r_{c}}-1} \tag{1.4}
\end{equation*}
$$

normalized such that

$$
\begin{equation*}
\int_{0}^{v_{g a s}} p(v \mid r) d v=1 \tag{1.5}
\end{equation*}
$$

Initial particle velocities can also be determined in the software by random sampling from (1.4) for a given particle size. To do so, a user must use the executable flags, e.g., -montecarlo -vgas 0.7 -RC 0.2, for parameters $v_{g a s}$ in $\mathrm{km} / \mathrm{s}$ and $r_{c}$ in $\mu \mathrm{m}$.

Here, $v_{g a s}$ is the gas velocity at the outlet. For our model, $v_{g a s}$ provides an upper bound for the particle speed as plume particles are accelerated by the gas and therefore cannot be launched at faster speeds. The critical radius $r_{c}$ separates two regimes of acceleration of grains by the gas in the vents. Repeated reacceleration of grains entrained in the gas flow will be necessary in any non-straight vent geometry. The critical radius $r_{c}$ depends on parameters of the gas (velocity, density, temperature), and grain bulk density. It also depends on a length scale that corresponds to the typical depth of a particle's final collision with a vent wall prior to ejection. This depth is roughly proportional to the vent diameter, which is much smaller than the length of a vent, and thus the thickness of the moon's icy crust does not play a role in ejection velocities. Particles with radius $r<r_{c}$ will be re-accelerated very efficiently by gas friction to velocities approaching gas velocity. For larger particles, $r>r_{c}$, inertial forces become significant relative to gas friction and such grains move on average in the gas flow with speeds much smaller than $v_{g a s}$. Note that this model fully accounts for latent heat effects due to condensation of grains [151]. Gao et al. [62] recently suggested that icy particles in Enceladus' plume contain a considerable number of aggregates, which are less dense than pure water ice. Preliminary analysis suggests that the resulting velocity distribution for aggregates will be similar in shape and well approximated by Equation (1.4). The choice of $v_{g a s}$ and $r_{c}$ is discussed later. Figure 1.2 shows sample speed distributions for the weights computed in Schmidt et al. [151] compared with the analytical model with parameters $r_{c}=0.2 \mu \mathrm{~m}$ and $v_{g a s}=700 \mathrm{~m} / \mathrm{s}$.

[^1]

Figure 1.2: Sample particle speed distributions for various particle sizes. For a particle radius $r<r_{c}$, $0.1 \mu \mathrm{~m}$ in this case, probabilities increase sharply as $v \rightarrow v_{g a s}$. For $r>r_{c}$, the most probable ejection speed is $v=v_{\text {gas }} \frac{r_{c}}{r}$. From this we notice two things: (i) larger particles are launched at lower speeds than smaller particles, and (ii) the critical radius of subsurface plume dynamics has a strong effect on the ejection speed distribution. Results from Schmidt et al. [151] (b) indicate small particles being launched slower than expected by an analytic model (a), and large particles being launched faster on average, although rarely achieving gas velocities. This is indicative of $r_{c}$ not necessarily being an independent, fixed parameter. Nevertheless, results between (a) and (b) are overall comparable, and provide reference parameter values for the weights computed in Schmidt et al. [151].

Running the parallel simulation executable corresponds to simulating one jet, indicated by an ID number that corresponds to the location and tilt. Jet IDs and the corresponding jet details are given in /Data/EncJetSources.csv or /Data/EurJetSources.csv, and which jet to simulate is indicated with the executable flag, for example, -jetid 5, for the fifth jet. There are three sets of Enceladus sources: the original eight sources identified in Spitale and Porco [168] (and one modified jet direction used in Kempf et al. [91]), with IDs $-9, \ldots,-1$; the 98 sources proposed in Porco et al. [135], with IDs $1, \ldots, 98$; and a discrete set of orthogonal jets spaced evenly along the Tiger Stripes, simulating a curtain-type emission [170], with IDs $201, \ldots, 424$. Sources on Europa are given by the two location identified in Roth et al. [144] and two jets located at the closest approach of planned flybys of the Clipper mission (see Chapter 4).

Each jet is simulated for a set of particle sizes specified in a the driver file and a set of opening angles for the plume. Particle sizes are specified by index, where the index/size relation corresponds to those used in the speed distribution weights, and are available in /Data/Size_m.csv. Opening angles are discretized between $0^{\circ}$, that is, in the direction of the jet, and some maximum opening angle, $\theta_{\text {max }}$. For Enceladus, the maximum opening angle is set to $15^{\circ}$, which is consistent with opening angles measured in images in Spitale
et al. [170] as well as the widths of plume gas estimated in Hansen et al. [67]. Particles are then simulated for opening angles $\left\{0^{\circ}, 0.5^{\circ}, \ldots, 14.5^{\circ}, 15^{\circ}\right\}$. Little data is available on Europa, so $\theta_{\max }$ is chosen to be $45^{\circ}$, which includes a wide range of ejection angles; substructure within a plume, such as that found at Enceladus, can be studied in detail when more data on Europa plumes are available. Plumes on Europa are then simulated for opening angles $\left\{0^{\circ}, 1^{\circ}, \ldots, 44^{\circ}, 45^{\circ}\right\}$. For a given opening angle, the jet is assumed to be azimuthally uniform, that is, particles are equally likely to be ejected at any azimuthal angle between $0^{\circ}$ and $360^{\circ}$. To make a relatively uniform density for the simulated steady-state plume, the number of particles simulated for a given particle size and opening angle is chosen such that one-particle has the same representation in phase-space for each opening angle. For example, one particle is simulated for the orthogonal opening angle, seven for $0.5^{\circ}$, etc.. The software allows for azimuthal angles can be randomly distributed or uniformly distributed.

When an MPI process is free, the master process assigns it to simulate a given opening angle and particle size. Each opening angle and particle size consists of several hundred to several thousand particle simulations, broken down over azimuth angle and particle velocity, and each particle simulation tracks the particle's residence time in a discretized grid about the moon and the particle state upon collision. Two variables (azimuth and velocity) results in a nested for-loop and OpenMP shared-memory parallelism is applied to the outer loop to accelerate computation. In this case, the outer loop is over initial particle velocity, so each OpenMP thread is independently simulating all azimuthal angles for a given initial velocity. A $\mathrm{C}++$ vector of vectors is used to track collisions and an unordered map to track residence-time profiles within each thread. After all azimuthal angles have been simulated on a given thread, an OpenMP critical segment is used to merge the results into global collision and residence-time profiles without interference between threads. The global residence time profile is normalized to represent the expected time that one ejected particle spends in a given cell, referred to as the one-particle residence time. The list of collisions consists of particle state vectors (particle location and velocity in $\mathcal{F}_{2}$ ) upon impact and a weight representing the probability of this particle being ejected. Once all velocities have been simulated for the given particle size and opening angle, two binary files are exported for the collision list and residence time profile. ${ }^{3}$

[^2]Data is post-processed in IDL to create binary collision and residence-time profiles for each simulated particle size. An IDL package is then used to adjust the size distribution and mass production rate and visualize data. In merging initial binary files corresponding to a single opening angle, we assume ejected particles follow a $\cos ^{2}(\theta)$ distribution over polar angle, normalized between $0^{\circ}$ and the maximum angle, $\theta_{\max }$. The $\cos ^{2}$ distribution simply means that particles are most likely launched orthogonally to the surface and decreasingly likely to be launched at larger angles. This is consistent with data from CDA, showing a smooth onset of particle impacts when approaching the plume, a maximum impact rate directly over emissions, and a smooth decay when flying away from the plume. For example, using a uniform polar-angle distribution produces plume dynamics inconsistent with CDA data. Collision data is merged into collision profiles for each simulated particle size, which is discussed in Chapter 2. Residence-time profiles are weighted with the $\cos ^{2}$ distribution to reflect the density of particles of size $r_{i}$ that results from a source emitting one such particle per unit time. Converting this density into impact rates for spacecraft flybys is discussed in Chapter 3.

Particle sizes between $0.6-10 \mu \mathrm{~m}$ are simulated for each source location, leading to $10^{5}-6 \cdot 10^{5}$ simulations per particle size (larger particles take on a smaller range of initial velocities and do not require as many simulations) and $10^{6}-10^{7}$ particle simulations per source (depending on the number of sizes considered for a given source). More than 200 source locations are simulated altogether, from Porco et al. [135], Spitale and Porco [168], and Spitale et al. [170].

### 1.2.4 Notes on usability

In a hybrid distributed- and shared-memory master/worker parallel structure, the master process distributing work should consist of one processor and all other processes should consist of multiple processors (albeit limited by the number of processors per node on a given machine). This avoids allocating multiple processors to the master process that remain idle (because the master process only needs one processor), which happens by default if one were to naively specify, for example, two processes per node or twelve

[^3]processors per MPI process. Although conceptually simple, distributing processes in this manner is somewhat complicated in practice. For example, on the Summit super computer at CU Boulder, each node contains two sockets and 24 processors (12 processors / socket). In general, suppose we want two processes per node (one per socket). If we allocate two processes per node in a batch script, the compiler will typically do this automatically. However, on one node we want three processes (the master and two workers) and on all other nodes two processes. To do this, we use a shell script to create a hostfile, which is passed to mpirun when the executable is called.

Listing 1.2: get_hostfile.sh

```
#!/bin/bash
scontrol show hostnames >> hostname_${SLURM_JOB_ID}.txt
echo $(head -n 1 hostname_${SLURM_JOB_ID}.txt) slots=3>> hostfile_${SLURM_JOB_ID}.txt
L=$SLURM_JOB_NUM_NODES
for i in $(seq 2 $L); do
    echo $(sed -n ${i}p hostname_${SLURM_JOB_ID}.txt) slots=2>>hostfile_${SLURM_JOB_ID}.txt
done
```

Running get_hostfile.sh creates a .txt file named hostfile_ID.txt (where ID denotes the numerical SLURM job ID) with the following format:

```
shas0321 slots=3
shas0322 slots=2
shas0329 slots=2
```

When passed to mpirun, this specifies that there are "slots" for three processes on node shas0321 and slots for two processes on all other nodes. An example batch script to allocate 20 nodes on Summit for 24 hours, simulating Enceladus Jets 1-98 is given in Listing 1.3 (recall sizes to simulate are specified in the driver file).

Listing 1.3: batch_script.txt

```
#!/bin/bash
#SBATCH -- nodes 20
#SBATCH - 24:00:00
#SBATCH --partition shas
# Make hostfile using names of nodes in $PBS_NODEFILE
sh get_hostfile.sh
# Number of nodes, numNodes. Three processes are started on first node (one
# master, two workers), and two worker process on remaining numP0 nodes.
numNodes=$SLURM_JOB_NUM_NODES
numP0=$(expr $numNodes + $numNodes - 2)
for JETID in {1..98}; do
```

```
    mpirun --hostfile hostfile_${SLURM_JOB_ID}.txt -np 3 -x OMPNUM_THREADS=11
    ./EncPar -jetid $JETID >> ./jet${JETID}.txt :
    -np $numP0 -x OMP_NUM_THREADS=12
    ./ EncPar -jetid $JETID >> ./ jet${JETID}.txt
done
```

Here, the first three MPI processes are allocated on the first node through the hostfile, each of which is allowed eleven shared-memory threads. The remaining MPI processes are allocated on a two-per-node basis by the hostfile, with twelve shared-memory threads per process. Note that there is still one idle processor because each node has 24 processors; on the first node, two MPI processes use eleven processors each and the master process uses only one. However, when using several hundred processors per simulation, the parallel inefficiency of one idle processors is not significant, while addressing this from an implementation perspective is significantly more difficult. Each process outputs its status during the simulation to a .txt file to ensure that the software is acting as expected.

The software package is relatively self-contained and the only external package required is the GNU Scientific Library, which is used for an integration procedure in computing the background plasma of the magnetic field in Solver.cpp. Compiling an executable and submitting a parallel job requires GSL, an MPI compiler compatible with $\mathrm{C}++11$, and an OpenMP package. The parallel executable is compiled with the parallel makefile, resulting in two executables: EncPar and EurPar. On Summit, the process of compiling and submitting the batch script in Listing 1.3 proceeds as follows:

Listing 1.4: Compiling and submitting simulation

```
module load intel/16.0.3
module load gsl
module load openmpi
make -f parallel
sbatch batch_script.txt
```


## Chapter 2

## Surface deposition and the angle of emissions

### 2.1 Background

Despite significant research on the Enceladus plume, there remain open questions about the plume, some of which surface deposits may help answer. As the dominant source of E-ring particles [77, 164], the Enceladus plume has probably been active for at least as long as the existence of the E ring. Studying surface deposits provides a lower limit for ice particle ejection from the current location of emission and, thus, also a lower estimate of plume lifetime. Surface deposits also indicate from where ice jets are erupting. As long as we have been aware of the Enceladus plume, observed emissions have been close to the four linear structures (commonly referred to as the Tiger Stripes) at the south pole terrain. However, due to tidal stresses opening and closing fractures [71, 81] and fracture fill-in from ejected particles, there may be other areas on Enceladus that have experienced fractures and plume activity previously. Understanding the surface deposition pattern arising from emissions along the Tiger Stripes indicates if a surface pattern can be attributed to Tiger Stripes or if its source must be located elsewhere. Finally, reproducing surface patterns provides validation to models for plume particle dynamics [91, 151, 161, 162] and insight into the structure of plume emissions at the interface between subsurface vents and particle ejection [135, 168, 170].

The purpose of this chapter is two-fold. First, we provide simulated data for surface deposition resulting from the three primary proposals for plume emission structure: the eight jets identified in Spitale and Porco [168], an updated set of approximately 100 sources identified in Porco et al. [135], and a contrasting "curtain-like" plume proposed in Spitale et al. [170]. Multiple particle sizes from $0.6-10 \mu \mathrm{~m}$ are simulated
for each source location, and data is generated on the impact rate in particles/sec and mass deposition in $\mathrm{mm} /$ year across the surface of Enceladus. Initial simulated maps of surface deposition from the Enceladus plume published in [91] have received interest from the larger research community [for example, 47, 119, 153]. Here, we provide detailed methods and a more complete set of maps and data with respect to source location and particle size. Using the newly generated surface data for a curtain-style plume [170] and the $\sim 100$ discrete jets proposed in Porco et al. [135], we then provide new insight into the zenith angle of plume emissions, that is, the "tilt" of the jets. Specifically, comparing simulated surface deposition patterns with the surface pattern seen in IR/UV images [150] indicates that most highly tilted jets (zenith angle $\gg 15^{\circ}$ ) identified in Porco et al. [135] either (i) are not active long enough to contribute visible areas of resurfacing, or (ii) are so-called "phantom jets," that is, the jet in question does not exist and was (falsely) identified due to an inadvertent spacecraft viewing angle relative to emissions that create the appearance of a jet [170]. In either case, over a long timeframe, most emissions must be directed approximately orthogonal to the surface.

A background on the plume model and simulations is given in Chapter 1, along with a description of the data. Details on computing impact rate and surface deposition can be found in Section 2.2. Images of surface deposition as a function of time are given in Section 2.3 and all associated data cubes, stored in HDF5 format [173], can be obtained from http://impact.colorado.edu/southworth_data. Section 2.4 introduces the jets vs. curtains controversy and provides evidence that, regardless whether emissions originate from discrete jets or in a continuous curtain-style emission, the zenith angle of emissions is largely close to orthogonal to the surface. Implications and other open questions that surface deposition may provide insight towards are discussed in Section 2.5.

### 2.2 Particle flux and surface deposition

In considering resurfacing of Enceladus from plume particles, we are interested in two rates: the particle collision rate in particles/sec and the depth of particle deposition in mm/year. First, define $p_{\text {size }}(r)=$ $C r^{-\alpha}$ as the power-law particle size distribution, where $C$ is chosen such that $\int_{r_{\min }}^{r_{\max }} p_{\text {size }}(r) \mathrm{d} r=1, r_{\text {min }}$ is the minimum particle radius, $r_{\max }$ is the maximum particle radius, and $\alpha>0$ the size-distribution slope. ${ }^{1}$

[^4]Assuming spherical particles, the average volume of a plume particle is given by

$$
V_{a v}=\int_{r_{\text {min }}}^{r_{\text {max }}} \frac{4}{3} \pi r^{3} p_{\text {size }}(r) \mathrm{d} r= \begin{cases}\frac{4 \pi(\alpha-1)\left(r_{\min }^{4-\alpha}-r_{\max }^{4-\alpha}\right)}{3(\alpha-4)\left(r_{\min }^{1-\alpha}-r_{\max }^{1-\alpha}\right)} & \alpha \neq 4  \tag{2.1}\\ \frac{4 \pi(\alpha-1)\left(\log \left(r_{\max }\right)-\log \left(r_{\text {min }}\right)\right)}{3\left(r_{\min }^{1-\alpha}-r_{\max }^{1-\alpha}\right)} & \alpha=4\end{cases}
$$

and average mass $M_{a v}=\rho V_{a v}$, for particle density $\rho$. Note that $r_{\text {min }} \neq 0$ and $r_{\text {max }} \neq \infty$ must be fixed for $V_{a v}$ to be well-defined. Now consider the particle impact rate, $r_{i m p}(\lambda, \phi)$, as a function of surface location, for longitude $\lambda$ and latitude $\phi$. Let $M^{+}$denote the plume mass production in $\mathrm{kg} / \mathrm{sec}$ and $N^{+}=\frac{M^{+}}{M_{a v}}$ the expected plume production rate in particles/sec. Impact rate can then be written as $r_{i m p}(\lambda, \phi)=N^{+} \hat{r}_{i m p}(\lambda, \phi)$, where $\hat{r}_{i m p}(\lambda, \phi)$ is the normalized contribution of a single plume particle to the impact rate at location $(\lambda, \phi)$. Impact rate can be obtained by integrating the normalized impact rate over the size distribution as a function of particle radius $r$ :

$$
\begin{equation*}
r_{i m p}(\lambda, \phi)=\frac{M^{+}}{\rho V_{a v}} \int_{r_{\min }}^{r_{\max }} \hat{r}_{i m p}(\lambda, \phi, r) p_{\text {size }}(r) \mathrm{d} r . \tag{2.2}
\end{equation*}
$$

Now, given $r_{i m p}(\lambda, \phi)$ expressed in geographical coordinates, suppose we want the expected deposition height of plume particles covering some area $S\left(\lambda_{0} \leq \lambda \leq \lambda_{1}, \phi_{0} \leq \phi \leq \phi_{1}\right)$ per second. The expected total volume of particles per second is given by the product of the average volume of a plume particle impacting in $S, V_{a v, S}$ (generally not equal to $V_{a v}$ ), with the expected number of particle impacts in area $S$ per second, $n_{S}=\iint_{S} r_{i m p} \mathrm{~d} S$. To compute the average volume of impacting particles at a given location $(\lambda, \phi)$, we define the normalized size distribution of particles impacting at $(\lambda, \phi)$ as $p_{i m p}(\lambda, \phi, r):=\frac{\hat{r}_{i m p}(\lambda, \phi, r) p_{s i z e}(r)}{\int_{r_{m i n}}^{r \operatorname{rax}} \hat{r}_{i m p}(\lambda, \phi, r) p_{s i z e}(r) \mathrm{d} r}$. Then, averaging over $S$,

$$
\begin{equation*}
V_{a v, S}=\frac{\int_{\lambda_{0}}^{\lambda_{1}} \int_{\phi_{0}}^{\phi_{1}} \int_{r_{\min }}^{r_{\max }} \frac{4}{3} \pi r^{3} p_{\text {imp }}(\lambda, \phi, r) \cos (\phi) \mathrm{d} r \mathrm{~d} \lambda \mathrm{~d} \phi}{\int_{\lambda_{0}}^{\lambda_{1}} \int_{\phi_{0}}^{\phi_{1}} \cos (\phi) \mathrm{d} \lambda \mathrm{~d} \phi} \tag{2.3}
\end{equation*}
$$

Let $R_{E}=249.1 \mathrm{~km}$ be Enceladus' radius. Volume of particles per second in $S$ is then given by:

$$
\begin{align*}
V_{S} & =V_{a v, S} n_{S} \\
& =V_{a v, S} \cdot \int_{\lambda_{0}}^{\lambda_{1}} \int_{\phi_{0}}^{\phi_{1}} R_{E}^{2} r_{i m p}(\lambda, \phi) \cos (\phi) \mathrm{d} \lambda \mathrm{~d} \phi . \tag{2.4}
\end{align*}
$$

[^5]The depth or height of surface deposition if we assume perfect compaction of particles is given by $h$ such that the volume of particles (Equation 2.4) is equal to the volume of $S$ integrated to height $h$ :

$$
\begin{align*}
\int_{R_{E}}^{R_{E}+h} \int_{\lambda_{0}}^{\lambda_{1}} \int_{\phi_{0}}^{\phi_{1}} R^{2} \cos (\phi) \mathrm{d} \lambda \mathrm{~d} \phi \mathrm{~d} R & =h\left(R_{E}^{2}+R_{E} h+\frac{h^{2}}{3}\right) \int_{\lambda_{0}}^{\lambda_{1}} \int_{\phi_{0}}^{\phi_{1}} \cos (\phi) \mathrm{d} \lambda \mathrm{~d} \phi \\
& =h\left[R_{E}^{2} \int_{\lambda_{0}}^{\lambda_{1}} \int_{\phi_{0}}^{\phi_{1}} \cos (\phi) \mathrm{d} \lambda \mathrm{~d} \phi+O\left(R_{E} h+h^{2}\right)\right] \tag{2.5}
\end{align*}
$$

Here, $h$ is expected on the order of mm or $\approx 10^{-7} R_{E}$, which justifies dropping terms $O\left(R_{E} h+h^{2}\right)$, and we find that

$$
\begin{equation*}
h \approx \frac{M^{+}}{\rho} \cdot \frac{V_{a v, S}}{V_{a v}} \cdot \frac{\int_{\lambda_{0}}^{\lambda_{1}} \int_{\phi_{0}}^{\phi_{1}} \int_{r_{\text {min }}}^{r_{\text {max }}} \hat{I}(\lambda, \phi, r) p_{s i z e}(r) \cos (\phi) \mathrm{d} r \mathrm{~d} \lambda \mathrm{~d} \phi}{\int_{\lambda_{0}}^{\lambda_{1}} \int_{\phi_{0}}^{\phi_{1}} \cos (\phi) \mathrm{d} \lambda \mathrm{~d} \phi} \tag{2.6}
\end{equation*}
$$

Note that dropping terms $O\left(R_{E} h+h^{2}\right)$ is equivalent to estimating the total volume as the surface area times height. To estimate $h$ over the moon's surface, we consider a mesh on the moon's surface of $1^{\circ}$ longitude $\times$ $1^{\circ}$ latitude cells and approximate Equation 2.6 for each cell. Cells are sufficiently small that we assume $\hat{r}_{i m p}$ to be constant over each cell, denoted $\hat{r}_{\operatorname{imp}(\lambda, \phi)}$, with units $1 / \mathrm{m}^{2}$. Average volume of impacting particles (Equation 2.3) reduces to

$$
V_{a v, S}=\frac{\int_{r_{\min }}^{r_{\max }} \frac{4}{3} \pi r^{3} \hat{r}_{i m p(\lambda, \phi)}(r) p_{\text {size }}(r) \mathrm{d} r}{\int_{r_{\min }}^{r_{\max }} \hat{r}_{\operatorname{imp}(\lambda, \phi)}(r) p_{\text {size }}(r) \mathrm{d} r}
$$

and we can then separate integrals in Equation 2.6 to get:

$$
\begin{align*}
h(\lambda, \phi) & \approx \frac{M^{+}}{\rho} \cdot \frac{V_{a v, S}}{V_{a v}} \cdot \frac{\int_{r_{\min }}^{r_{\max }} \hat{r}_{i m p(\lambda, \phi)}(r) p_{\text {size }}(r) \mathrm{d} r \cdot \int_{\lambda_{0}}^{\lambda_{1}} \int_{\phi_{0}}^{\phi_{1}} \cos (\phi) \mathrm{d} \lambda \mathrm{~d} \phi}{\rho \int_{\lambda_{0}}^{\lambda_{1}} \int_{\phi_{0}}^{\phi_{1}} \cos (\phi) \mathrm{d} \lambda \mathrm{~d} \phi} \\
& =\frac{M^{+}}{\rho V_{a v}} \int_{r_{\min }}^{r_{\max }} \frac{4}{3} \pi r^{3} \hat{r}_{i m p(\lambda, \phi)}(r) p_{\text {size }}(r) \mathrm{d} r . \tag{2.7}
\end{align*}
$$

Notice that the (approximate) total volume (Equation 2.7) takes a similar form to the impact rate (Equation 2.2), but now we are integrating over particle volume, $\frac{4}{3} \pi r^{3} \mathrm{~d} r$. Each can be approximated using some quadrature method with sample particle sizes $\left\{r_{0}, \ldots, r_{k}\right\}$ and data $\left\{\hat{r}_{i m p(\lambda, \phi)}\left(r_{i}\right)\right\}_{i=0}^{k}$ :

$$
\begin{align*}
r_{i m p}(\lambda, \phi) & \approx \frac{M^{+}}{\rho V_{a v}} \sum_{i} \hat{r}_{i m p(\lambda, \phi)}\left(r_{i}\right) p_{\text {size }}\left(r_{i}\right) w_{i}  \tag{2.8}\\
h(\lambda, \phi) & \approx \frac{4 \pi M^{+}}{3 \rho V_{a v}} \sum_{i} r_{i}^{3} \hat{r}_{i m p(\lambda, \phi)}\left(r_{i}\right) p_{s i z e}\left(r_{i}\right) w_{i} \tag{2.9}
\end{align*}
$$

for quadrature weights $\left\{w_{i}\right\}$. We use a simple trapezoid method to approximate (2.8) and (2.9). Although more accurate methods could be used for quadrature as well as higher resolution (non-constant) estimates


Figure 2.1: Cumulative plume particle deposition on Enceladus' surface in mm/year for the eight sources proposed in Spitale and Porco [168], particle sizes $0.6-15 \mu \mathrm{~m}$, assuming a mass production rate of $M^{+}=20$ $\mathrm{kg} / \mathrm{s}$, and slope of the power-law size distribution $\alpha=3$.
of $\hat{r}_{i m p}$, the underlying physical model is not sufficiently resolved to warrant such accuracy. The function $\hat{r}_{i m p(\lambda, \phi)}\left(r_{i}\right)$ is exactly what we build from simulation data and store in $360 \times 180$ arrays corresponding to $1^{\circ}$ longitude $\times 1^{\circ}$ latitude areas on the moon's surface.

### 2.3 Surface maps

This section provides maps of surface deposition for various particle sizes and model parameters. It is important to note that our simulated deposition depth assumes perfect compaction of particles and particle density equal to that of water ice (about $916 \mathrm{~kg} / \mathrm{m}^{3}$ ). Evidence for "fluffy" (less dense) particles [62] and the fact that particles are unlikely to pack perfectly on the surface suggests that deposition may be greater than presented here; nevertheless, here we present a safe lower bound on deposition. Figures 2.1, 2.2, and 2.3 are based on the original eight sources identified in Spitale and Porco [168], and Figure 2.4 is based on a continuous curtain emission over each individual fracture. Maps for jet sources proposed in Porco et al. [135] and a full curtain scenario as proposed in Spitale et al. [170] are given in Section 2.4.

Figure 2.1 maps the particle impact rate per $\mathrm{m}^{2}$ per sec and surface deposition in $\mathrm{mm} /$ year for particles $0.6-15 \mu \mathrm{~m}$, and Figure 2.2 breaks the total deposition down into particle size ranges starting at $0.5-2.0$ $\mu \mathrm{m}$, and increasing up to $6-15 \mu \mathrm{~m} .{ }^{2} \quad$ For each of these figures, we choose $r_{\min }=0.6 \mu \mathrm{~m}$ and $r_{\max }=15$ $\mu \mathrm{m}$, a mass production rate of $M^{+}=20 \mathrm{~kg} / \mathrm{s}$, and a size distribution slope of $\alpha=3$. Moving forward, all

[^6]

Figure 2.2: Plume particle deposition rates on Enceladus' surface in mm/year for the eight sources proposed in Spitale and Porco [168] and for particle sizes $0.6-2 \mu \mathrm{~m}, 2-4 \mu \mathrm{~m}, 4-6 \mu \mathrm{~m}$, and $6-15 \mu \mathrm{~m}$. Mass production rate is $M^{+}=20 \mathrm{~kg} / \mathrm{s}$ and the slope of the power-law size distribution is $\alpha=3$.
result will use these parameters unless stated otherwise.

The mass production and size distribution slope are directly motivated through CDA data on lowaltitude flybys [162], which provide the most direct measurements to date of large particles in the Enceladus plume. Results are also relatively consistent with estimates of mass poduction in Meier et al. [113], Porco et al. [136]. Note that in fixing $r_{\min }$ and $r_{\max }, M^{+}$corresponds to the mass production of particles in this size range. A maximum particle size must be chosen so that the average mass of a particle is well-defined; here we choose $r_{\max }$ to be sufficiently large that it includes all particles encountered by Cassini (see Chapter 3) and that plume particles of that size or larger are very unlikely. We only consider micron-size particles (formed through condensation in gas flow) because the assumed power-law size distribution does not necessarily propagate back to nano-grains. Nano-grains can also be formed through supersonic nucleation bursts at the narrowest channel points, which can occur at various depths, leading to a bi-modal or multi-modal size distribution. In any case, it is easily verified that the total ejected mass and the total redeposition mass are dominated by large particles, so extending $r_{\min }$ to nano-grains also does not have a significant effect


Figure 2.3: Cumulative plume particle deposition on Enceladus' surface in mm/year for the eight sources proposed in Spitale and Porco [168], particle sizes $0.6-15 \mu \mathrm{~m}$, assuming a mass production rate of $M^{+}=20$ $\mathrm{kg} / \mathrm{s}$, and varying the slope of the power-law size distribution, $\alpha$.
on results. Increasing $r_{\text {max }}$ may lead to increased total mass production (in order to reproduce CDA data; see Chapter 3)), but the underlying structure would be consistent with that shown here. Although there is evidence that plume strength varies over time $[71,122,162]$, in considering mass deposition on the surface, we need only consider an average mass production.

In Equation 2.9, we show that mass deposition depends linearly on the mass production rate and, thus, the structure of surface deposition is consistent across changes in $M^{+}$. Similarly, Figure 2.3 shows that the structure of the surface deposition pattern is not strongly affected by changes in size distribution slope, $\alpha$, either. A steeper size distribution (larger $\alpha$; see $\alpha=3.5$, Figure 2.3) results in more small particles ejected, which tend to have higher ejection velocities [70, 151] and travel larger distances from the source, leading to an increase in deposition away from the pole. Conversely, a flatter size distribution slope (smaller $\alpha$; see $\alpha=2.5$, Figure 2.3) results in more large particles ejected, which have slower initial velocities and impact the moon closer to the source location. Then, there are increased deposition rates close to the source, and decreased deposition rates far from the source. In any case, the structure of plume resurfacing seen in Figures 2.1, 2.2, and 2.3 is consistent on some scale, regardless of $\alpha$ and $M^{+}$.

So far we have only considered the eight sources published in Spitale and Porco [168]. Figure 2.4 shows the deposition from a curtain-style emission (see Section 2.4.2) isolated to the four main Tiger Stripes of the Enceladus plume. Due to three-body effects and the angle of ejection, emissions from the outermost fractures, Alexandria and Damascus, are most likely to reach the north polar region and would likely




Figure 2.4: Plume particle deposition rates on Enceladus' surface in mm/year for particle sizes $0.6-15$ $\mu \mathrm{m}$ and all particles emitted in a curtain-style plume [170] from a single fracture. Mass production rate is $M^{+}=20 \mathrm{~kg} / \mathrm{s}$ and the slope of the power-law size distribution is $\alpha=3$. The fractures can be seen in the dark green region of each image where deposition rate is highest.
dominate resurfacing there. Here we have assumed emissions are directed orthogonal to the surface; note that highly-tilted emissions from Baghdad or Cairo may also be likely to reach the north pole, but in Section 2.4 we discuss that such emissions are generally not active for long periods of time. Further images of deposition from a curtain-style plume [170] and the jets proposed in Porco et al. [135] can be found in Section 2.4.

### 2.4 Jets vs. curtains and tilting of emissions

### 2.4.1 Competing theories of emission structure

The structure and location of plume emissions on Enceladus' surface was first studied by triangulating images of observed jetting activity from different angles, and projecting the result back to an approximate source location [168]. Spitale and Porco [168] identified eight distinct jets that are largely consistent with thermal emission signatures measured by the Cassini Composite Infrared Spectrometer (CIRS) [167]; however, the resolution of data was relatively coarse and the accuracy of proposed source locations no better
than 10 to 20 km . This led to a set of follow-up observations at lower altitudes to better resolve the emission structure of the plume. Porco et al. [135] analyzed six years of imaging data from the Cassini Imaging Science Subsystem (ISS) using a triangulation-based approach, resulting in the identification of approximately 100 discrete "jets." Results from Porco et al. [135] are consistent with temperatures measured across the south polar terrain by CIRS [78] as well as localized hot spots identified in Cassini Visible and Infrared Mapping Spectrometer (VIMS) observations [64].

More recently, Spitale et al. [170] noticed that plume activity actually appears as a relatively continuous glow in ISS images, as opposed to discrete jet-like features as proposed in Porco et al. [135], and that finer structure within the plume is difficult to reliably identify over successive ISS images. This motivated a different analysis applied to many of the same data sets used in Porco et al. [135], where a continuous "curtain" emission is simulated over fractures and compared with images of the plume to identify active regions. One result that came out of this study is that so-called "phantom-jets" may appear in an image with the Porco et al. [135] approach, where multiple continuous curtain emissions overlap from the viewing angle and (falsely) appear as discrete jetting activity. Although many jets identified in Porco et al. [135] are undoubtedly real and have shown to be consistent with other data [72, 78], it is likely that some of the jets identified in Porco et al. [135] are not real jets.

The approaches and results of Porco et al. [135] and Spitale et al. [170] are very different and have stimulated an in-depth review of the interpretation of ISS images and plume emission structure. Here, we simulate the jets proposed in Porco et al. [135] as well as an approximate curtain, consistent with Spitale et al. [170]. Although results do not evidence one approach to necessarily be more accurate than the other, a comparison with surface color maps [150] does provide constraints on the angle or "tilt" of emissions relative to the surface.

### 2.4.2 Surface deposition and highly-tilted emissions

In Schenk et al. [150], near-global, high-resolution color maps of Enceladus were constructed using data from the Cassini ISS in three colors, UV, Green, and near-IR. Looking at the IR/UV ratio provides a color contrast, where a "reddish" area on the surface appears bright, and a "blueish" area, potentially
corresponding to unaltered water ice, appears darker [150]. It is generally believed that Enceladus' unique color pattern, differing from other Saturnian satellites, is a result of surface re-deposition due to plume activity [73, 91, 150], which agrees with comparisons of surface maps and simulated deposition patterns. However, it should be noted that a detailed motivation and study of this topic is ongoing (Schenk et al., in preparation). Here, we assume that the surface pattern seen on Enceladus and shown in Figure 2.5 does indeed result from plume deposition and use this as a basis for expected surface deposition patterns in simulated plumes.


Figure 2.5: IR/UV color maps of Enceladus, as provided in Schenk et al. [150], along with a log of the IR/UV ratio to compare with simulated deposition rates in log-scale. Darker areas in the IR/UV ratio correspond to surface area with reflectivity similar to that of unaltered water-ice, which is believed due to a resurfacing effect of Enceladus by plume particles from a subsurface ocean.

The Enceladus plume model and structure can be constrained by ensuring that data collected by spacecraft are reproducible. Here, we use IR/UV images (Figure 2.5) as a reference to compare simulated surface deposition profiles. Figure 2.6 shows simulated global surface deposition profiles of plume particles size $0.6-15 \mu \mathrm{~m}$, for a curtain-style plume [170] and discrete jet sources [135]. Each simulated plume leads to a surface deposition pattern that is largely consistent with the IR/UV ratio seen in surface images of Enceladus (Figure 2.5). However, the discrete jets proposed in Porco et al. [135] do not reproduce the finer structure of surface deposition, while the curtain-style plume does. In particular, jets from Porco et al. [135] lead to surface deposition features not seen in surface images.

In looking at the simulated curtain- and jet-plumes, the fundamental difference between the two is the direction that jets are pointing. Like the jets, the curtain is also "discrete" and not simulated as a truly


Figure 2.6: Surface deposition rates in mm/year for jets from Porco et al. [135] on the left, and a curtain [170] on the right. Particle size ranges considered are $0.6-15 \mu \mathrm{~m}$.
continuous curtain, and both models have emissions primarily aligned on the Tiger Stripes. However, all sources simulated for the curtain are directed orthogonal to the surface, while each of the jets proposed in Porco et al. [135] have a given zenith and azimuthal angle. A number of the proposed zenith angles are as large as $30-62^{\circ}$ (measured from orthogonal to the surface). Such strongly tilted jets lead to very distinct deposition patterns on the surface, which do not always agree with surface images. As an example, Jets 23 and 95 from Porco et al. [135] originate in close proximity to each other, but Jet 23 has a near-orthogonal zenith angle of $3^{\circ}$, while Jet 95 has a large zenith of $42^{\circ}$. Figure 2.7 compares the deposition pattern for Jets 23 and 95.


Figure 2.7: Surface deposition rates in mm/year for jets 23 and 95 from Porco et al. [135], with particle sizes $0.6-15 \mu \mathrm{~m}$, and all mass production allocated to the single jet. The contribution in mm/year with respect to all 98 jets proposed in Porco et al. [135] is approximately two orders of magnitude smaller.

Surface deposition from Jet 23 is consistent with surface images, but Jet 95 has a long, narrow deposition pattern, aligned effectively the opposite direction as the pattern seen in surface images. Although
this is partially due to the proposed azimuthal angle as well, in fact, most highly tilted jets lead to deposition patterns that are at odds with surface images. A natural conclusion from this is that, for the most part, highly tilted jets are not contributing to surface deposition. Figure 2.8 shows the jet-plume surface deposition for three scenarios: all jets in Porco et al. [135], jets with zenith angle less than $30^{\circ}$, and jets with zenith angle less than $20^{\circ}$. We can see that by simply removing highly tilted jets, the surface deposition pattern is now consistent with that of the simulated curtain and, more importantly, surface images.


Figure 2.8: Surface deposition rates in mm/year for jets from Porco et al. [135] and particle sizes 0.6 - 10 $\mu \mathrm{m}$. The leftmost figure corresponds to the 98 principle jets proposed in Porco et al. [135], the center figure to the 87 jets with zenith angle less than $30^{\circ}$, and the rightmost figure to the 70 jets with zenith angles less than $20^{\circ}$.

There are several possible explanations as to why highly-tilted emissions are not contributing to surface deposition. First, recall Spitale et al. [170] showed that the approach used in Porco et al. [135] can lead to so-called phantom jets, where overlapping continuous emissions appear to be a jet based on viewing plume emissions from a certain angle. This is one possible explanation for the discrepancy between deposition patterns for the simulated jet-plume and surface images: many of the highly tilted jets, which are the source of surface patterns that differ from surface images, simply do not exist and were identified due to images of overlapping continuous emissions. Less than $30 \%$ of jets proposed in Porco et al. [135] have a zenith angle greater than or equal to $20^{\circ}$, and only about $10 \%$ have a zenith angle greater than or equal to $30^{\circ}$. A few of these high-tilt jets lead to surface deposition patterns that are consistent with surface images (for example, Jet 5), and we can reproduce surface images well using approximately $80 \%$ of jets proposed in Porco et al. [135], leaving about $20 \%$ of which may be phantoms.

Although surface deposition of tilted jets is largely inconsistent with ISS surface images, the distinct angle of such jets, differing notably from most plume emissions, does decrease the probability of these being phantom jets [170]. A second explanation as to why highly-tilted jets do not contribute to surface deposition is that they are not active long enough (at least for a fixed direction of emission) to create visible surface patterns. Roughly, particles covering the surface should be visible in images when their depth is greater than the reflectivity wavelength (on the order of nanometers). All figures shown use a minimum value for the deposition profile of $1 \mathrm{~nm} /$ year. Looking at Figures 2.7 and 2.8, one can faintly notice the deposition pattern of Jet 95 in the aggregate deposition pattern (center two rows, leftmost column), contributing on the order of 1 nm per year in particle deposition. Thus, for certain deposition contributions from Jet 95 (or other highly tilted jets), particularly areas that do not overlap with the deposition of other jets, to be visible in surface images, Jet 95 would have to be continuously active for around one year or longer.

Although the plume itself has been active for much longer than one year, there is evidence for temporal variability of plume emissions in several forms. There has long been speculation and confirmation of tidal stresses along Enceladus' orbit modulating the emissions [67, 71, 81, 82, 122], evidence from CDA of entire fractures turning on and off [162], and, recently, evidence of long-term change in emission rates between 20052015 [86]. Recent images also show prominent jets in the plume suddenly turning on or off in successive images, while the curtain-emissions remain relatively constant [169]. It is thus plausible that highly-tilted jet sources do not stay active for significant periods of time, either turning on and off or changing direction sufficiently often that their deposition signature cannot be seen in ISS surface images. In the case of temporal variability, an interesting question is whether highly-tilted jets are more susceptible to variability and short lifespans compared with jets near orthogonal to the surface, or if all or most jets experience short lifespans. However, as of now we can only comment on the highly-tilted jets due to their unique surface signature.

Finally, the ISS images showing jet sources turning on and off over a short period of time [169] also provide evidence that the discrete jet sources identified in Porco et al. [135] have significantly higher velocities than the continuous curtain emissions proposed in Spitale et al. [170]. Depending on the gas velocity of the jets, it is possible that a large percentage of particles from discrete jet sources escape Enceladus' gravity and do not land back on the surface compared with curtain emissions. This would also help explain why the
deposition patterns from highly-tilted jets in Porco et al. [135] are not apparent in surface images. A more detailed analysis of the differing velocity of jets and curtains can be found in Spitale and Southworth [169].

### 2.5 Moving forward

Open questions remain on the Enceladus plume, in particular how long plumes have been active on Enceladus as well as the lifetime of the current plume. Some of the more heavily cratered regions on Enceladus' surface lie in the middle of some of the heaviest resurfacing area (Figure 2.5) and vice-versa for smooth regions that are not being resurfaced by the current plume configuration. Were such smooth areas previously resurfaced? Why is the cratered terrain so distinct in images, despite consistent resurfacing by the current plume? Each of these are topics of future research. Full colormaps of the north pole will also be available soon, which will provide greater insight into historical plume activity. Initial data shows deposition patterns on the north pole that are inconsistent with south polar emissions, prompting the question as to whether there was once plume activity on the north pole.

## Chapter 3

## Plume density and spacecraft impact rates

### 3.1 CDA and simulation data

Cassini has recently performed two flybys at low altitudes: E7 in late 2009, which had a closest approach of approximately 100 km ; and E21 in 2015, which dove all the way to 50 km above the surface at closest approach. These flybys provide invaluable insight into plume dynamics as the only direct source of data available on larger plume particles (large being on the order of $\mu \mathrm{m}$ ). Here, we perform the most detailed modeling of large particles in the Enceladus plume to date and use Cassini's low altitude flybys to study and constrain the plume model. This section details methods used to derive spacecraft impact rates and estimate the size distribution at different altitudes, based on simulated data. Section 3.3 will then introduce major findings that have resulted from Cassini's low-altitude flybys as well as new questions that have arisen based on the results. Referencing spacecraft data, parameter studies are performed in Section 3.2 to indicate which model parameters may explain discrepancies in results and which are less significant moving forward. The two flybys considered here are the 7th and 21st Cassini flybys of Enceladus, denoted E7 and E21, respectively. E7 took place on day 306 of 2009, with a closest approach of about 100 km , and E21 took place on day 301 of 2015, with a closest approach of about 50 km . Trajectories and the observed particle number density for each flyby are shown in Figure 3.1. Note that data shows Alexandria to emit significantly less particles than the other fractures.


Figure 3.1: Spacecraft trajectories for E7 and E21 plotted over a south polar map of Enceladus. Heat maps along the trajectory indicate the observed particle number density during each flyby. Closest spacecraft approach is denoted by "C/A," and western longitude coordinates are plotted around the region for reference.

### 3.1.1 Integrating impact rates

Suppose the plume has a steady-state particle number density $n(x, y, z)$ particles $/ \mathrm{m}^{3}$ in an Enceladuscentered inertial frame and a spacecraft with sensitive area $S_{A} \mathrm{~m}^{2}$ traverses the plume on trajectory $\mathbf{s c}(t)$. We assume the spacecraft primarily encounters particles with slow velocities relative to the spacecraft, because the probability of an encounter for two small objects moving different directions at several $\mathrm{km} / \mathrm{sec}$ is very small. In this case, the relative speed of particles to the spacecraft is given by $\mathbf{v}_{\mathrm{imp}}(t) \approx \mathbf{v}_{\mathrm{sc}}(t)$, where $\mathbf{v}_{\mathrm{sc}}(t)$ is the spacecraft velocity and is effectively constant over the timescales considered here. Then, the impact rate over $\mathbf{s c}(t)$ is given by

$$
r(t)=\left|\mathbf{v}_{\mathbf{s c}}\right| \widehat{S_{A}} n(\mathbf{s c}(t))
$$

where $\widehat{S_{A}}(t)$ is approximately constant, given by the sensitive area of the dust detector facing forward along $\mathbf{s c}(t)$.

Recall from Section 2.2 that plume production rate is given by $N^{+}=\frac{M^{+}}{M_{a v}}$ particles/sec, where $M^{+}$
is the mass production rate in $\mathrm{kg} / \mathrm{sec}$ and $M_{a v}$ the average mass of a plume particle, given by integrating the mass of a uniform-density sphere, $m=\rho \frac{4 \pi r^{3}}{3}$, over the particle size distribution (2.1). As discussed in Chapter 2, a minimum particle size must be chosen so that the power law is well defined and a maximum particle size chosen so that the average volume is finite. A minimum particle size is chosen in the $\mu \mathrm{m}$-range, specifically $r_{\min }=0.6 \mu \mathrm{~m}$, to avoid potential multi-modal distributions resulting from different potential ejection mechanisms of nano-grains (Section 2.2). Particles smaller than this will contribute a marginal amount of mass to the total ejection rate anyhow. The maximum particle size is somewhat arbitrary, although it does affect the total mass production. Here, we choose $r_{\max }=15 \mu \mathrm{~m}$, representing particles larger than anything yet encountered by CDA, but possible to be encountered at lower altitudes. Particles with radius $r \gg 15 \mu \mathrm{~m}$ will be ejected at very slow velocities due to the size-dependent speed distribution, and will neither travel far from the source location before impact nor achieve altitudes greater than a few kilometers. Because such particles will, thus, not contribute to recorded data on the plume, it is reasonable to ignore their contribution to mass production.

Let $t_{r}(x, y, z)$ denote a one-particle residence time for a particle of size $r$, that is, one particle of size $r$ ejected from the plume is expected to spend $t_{r}(x, y, z)$ seconds at spatial location $(x, y, z)$. Plume number density is then given by integrating over $r$ and multiplying by the total number of particles ejected:

$$
n(x, y, z)=N^{+} \int_{r_{\min }}^{r_{\max }} t_{r}(x, y, z) p(r) \mathrm{d} r
$$

Single-particle residence time profiles as a function of particle size are exactly what we simulate and store in a discretized grid about Enceladus for discrete particle sizes $r$. Number density is then approximated using a quadrature rule over $r$ :

$$
\begin{aligned}
n(x, y, z) & \approx \sum_{j} N_{r_{j}}^{+} t_{r_{j}}(x, y, z) w_{j}, \\
N_{r_{j}}^{+} & = \begin{cases}\frac{3 M^{+}(\alpha-4) r_{j}^{-\alpha}}{4 \pi\left(r_{\min }^{4-\alpha}-r_{\max }^{4-\alpha}\right)} & \alpha \neq 4 \\
\frac{3 M^{+}}{4 \pi} \log \left(\frac{r_{\max }}{r_{\min }}\right) r_{j}^{-\alpha} & \alpha=4\end{cases}
\end{aligned}
$$

for quadrature weights $\left\{w_{j}\right\}$. Sample density profiles of the plume for the jets proposed in Porco et al. [135]
and the curtain model [170] are given in Figure 3.2. ${ }^{1}$


Figure 3.2: Particle number densities for the Enceladus plume at altitudes 10, 25, 50, and 100km, and corresponding to a jets configuration Porco et al. [135] and the curtain model [170]. Mass production rate is given by $20 \mathrm{~kg} / \mathrm{s}$ and size-distribution slope $\alpha=3$, and the point $(0,0)$ corresponds to the south pole of Enceladus.

In simulations, discrete particles sizes are chosen specifically to line up with the size thresholds for CDA during low-altitude flybys, making quadrature rules that require certain quadrature nodes to be chosen inapplicable, such as high-order Newton-Cotes and variations in Gaussian quadrature. Here, we use a trapezoid rule because (i) the difference in impact rate between nodes is relatively linear, and (ii) there is insufficient data to warrant a higher-order method.

### 3.1.2 Size distribution slope

CDA counts impacts in size bins, giving the total number of particle impacts with radius greater than $r_{0}$, greater than $r_{1}$, and so on. Recall that in the model we assume a power-law size distribution for particles with slope $\alpha, p(r) \sim r^{-\alpha}$. Then, the total expected number of particles larger than $r_{i} \mu \mathrm{~m}$ for some $r_{i}$ is

[^7]given by
$$
n\left(r>r_{i}\right) C \sim r_{i}^{1-\alpha}
$$
for $\alpha>1$ and some constant $C$. To isolate the particle size-distribution slope, we disregard leading constants and do not derive results here based on the constants. Then, if CDA collected $d$ particles larger than radius $r$, we are looking for $\alpha$ such that $C r^{-\alpha}=d$. Taking the logarithm of both sides gives the linear form $(1-\alpha) \log (r)+\log (C)=\log (d)$. Now we can form a linear least squares problem to fit $\alpha$ to $k$ bins of CDA data by minimizing
\[

\left($$
\begin{array}{cc}
1 & \log \left(r_{0}\right) \\
\vdots & \vdots \\
1 & \log \left(r_{k}\right)
\end{array}
$$\right)\binom{\log (C)}{1-\alpha}=\left($$
\begin{array}{c}
d_{0} \\
\vdots \\
d_{k}
\end{array}
$$\right)
\]

The least-squares solution is given by solving the normal equations, which can be explicitly solved in this case for

$$
\alpha=1-\frac{\left(\sum_{i} \log \left(r_{i}\right)^{2}\right)\left(\sum_{i} \log \left(d_{i}\right)\right)-\left(\sum_{i} \log \left(r_{i}\right)\right)\left(\sum_{i} \log \left(r_{i}\right) \log \left(d_{i}\right)\right)}{3 \sum_{i} \log \left(r_{i}\right)^{2}-\left(\sum_{i} \log \left(r_{i}\right)\right)^{2}}
$$

In the case of simulated plume particles, we calculate an impact rate for a discrete set of particles of size $\left\{r_{i}\right\}$. In this case, a least-squares slope can be calculated in a similar manner, this time with respect to the probability distribution function as opposed to the cumulative distribution function used above.

It should be noted that the size distribution of particles at various altitudes does not follow a power law indefinitely. In particular, data indicates that the power law is a good approximation of the particle size distribution within some altitude-dependent size range. However, at each altitude, there is some particle size for which larger simulated particles do not achieve such altitudes. Because the logarithm of zero impacts is infinity, such a point cannot be included in the least squares fit. For the first simulated particle size that receives zero impacts, the number of impacts is instead set to $\frac{1}{n}$, where $n$ is the number of particles simulated of that size. This provides a strict upper bound on the expected number of particle impacts for that size, and helps reduce a possible bias towards a flatter size distribution that can occur if that particle size is ignored altogether. In particular, it is possible to obtain a small number of simulated impacts for several large particle sizes; without including the fact that no impacts are obtained for the next particle size, this
can bias the linear fit to suggest that the slope is flattening out for larger particles. Because CDA data only consists of three bins, each of which is a cumulative rate, such an effect is less pronounced. However, for similar reasons, we only consider size-distribution slopes as measured by CDA when all three bins receive at least one impact.

### 3.2 A comparison of model parameters

### 3.2.1 Electromagnetic field

An accurate model of particle dynamics accounts for particle charging with respect to the surrounding electromagnetic fields. A first-order approach is to consider a global electromagnetic field about the planet. A more accurate approach is to consider the global magnetic field about Saturn, while accounting for the likely perturbation of the field caused by a dust plume [157]; such effects would be particularly noticeable for an ongoing plume with a relatively large production rate, as seen on Enceladus. However, such increased physical accuracy comes at the cost of more computationally expensive simulations. Thus, it is worth considering whether such high-fidelity models are relevant to the final results.

Here, we compare simulated spacecraft impact rates near Enceladus for the three potential particle charging models: no charging, particle charging with a global Z3 magnetic field about Saturn [38], and particle charging that also accounts for a local magnetic field around the plume [157]. Because the only explicit particle data available on the Enceladus plume is CDA impact rates, we are only interested in particles larger than the smallest CDA threshold considered, in this case approximately $1.6 \mu \mathrm{~m}$. Thus, simulations for each model are run for ten particle sizes between $1.6-10 \mu \mathrm{~m}$, for each of the eight original jets proposed in Spitale and Porco [168] as well as the modified jet proposed in Kempf et al. [91] to better reproduce CDA data. Figure 3.3 shows the expected impact rate in each scenario over the E7 and E21 flybys. In particular, notice that the local and global electromagnetic fields produce nearly identical results, and remove charging altogether remains well within the potential error of simulated data or the underlying model. We conclude that including particle charging in the equations of motion is not important for particles in the $1.6 \mu \mathrm{~m}$ and larger regime, which corresponds to particles sizes that we are interested in working with
to reproduce CDA data. Note that for progressively smaller particles ( $\ll 1 \mu \mathrm{~m})$, charging can have significant effects on particle dynamics, but such dynamics are not relevant here.


Figure 3.3: A comparison of simulated impact rates for particle charging based on a local electromagnetic field [157], a global Saturn Z3 magnetic field [38], and no particle charging, for particle sizes larger than $1.6 \mu \mathrm{~m}$ (the minimum detector size of CDA data that we are considering). Impact rates are calculated for the eight original jets proposed in Spitale and Porco [168] for the E7 and E21 Cassini flybys. Note that CDA data is not considered here; this is only a comparison of impact rates for simulated models.

Because it is not critical to include particle charging for accurate dynamics, more simulations can be run at a tractable computational cost. In the next section, we take advantage of this to do a parameter study (without accounting for particle charge) of the size-dependent speed distribution introduced in Equation (1.4). This also validates the choice of not including particle charging in the Jovian magnetosphere when simulating potential Europa plumes in Chapter 4.

### 3.2.2 Speed distribution

The size-dependent speed distribution used for full plume simulations here are based on Monte Carlo simulations of particles being emitted through fractures [151]. Results of the Monte Carlo simulations are approximately described by the analytic distribution given in (1.4). The primary difference is that the analytic description chooses a fixed value for $r_{c}$, which may not be consistent over fractures and different vent geometries; this leads to a smooth distribution for small particles approaching gas velocities, as opposed
to some speed at which probabilities greatly decrease (see Figure 1.2). In any case, we are interested in large particles, and results in Section 3.3 demonstrate that the speed distribution weights computed in Schmidt et al. [151] are largely consistent with observed data. However, large particles in the several $\mu \mathrm{m}$ and larger range are not launched at sufficiently high velocities in simulations to reproduce observed impact rates observed by CDA in the M3 (largest threshold) detector. This motivates an exploration of the speed- and size-distribution parameter space. Although there is currently not enough data from the plume, particularly with respect to large particles, to get a well-resolved profile of the speed distribution parameters, here we provide a basis for future studies of plume particle dynamics.

In a simple model that assumes fixed parameters over the entire plume, the free parameters to consider are critical radius, $r_{c}$, gas velocity, $v_{g a s}$, and initial size-distribution slope, $\alpha$. Recall from Figure 1.2 that values of $r_{c}=0.2 \mu \mathrm{~m}$ and $v_{g a s}=700 \mathrm{~m} / \mathrm{s}$ correspond relatively well to the Monte Carlo speed distribution. Here, we simulate a single plume source for $r_{c}=0.1,0.2$ and $0.4 \mu \mathrm{~m}$ and $v_{g a s}=500,750$, and $1000 \mathrm{~m} / \mathrm{s}$, and measure the approximate simulated size distribution slope at various altitudes above the plume. Results are shown in Figure 3.4. It is important to note that size-distribution slopes are only shown up to 75 km altitudes; above, data becomes noisy because few large particles achieve such altitudes. An analysis with respect to the data from E7 and E21 flybys can be found in the following section.


Figure 3.4: Simulated least squares size-distribution slope (Section 3.1.2) at closest approach (CA) as a function of altitude at closest approach. The left plot shows simulated slopes for multiple initial sizedistribution slopes, $\alpha_{0}$, based on the Monte Carlo weights computed in Schmidt et al. [151] and used for simulating the Enceladus plume in Section 3.3. On the right, simulated slopes at CA are shown for variations in the critical radius and gas velocity in an analytic speed distribution (see Equation (1.4)).

### 3.3 CDA encounters the Enceladus plume

The first and foremost result presented here is that the simulated plume model reproduces both lowaltitude Cassini flybys well with a fixed set of parameters. Despite evidence for a long-term decline in total plume production between 2005 and 2016 from images [86], here we observe a plume that appears to have a very comparable mass production in 2009 and in 2015 , on the order of $25 \mathrm{~kg} / \mathrm{s}$. Although some of the finer structure is missing, the simulated spacecraft impact rate for multiple particle size ranges is consistent with that experienced by CDA. Spacecraft data for three size thresholds and approximate fits using simulation data are shown in Figures 3.5 and 3.6.

Reproducing observed impact rates provides important validation for the physical models used, including the deep source plume and associated subsurface dynamics. Data from the two low-altitude flybys gives further insight to resolve our model, particularly with respect to total mass production, active areas of emission, and the size and distribution of ejecta particles.

### 3.3.1 Active areas of emission

Simulations are based on jet sources proposed in Porco et al. [135] and, for most jets, jets are weighted by the relative production provided in Porco et al. [135]. However, a number of proposed sources appear to be inactive during the E21 flyby. In particular, CDA did not detect a significant number of particles from the $0^{\circ}-90^{\circ} \mathrm{W}$ part of Baghdad during E21 (we will refer to this part as the "upper part"). Looking at the trajectory in figure 3.1, note that, before closest approach, Cassini flew directly over the upper part of the Baghdad fracture. However, impact rates observed by CDA and shown in Figure 3.6 demonstrate a single peak impact rate when crossing over Cairo, and no noticeable increase when traversing over Baghdad. Similarly, but less noticeable, few impact were detected over Alexandria during E21. There is a slight increase in impact rate around 15 seconds after closest approach (Figure 3.6), but the number of particles encountered is significantly less than expected from the jet strengths proposed in Porco et al. [135].

To reproduce spacecraft data, it is necessary to "turn off" jets $25-34,54-59,89-93$, and 98 , corresponding to the few emissions in Alexandria and both fractures north of where Baghdad splits, in the


Figure 3.5: CDA data for M1, M2, and M3 sensors, and two simulated plume configurations for E7 flyby. Spacecraft data and associated error bars are shown in red/orange, and simulated plumes are shown in blue and black.
$0^{\circ}-90^{\circ} \mathrm{W}$ quadrant (Figure 3.1). Weighting the rest of the jets as proposed in Porco et al. [135], simulated data reproduces both flybys well using a single set of parameters for mass production and size-distribution slope. ${ }^{2}$ Interestingly, it is unclear whether the upper part of the Baghdad fracture was active during E7 or, similarly, whether the $180^{\circ}-270^{\circ} \mathrm{W}$ ("lower part") of Baghdad was active during E21. CDA data from each can be reproduced without the aforementioned areas on the Baghdad fracture and a correspondingly lower mass production. This underscores the importance of many low-altitude flybys in resolving finer structure of the plume: altitudes of 50 km or lower help to isolate which areas of the plume contribute to impact rate, and multiple flybys are needed to get an impact-rate profile across the entirety of the Tiger Stripes.

There are a number of possible explanations for why some jets proposed in Porco et al. [135] are not observed by CDA during E21. Similar to the highly tilted jets discussed in Chapter 2, it is possible that

[^8]

Figure 3.6: CDA data for M1, M2, and M3 sensors, and two simulated plume configurations for E21 flyby. Spacecraft data and associated error bars are shown in red/orange, and simulated plumes are shown in blue and black.
some of these jets were falsely identified as phantom jets and, thus, do not exist. However, other instruments have previously identified the upper part of the Baghdad fracture as an active area of emission [78, 135], and it is unlikely the entire region consists of phantom jets. Two additional hypothesis are: (i) the upper region of Baghdad is not emitting particles of sufficient size to be detected by CDA, or (ii) the upper region of Baghdad was not active during E21, but has been active previously. If the latter is true, it is likely not due to orbital tidal stresses often used to describe temporal variation of jets $[71,82,148,159]$ because the E7 and E21 flybys occurred at a very similar time in Enceladus' orbit about Saturn. Ingersoll and Ewald [86] proposed several explanations for long-term variation in plume production that may be relevant here, including an 11-year tidal period. Nevertheless, resolving the finer structure of plume emissions on the surface is ongoing work and requires further data.

### 3.3.2 Particle distributions

Two fundamental characterizations of the plume are the size and speed distribution of particles ejected. These characterize subsurface dynamics and the underlying physical mechanism, and are also important in estimating the total mass collection during a flyby for future missions. This section makes observations based on current CDA data and simulations to better understand initial particle distributions. Figure 3.7 plots a least-squares fit of the size-distribution slope based on CDA measurements and simulated data, over the E7 and E21 trajectories. Note that at some particle size, the number of impacts (simulated or observed) is zero, which cannot be included in a least-squares fit in log space. This makes the data somewhat noisy, but we can still extract some interesting information.


Figure 3.7: Optimal least-squares slope of power-law particle size distribution for simulated data and CDA data, along E7 and E21 trajectories.

First, note from Figure 3.7 that the observed size-distribution slope is actually quite comparable over the course of the two trajectories, despite the differing altitudes. Our speed distribution weights do not reproduce this effect: the simulated size-distribution slope grows steeper between 50 km and 100 km altitude. This can be seen by considering the slope as a function of altitude measured in the single-source example (Figure 3.4), as well as noting that a flatter initial distribution (dotted blue line) reproduces E7 (Figure 3.5) but is too flat for E21 (Figure 3.6), while a steeper initial distribution (black line) reproduces E21 (Figure
3.6) but is too steep for E7 (Figure 3.5). Figure 3.4 shows that modifying the initial size distribution does not affect how the slope changes as a function of altitude, and rather shifts the resulting slope profile up or down over all altitudes; thus, modifying the initial size distribution will not lead to a size distribution consistent at E7 and E21 altitudes. Appropriate modifications of size-distribution parameters can create such an effect (larger $r_{c}$, larger $v_{g a s}$ ), but more data from the plume is needed to optimize the parameter space. ${ }^{3}$

Second, for both flybys, simulated data reproduces the first two detectors well, but underestimates the number of large particles detected in the third threshold. For E7, simulated data leads to no impacts for the third detector. Due to the number of particles simulated, the probability of a large plume particle reaching 100 km or higher based on our current speed distribution is very small. This implies that more large particles will not address the discrepancy (due to, for example, a flatter initial size distribution); rather, large particles must be launched at higher velocities. Such a modification is also consistent with E21, where we underestimate the number of impacts in the third threshold by a factor of $3-4$. In terms of the speed distribution, this corresponds to a larger critical radius, where large particles can be accelerated more efficiently by the gas. It is worth pointing out that this is inherently exciting from the perspective of mission planning. Large particles are much greater in mass (Section 3.3.3) and more likely to contain organics and signatures of biological activity. Results from E21, in particular, indicate that we can expect to collect (a potentially significant amount) more mass during low-altitude flybys than originally estimated for the Enceladus Life Finder mission.

Finally, it is interesting to note that observed CDA data in Figure 3.7 suggests the size distribution is steeper directly over the fractures and flatter between them, meaning more large particles are encountered between fractures, relative to the total impact rate. Although the simulated data has some similar behavior, it is less obvious, and appears to correspond closer to a steeper size distribution at closest approach. One possible explanation is that large particles are emitted with a larger opening angle, or, more specifically, a diffuse, curtain-like source with a flatter size distribution populates the area between fractures, while discrete jets with higher gas velocities and steeper size distributions dominate the impact rate above fractures. This

[^9]is only speculation, but such jetting activity amidst diffuse, curtain-like emissions has been seen in images, the study of which is ongoing work. Moreover, when large plume particles were first discussed in Postberg et al. [138], they were emitted with a larger opening angle for model purposes, but such an approach was not physically motivated. However, results here may support this hypothesis.

### 3.3.3 Mass production

The final and most significant result to discuss is total mass production of the Enceladus plume. Mass production and, in particular, the mass-to-vapor ratio, is fundamental to understanding the physical mechanism of the plume. A large mass-to-vapor ration would imply mass-loading of the emerging particlegas flow. Plume particles could no longer be accelerated efficiently by the vapor flow, complicating the underlying physics. Mass production also has implications in the age of the rings, how long plumes have been active, and planning future flybys to collect enough particle mass for detecting biological signatures. Although temporal variability of the plume suggests that mass production is time-dependent, an average mass production is sufficient to answer many open questions.

Mass production is overwhelmingly dominated by large particles. Here, we only simulate particles of size $0.5 \mu \mathrm{~m}$ and larger. But, suppose the power-law size distribution extends back to nanograins. To demonstrate how large particles dominate the total mass production, even when small in number (due to a power-law distribution), Figure 3.8 shows the ratio of total particles and ratio of total particulate mass consisting of particles larger than a minimum radius; this can also be seen as a comparison of the average particle mass with the median particle mass. Recall from Chapter 2 that to integrate particle mass over a power-law size distribution, we must choose some minimum and maximum particle size. Here, we choose a minimum size of 10 nm , and show the results for three different maximum sizes: $20 \mu \mathrm{~m}, 100 \mu \mathrm{~m}$, and 1000 $\mu \mathrm{m}$. Even for the relatively small maximum size of $20 \mu \mathrm{~m}, 95 \%$ of the mass is in grains larger than one $\mu \mathrm{m}$, while $\gg 99 \%$ of the particles have radius less than one $\mu \mathrm{m}$.

Due to the significance of large particles in total mass, and because CDA is the only instrument to directly measure such particles, the most direct data available on mass production of the Enceladus plume is from low-altitude CDA flybys, which were able to count impacts from $\mu \mathrm{m}$-sized particles. Previous estimates


Figure 3.8: A comparison of the average mass and median mass of plume particles based on a power-law size distribution. The particle radius ( $x$-axis) corresponding to the true average mass and median mass are given at $y=0.5$, and an equivalent measure is given for probabilities from zero to one.
of mass production have typically been through spectral analysis of images [85, 136, 181], which is an indirect measure, or modeling of nanograins [50, 112, 113], which do not make up a significant portion of the plume's mass. Kempf et al. [91] and Schmidt et al. [151] used CDA data and numerical modeling of plumes to estimate a total mass production, but, at the time, CDA had not yet performed any flybys with altitudes lower than a few hundred kilometers and, thus, had limited data on large particles. Overall, there has been a huge discrepancy in the estimated mass production rate, from a few $\mathrm{kg} / \mathrm{s}$ [91] to more than $50 \mathrm{~kg} / \mathrm{s}$ [85]. Here, simulations are used to reproduce data from the E7 and E21 flybys, and indicate a mass production on the order of $25 \mathrm{~kg} / \mathrm{s}$ for both flybys. This is fairly consistent with other recent estimates of mass production [50, 112, 136], demonstrating a growing agreement between results based on multiple instruments. The growing evidence of plume variability over short time scales [71, 82, 148, 159] and long time scales [86] may help explain the variation in proposed mass production rates; that is, plume mass production likely does vary by a small factor over time.

## Chapter 4

## Plumes on Europa?

### 4.1 Evidence for plume activity

Owing to detailed data from the Cassini mission, the plume of Saturn's moon Enceladus is well studied. In contrast, not much is known about plume activity on Europa. Hubble observations of the Lyman- $\alpha$ brightness of the putative Europa plume in December 2012 imply an $\mathrm{H}_{2} \mathrm{O}$ column density of $1.5 \cdot 10^{20} \mathrm{~m}^{-2}$ [144], which is comparable to the value of $9.0 \pm 2.3 \cdot 10^{19} \mathrm{~m}^{-2}$ measured at Enceladus by the Cassini Ultraviolet Imaging Spectrograph [68]. The derived plume scale height of about 200 km corresponds to a vertical gas speed at the surface of $700 \mathrm{~m} / \mathrm{s}$. This is similar to the Enceladus plume, which exhibits gas velocities of 300 to $2000 \mathrm{~m} / \mathrm{s}$ [68, 175]. These similarities suggest that the Europa plume also contains at least a few mass percent of water ice grains, formed either by nucleation within the ascending vapor [151] and/or by mantle growth on frozen droplets from a subsurface water reservoir [138]. Note that although the magnitude of gas velocities is comparable, the entire range of speeds $300-2000 \mathrm{~m} / \mathrm{s}$ is greater than the Enceladus escape speed, while lower than the Europa escape speed, which affects the shape of the plume.

The consistency between gas velocities and $\mathrm{H}_{2} \mathrm{O}$ column densities as seen on Enceladus and Europa suggests a similar physical mechanism driving their plumes. Here, we assume the same underlying model for a Europa plume as discussed in Chapter 1 for Enceladus. Nevertheless, plumes on Europa are expected to be different from those on Enceladus in several regards. Notably, the Europa plume is either not permanent or it is periodic in its activity $[144,166]$. This sporadic nature of the Europa plumes suggests that they are activated by mechanical stress, opening cracks in the surface, which are then resealed due to either
mechanical stress or water gas condensing along vent walls. Also, the scale-heights of plumes will differ significantly due to the difference in mass of Europa and Enceladus. Enceladus has a radius of only 250 km and the radius of its sphere of gravitational influence - the Hill radius - is $R_{H}=950 \mathrm{~km}$, while Europa has a radius of $R_{E}=1561 \mathrm{~km}$ and a Hill radius of $R_{H}=13,661 \mathrm{~km}$. Due to the (comparatively) massive size of Europa, charging of particles for the sizes that we are interested in (in the $\mu \mathrm{m}$ range) has a negligible effect on particle dynamics and, thus, Europa plume simulations neglect the effects of charging on a particle's trajectory.

In this work we will use spacecraft flybys from the Europa Clipper mission (see http://solarsystem. nasa.gov/missions/europaflyby/indepth) and refer to them as Clipper flybys. Two plume locations are taken as those suggested in Roth et al. [144], P1 and P2, and two additional locations, P3 and P4, at the footprints of the of the closest approach of two Clipper flybys (Table 4.1). Actual flybys by the EMFM will be very similar to these. Note, we define the 'closest approach' as the minimum elevation above the surface of Europa that the spacecraft attains during its trajectory. One chosen flyby, P 4 , is at a very low altitude in order to simulate the highest dust impact rate the spacecraft may experience. The other flyby, P3, is the planned trajectory that flies closest to one of the source locations suggested by Roth et al. [144]. Due to a lack of precise data on Europa plumes, we assume plumes to be directed orthogonally to the surface of Europa.

| ID | $\lambda^{\circ}$ | $\phi^{\circ}$ | Clipper traj. | Closest approach |
| :---: | :---: | :---: | :---: | :---: |
| P1 | -55 | 180 | NA | NA |
| P2 | -75 | 180 | NA | NA |
| P3 | -58.3 | 180.9 | E26 | 52.2 km |
| P4 | -60.4 | 356.1 | E35 | 27.3 km |

Table 4.1: Plume locations studied in this paper, given as northern latitude and eastern longitude. For P3 and P4 we also list the relevant flyby number of the Europa Clipper reference trajectory.

### 4.2 Plume Dynamics

Plumes on Europa are modeled in much the same way as on Enceladus (see Chapter 1), where we construct a quasi-steady state model for ejecta particles. In the case of Enceladus, the plume is believed to be continuously active and a steady state model makes sense. Because Europa plumes appear to be sporadic and much shorter lived, it should be noted that from a missions perspective, the typical plume traversal time of the spacecraft is on the order of 30 seconds. The lifetimes of particles in the plume can be approximately bounded using ballistic trajectories as $<25 v_{\text {init }}$ minutes, where generally $v_{\text {init }} \ll v_{\text {gas }}$. In this regard, the quasi-steady state model is justified for Europa plumes as well, as each of these timescales are significantly shorter than the expected duration of plume activity (at least 7 hours [144], potentially much longer).

The primary difference of Europa plume simulations with Enceladus simulations is that the speed distribution weights from Schmidt et al. [151] are not used; rather, the initial speed is sampled as an independent and identically distributed random variable from the analytic, size-dependent speed distribution in Equation (1.4). Because there is very limited data available on Europa plumes, this allows us to explore potential variations in the parameters that determine particle speeds, critical radius and gas velocity. We choose $r_{c}$ between 0.3 and $0.8 \mu \mathrm{~m}$, corresponding to typical values expected for vents of decimeter width, connected to a deep source at triple point conditions for water [151]. ${ }^{1}$ Images of the Europa plumes from the Hubble telescope [144] suggest a gas velocity, and thus upper bound on the initial particle speed (Eq. (1.5)), of approximately $700 \mathrm{~m} / \mathrm{s}$. Although the estimate of $700 \mathrm{~m} / \mathrm{s}$ is subject to some uncertainty based on image pixel size, we use this as the standard gas velocity for our simulations and will refer to it as the base case. This is comparable with the $500 \mathrm{~m} / \mathrm{s}$ inferred by the ultraviolet imaging spectrograph (UVIS) as the broad emission velocity from Enceladus jets [175]. We also simulate a gas velocity of $1 \mathrm{~km} / \mathrm{s}$ as a possible emission velocity for supersonic jets, a speed comparable with Enceladus supersonic jet gas velocities inferred by UVIS [68]. A gas velocity of $2.2 \mathrm{~km} / \mathrm{s}$, slightly above the Europa escape speed, is also simulated for comparative and exploratory purposes; however, we do not include the results in our primary discussion.

[^10]Recall the differential particle size distribution is assumed to follow a power law with slope $\alpha$. We found $\alpha \approx 3$ to be appropriate on Enceladus (Chapter 3). A smaller $\alpha$ will result in a smaller plume profile and a higher probability of larger, potentially harmful particles for a spacecraft, while a larger $\alpha$ ejects more small particles with higher velocities, leading to significantly higher overall impact rates. To explore the parameter space, we consider $\alpha=2.5,3$, and 3.5. Last, the plume mass production rate is chosen to be 5 $\mathrm{kg} / \mathrm{s}$. This is smaller than estimated for Enceladus (Chapter 3) because Europa does not appear to have large fractures over which mass production is distributed; for a more localized emission source, we expect a correspondingly smaller mass production. Two dimensional particle density cuts for P1 with the base case velocity can be seen in Figure 4.1.



Figure 4.1: P1 particle number density cuts orthogonal to the surface of Europa at elevations $10 \mathrm{~km}, 25 \mathrm{~km}$, 50 km , and 100 km , accounting for particles of size $0.6-5.00 \mu \mathrm{~m}$. Image view is from orbit looking at the surface, and the geometry is shown in the upper left image. The closest planned Clipper flyby, E26, is shown as a dotted line, with its closest approach to the surface ( $\mathrm{C} / \mathrm{A}$ ) and location every 10 seconds thereafter marked in the second figure from top left. Plume parameters are given by $v_{g a s}=700 \mathrm{~m} / \mathrm{s}, r_{c}=0.8 \mu \mathrm{~m}$ and $M^{+}=5 \mathrm{~kg} / \mathrm{s}$, with size distribution slope $\alpha$ marked above the figures.

Plumes on Europa will be significantly more locally confined than the Enceladus plume, as a consequence of the different masses of the two moons. The difference in mass manifests in the two body escape velocity, which is $2.025 \mathrm{~km} / \mathrm{s}$ for Europa, compared to $239 \mathrm{~m} / \mathrm{s}$ for Enceladus. For a plume particle, the effective escape speed depends on the starting location and direction of ejection, due to the strong perturba-
tions induced by the planet's gravity. A south polar map of effective escape speeds is shown in Figure 4.2, with speeds ranging from about $1.85 \mathrm{~km} / \mathrm{s}$ to $2.25 \mathrm{~km} / \mathrm{s}$. If particle charging and the Lorentz force are taken into account, the effective escape speed may decrease slightly for smaller particles [91]. However, this will have only a minor effect on particle dynamics and plume shape. Overall, the gas velocities considered are is small compared to the effective escape speeds, which implies that practically all particles launched in such a plume will re-collide with the surface of Europa. Even at the extreme gas velocity of $2.2 \mathrm{~km} / \mathrm{s}$, over $99 \%$ of the ejected plume particles would re-collide with the surface of Europa. One immediate consequence of this is that Europa dust plumes do not contribute a substantial number particles to Jupiter's Galilean ring, which has been observed by the Galileo dust detector [95, 96].


Figure 4.2: Effective particle escape speed in $\mathrm{km} / \mathrm{s}$ for particles launched orthogonal to south polar terrain of Europa, $0^{\circ} \mathrm{W}$ points towards the planet and $90^{\circ} \mathrm{W}$ points in orbital direction. To determine the effective escape speed including three-body effects, we simulate particles launched orthogonally to the surface in a range of $0^{\circ}-60^{\circ}$ from the pole, incrementing the initial velocity until the particle eventually escapes Europa's gravitational field. Note that because we do not consider particle charging and particle mass is negligible with respect to gravitational force, this escape speed map accounts for all particle sizes.

Due to the high escape speed of Europa, plume surface deposition must occur in a relatively small area centered about the plume. Given that $v_{g a s}$ provides an upper bound on ejection particle speeds, we can use $v_{g a s}$ and $\theta_{\max }$ to determine a strict limit on the size of area resurfaced by particle deposition.

Recall that in our simulations we assume the particle ejection angle (measured from the surface normal) is bounded by $\theta \leq \theta_{\max }=45^{\circ}$ and do not consider larger angles; here, we also examine possible lower values of $\theta_{\max }=15^{\circ}, 30^{\circ}$. We can estimate the maximal distance a particle may travel from the gravitational two-body problem. If ejected with a speed lower than the two body escape velocity $v_{\text {esc }}=\sqrt{2 \mu_{E} / R_{E}}$, the particle follows a Kepler ellipse between ejection and re-impact

$$
\begin{equation*}
r=\frac{p}{1+e \cos \phi} \tag{4.1}
\end{equation*}
$$

where $p$ and $e$ are the semi-latus rectum and eccentricity of the orbit and $\phi$ is the true anomaly angle, measured from the pericentre. At start and re-impact we have $r=R_{E}$ and we obtain from equation (4.1) the values of the true anomaly at these sites

$$
\begin{equation*}
\phi_{1}=\operatorname{acos}\left(\frac{\mathrm{p} / \mathrm{R}_{\mathrm{E}}-1}{\mathrm{e}}\right), \quad \phi_{2}=2 \pi-\phi_{1} \tag{4.2}
\end{equation*}
$$

We obtain for the distance on the surface between start and impact site

$$
\begin{equation*}
s=R_{E}\left(\phi_{2}-\phi_{1}\right)=2 R_{E}\left[\pi-\operatorname{acos}\left(\frac{\mathrm{p} / \mathrm{R}_{\mathrm{E}}-1}{\mathrm{e}}\right)\right] . \tag{4.3}
\end{equation*}
$$

Using the well known expressions for the conservation of angular momentum and energy of the two body problem [40] we can express the semi-latus rectum and the eccentricity in terms of the starting speed $v$ and ejection angle $\theta$ as

$$
\begin{align*}
p & =2 \sin ^{2} \theta\left(\frac{v}{v_{e s c}}\right)^{2}  \tag{4.4}\\
e^{2} & =1+4 \sin ^{2} \theta\left(\frac{v}{v_{e s c}}\right)^{2}\left[\left(\frac{v}{v_{e s c}}\right)^{2}-1\right] \tag{4.5}
\end{align*}
$$

Table 4.2 lists estimates from equation (4.3) for the farthest distance a particle may travel for given ejection parameters $v_{g a s}, \theta_{\max }$. Although it is a tight bound, very few particles will achieve this distance, as the throw distance decreases for particles ejected with $\theta<\theta_{\max }$ and most particles will have ejection speeds well below the gas velocity.

Equation (4.3) also provides an estimate for the surface area that may be resurfaced by a given plume. The extent to which resurfacing happens is then dependent on several other jet parameters. Mass production rate is the foremost plume parameter that will determine the rate of resurfacing, as the amount

|  | $\theta_{\max }=45^{\circ}$ | $\theta_{\max }=30^{\circ}$ | $\theta_{\max }=15^{\circ}$ |
| :---: | :---: | :---: | :---: |
| $v_{\text {gas }}=700 \mathrm{~m} / \mathrm{s}$ | 423 km | 344 km | 190 km |
| $v_{\text {gas }}=1 \mathrm{~km} / \mathrm{s}$ | 978 km | 740 km | 393 km |

Table 4.2: Maximum distance from source plume particles will travel given maximum opening half-angle, $\theta_{\max }$, if they are ejected at gas velocity, $v_{\text {gas }}$.
of mass landing on the surface is approximately equal to that ejected from the plume. Critical radius $r_{c}$ and the slope of the size distribution $\alpha$ also have notable effects on the breadth of resurfacing. A smaller critical radius means less particles will be ejected at high speeds comparable to the gas velocity, thus implying that a smaller area will be resurfaced. A flatter particle size distribution slope has a similar effect, as the plume will eject fewer small particles, which generally have higher velocities and dominate resurfacing far from the plume. These effects are demonstrated in Figure 4.3, where we show surface deposition from P1 with a higher gas velocity $v_{g a s}=1 \mathrm{~km} / \mathrm{s}$, and several combinations of $\alpha, r_{c}$.

For the base case, the effect of plume particles falling back onto Europa's surface is quite local, with a maximum distance from source $<423 \mathrm{~km}$. This is in contrast to a collision map on Enceladus, where one sees a large, global pattern that spans more than half of Enceladus' surface [91, 150]. At $v_{g a s}=1 \mathrm{~km} / \mathrm{s}$ the area on Europa grows to $<978 \mathrm{~km}$, depending on model parameters, as can be seen in Figure 4.3. Schenk et al. [150] determined a global color pattern on the surface of Enceladus and associated this with resurfacing due to plume particles. If similar techniques can demonstrate recent resurfacing on Europa due to plume activity, inspection of the dimension of the fall-back pattern may constrain the otherwise free parameters gas velocity and opening angle.

### 4.3 Implications for Mission Planning

Primary results from simulations are given in Table 4.3. We also constructed specific flyby trajectories to test minimum and maximum altitudes for impact rates, the results of which are discussed in this section. To perform safe and effective measurements during plume traversals, we propose maximizing the time the spacecraft spends between altitudes of $5-100 \mathrm{~km}$. Given the uncertainty in parameters $\alpha, v_{g a s}$, and $r_{c}$, and that the location of active plumes are unknown, our results demonstrate that for most parameter sets the


Figure 4.3: P1 surface ice deposition map due to jet particles between $0.6-5.0 \mu \mathrm{~m}$. Plume parameters are $v_{g a s}=1 \mathrm{~km} / \mathrm{s}, r_{c}=0.3,0.8 \mu \mathrm{~m}$, and $\alpha=2.5,3.5$, with a plume production rate of $M^{+}=5 \mathrm{~kg} / \mathrm{s}$.
spacecraft receives more than $O(1)$ particles / second at altitudes $\lesssim 100 \mathrm{~km}$ for any plume source $\lesssim 75 \mathrm{~km}$ lateral distance from the spacecraft trajectory. The effective upper altitude may be extended to 130 km (Figure 4.4) due to favorable values of $\alpha, r_{c}$; however, with parameters that reduce plume size, e.g. a lower $v_{g a s}$ or flatter size distribution slope $\alpha$, the spacecraft may not attain a significant number of impacts above around 100 km . In the unlikely scenario of a small $\alpha \leq 2.5$, this altitude may be reduced. We also must consider how many impacts the instrument can record per second. For a mass spectrometer, the length between two impacts must be shorter than the time-of-flight (TOF) signal to ensure that the spectra of separate impacts do not overlap [92]. This length is approximately $10 \mu \mathrm{~s}$ for the SUrface Dust Analyzer (SUDA), which corresponds to a maximum impact rate of less than $10^{5}$ particles / second [92]. Flybys with altitudes $\geq 5 \mathrm{~km}$ have impact rates less than $10^{5}$ for all simulated parameter sets.

Consistent with surface deposition and number density results, spacecraft impact rate is also highly sensitive on the value of $\alpha$. Notice that if $\alpha=2.5-$ simulations C13, C14, C15, and C19 - the spacecraft impact rate and length of impacts are both very small regardless of other parameters. We only included $\alpha=2.5$ results for flybys with a closest approach at a plume location, as flybys that do not go directly over a plume at closest approach attain maximum impact rates less than $10^{-1}$ particles per second. Notice that in simulation pair $(\mathrm{C} 19, \mathrm{C} 20)$ an increase from $\alpha=2.5$ to $\alpha=3$ with all other parameters fixed causes an


Figure 4.4: Vertical impact rate profile for P 2 , $v_{\text {gas }}=700 \mathrm{~m} / \mathrm{s}, r_{c}=0.8 \mu \mathrm{~m}, \alpha=3.5$. Recommended upper bound on spacecraft altitudes of 100 km is shown in white, with a parameter-specific larger threshold for detection at 130 km shown in red. At altitudes $>130 \mathrm{~km}$ a spacecraft will not detect more than a few particles/second.
increase in impact rate close to two orders of magnitude. Similarly, a change in slope from $\alpha=3$ to $\alpha=3.5$ increases the maximum impact rate by at least an order of magnitude as can be seen in pairs (C4, C6), (C5, C7), and (C20, C21). Comparing this with the effects of other parameters, aggregate plume dynamics appear to be the most sensitive to changes in $\alpha$.

Next let us consider the effects of $v_{\text {gas }}$. A higher gas velocity increases the speed of ejected particles, and thus particles will travel farther from the plume. One consequence is that plumes could be detected by a spacecraft from larger distances. Simulations C22, C23, and C24 demonstrate this, with the spacecraft receiving several impacts per second for 1-2 minutes at total distances greater than 288 km from the plume when $v_{\text {gas }}=1 \mathrm{~km} / \mathrm{s}$. If we reduce $v_{\text {gas }}$ to $700 \mathrm{~m} / \mathrm{s}$, these flybys result in a maximum impact rate less than $10^{-2}$ impacts per second. An increase in $v_{g a s}$ also often allows for longer periods of spacecraft detection, as can be seen in simulation pairs (C6, C7), (C8, C9). Notice that an increase from $v_{g a s}=700 \mathrm{~m} / \mathrm{s}$ to $1 \mathrm{~km} / \mathrm{s}$ increases the length of time the spacecraft receives more than 1 impact per second by 15 and 40 seconds, respectively. At the same time if we assume a fixed mass production rate, particles traveling farther from the source due to a larger gas velocity also results in a lower number density close to the plume. Thus, for flybys that travel well within the detectable range of a plume with $v_{g a s}=700 \mathrm{~m} / \mathrm{s}$, we can expect a decrease in the impact rate if we increase gas velocity to $v_{g a s}=1 \mathrm{~km} / \mathrm{s}$. This is best seen in (C6, C7), wherein the maximum impact rate drops by about $33 \%$ with an increase in gas velocity.


Figure 4.5: Lowest altitudes at which simulations indicate zero impacts with particles of size $\geq S$, for all given parameter sets considered.

The effects of a change in $r_{c}$ on impact rate are primarily seen in flybys that do not pass directly over a plume at their closest approach. Since a change in $r_{c}$ affects the average particle ejection velocity, a corresponding change in impact rate is best seen at distances where a shift in particle velocities manifests in a different particle density. Simulation sets C1-C3, C10-C12, and C25-C27 each demonstrate the effect of $r_{c}$ between 300 and 800 nm , with the impact rate increasing by a factor of $1.5-3$ with increasing $r_{c}$. For a set of flybys over a plume at closest approach, observe that the impact rate in simulations C13-C15 is almost identical for all $r_{c}$. In general, a higher $r_{c}$ can increase the spacecraft impact rate by some factor, but this factor is less significant than the change in impact rate due to a change in $\alpha$ or $v_{g a s}$. It should also be noted that at very low elevations, $\lesssim 10 \mathrm{~km}$, a small $r_{c}$ can actually increase the impact rate because particles will be launched at lower velocities, leading to an increase in particle number density at low altitudes.

Spacecraft safety for a given particle impact depends on the particle size, impact speed, spacecraft orientation and spacecraft architecture. In regards to spacecraft safety, we establish the minimum altitudes at which we expect zero impacts with particles of size $\geq S$, for all given parameter sets considered in this paper. Results are shown in Figure 4.5. Note that because we sampled initial particle speeds and angles from probability distributions, zero expected impacts of size greater than $S$ does not guarantee that the spacecraft does not encounter a particle of size greater than $S$, but means that such an encounter is highly unlikely. Based on Figure 4.5, we expect that recommended altitudes $5-100 \mathrm{~km}$ should be safe for plume traversals, but we leave a full hazard analysis to spacecraft engineers.

We also show two sample impact rate profiles for a plume traversal where the closest approach of the spacecraft is directly above a plume, one at the closest approach of planned Clipper flyby E26 (April $18,2030)$ with a minimum altitude of 52 km above the surface, and one at the closest approach of Clipper flyby E35 (March 26, 2031) with minimum altitude 27 km . Figure 4.6 shows the impact rate for each of these simulations over a one minute timespan surrounding the closest approach. The low-altitude E35 flyby has a more intense impact rate, on the order of $10^{4}$ particles per second at it's peak, but still beneath the approximate upper bound on impact rates that SUDA can detect of $10^{5}$ particles per second [92]. Although unclear in the images due to differing scales, the E35 flyby also receives at least several impacts per second for a longer period of time than the higher altitude E26 flyby. This is consistent with expectations as it spends more time at recommended altitudes less than 100 km .


Figure 4.6: Number density and impact rate for plume traversals with a plume located at the closest approach, and plume parameters $v_{g a s}=700 \mathrm{~m} / \mathrm{s}$ and $r_{c}=0.8 \mu \mathrm{~m}$.

### 4.3.1 Large particles

Finally, how many particles will be collected of a given size is also of interest for planning flyby altitudes, particularly for larger particles and low-altitude flybys. This will answer the question, "if we want to collect particles of size, for example, $>20 \mu \mathrm{~m}$, at what altitude must the spacecraft traverse a plume?" Larger particles are of particular interest in seeking organic material. Results of this section were used in the development of the Sylph free-flyer proposal, a small detachable dust detector that would eject from the spacecraft to perform a single, very low-altitude traversal of a plume on Europa to collect large plume
particles [84].
Figure 4.7 and Table 4.4 show the total number of particles greater than or equal to a given size collected in a given flyby, for various flyby altitudes, particle sizes, and parameter choices. We assume 5 $\mathrm{kg} / \mathrm{s}$ ejection rate, sensitive area (SA) of $4 \mathrm{~cm}^{2}$ in Figure 4.7 and $1 \mathrm{~m}^{2}$ in Table 4.4, and that the flyby travels directly over the plume source at closest approach. For different sensitive areas, results must be scaled accordingly. Recall low-altitude Enceladus flybys encountered significantly more large particles than the model predicts (Chapter 3). However, here values of $r_{c}$ are used that more favorable for large particles compared with the weights computed in Schmidt et al. [151] and used in our Enceladus simulations. Thus, results in Table 4.4 and Figure 4.7 likely average out to be representative of particle collection on Europa.


Figure 4.7: Total particles collected as a function of particle size for flyby altitudes $1,2,5,10$ and 20 km . Results shown for two different critical radii, $r_{c} \in\{0.3,0.8\}$, two size distribution slopes $\alpha \in\{2.5,3.5\}$, and a gas velocity of $700 \mathrm{~m} / \mathrm{s}$.

### 4.4 Conclusions

We find that putative plumes on Europa will differ from the Enceladus plume in a number of ways, bearing consequences for the scientific study and prospects for discovery. The necessarily smaller size of Europa plumes provide only a short time window for detection with an in situ dust instrument. Additionally, because of Europa's comparatively larger size, a single flyby can only test for plume activity over a small fraction of Europa's surface.

Identifying sites of resurfacing due to plume activity will help resolve currently poorly known parameters of the plume models, by constraining the size of the resurfaced area as well as the gradient at which the rate of resurfacing decays away from the source location. There is no current physical evidence suggesting plume activity will occur (or not occur) in specific regions of Europa. Evidence suggests that Europa plumes are of a sporadic nature, in which case detecting plume activity requires strategically planned spacecraft flybys that optimize the probability of capturing active plumes. Our simulations indicate that flybys maintaining a spacecraft altitude of $5-100 \mathrm{~km}$ are optimal in detecting plumes within 75 km lateral distance of the spacecraft trajectory. Note that it is likely for a spacecraft to detect plumes at greater horizontal and vertical distances, but we present these numbers as an estimated lower bound. Multiple flybys can be strategically planned as non-overlapping, 150 km wide search-stripes to cover a given region of Europa's surface. However, to collect large particles greater than a few $\mu \mathrm{m}$ in radius, the spacecraft may have to fly at 5 km or lower.
Table 4.3: Flyby simulation results referenced by C\#, for a given configuration. The spacecraft's closest approach to the surface of Europa and plume source are notated $\mathrm{C} / \mathrm{A}$ Surf. and $\mathrm{C} / \mathrm{A} \mathrm{Pl}$., respectively. We define $\mathrm{C} / \mathrm{A} \mathrm{Pl}$. as the minimal distance between the spacecraft trajectory and plume source location on the surface of Europa. Note that if the spacecraft closest approach is directly over a plume location, then C/A Surf = C/A Pl. "Max. Imp." refers to the maximum impact rate a spacecraft experiences, and Len. Imp. refers to the approximate length of time in which the spacecraft

| Sim \# | Plume | Flyby | C/A Surf. (km) | C/A Pl. (km) | $v_{\text {gas }}(\mathrm{km} / \mathrm{s})$ | $r_{c}(\mu \mathrm{~m})$ | $\alpha$ | Max. Imp. (part/s) | Len. Imp. (s) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| C1 | P1 | E9 | 26.7 | 161.9 | 0.7 | 0.3 | 3.5 | 3.7 | 40 |
| C2 | P1 | E9 | 26.7 | 161.9 | 0.7 | 0.55 | 3.5 | 6.4 | 95 |
| C3 | P1 | E9 | 26.7 | 161.9 | 0.7 | 0.8 | 3.5 | 7.4 | 120 |
| C4 | P1 | E26 | 52.2 | 99.6 | 0.7 | 0.55 | 3 | 1.2 | 5 |
| C5 | P1 | E26 | 52.2 | 99.6 | 1 | 0.55 | 3 | 1.0 | 1 |
| C6 | P1 | E26 | 52.2 | 99.6 | 0.7 | 0.55 | 3.5 | 21.8 | 105 |
| C7 | P1 | E26 | 52.2 | 99.6 | 1 | 0.55 | 3.5 | 14.1 | 130 |
| C8 | P2 | E25 | 53.1 | 220.2 | 0.7 | 0.8 | 3.5 | 3.9 | 70 |
| C9 | P2 | E25 | 53.1 | 220.2 | 1 | 0.8 | 3.5 | 4.2 | 110 |
| C10 | P2 | E27 | 52.5 | 152.7 | 0.7 | 0.3 | 3.5 | 22.4 | 60 |
| C11 | P2 | E27 | 52.5 | 152.7 | 0.7 | 0.55 | 3.5 | 51.4 | 80 |
| C12 | P2 | E27 | 52.5 | 152.7 | 0.7 | 0.8 | 3.5 | 67.5 | 95 |
| C13 | P3 | E26 | 52.2 | 52.2 | 1 | 0.3 | 2.5 | 1.9 | 10 |
| C14 | P3 | E26 | 52.2 | 52.2 | 1 | 0.55 | 2.5 | 2.0 | 12 |
| C15 | P3 | E26 | 52.2 | 52.2 | 1 | 0.8 | 2.5 | 2.0 | 12 |
| C16 | P3 | E26 | 52.2 | 52.2 | 1 | 0.3 | 3 | 43.1 | 40 |
| C17 | P3 | E26 | 52.2 | 52.2 | 1 | 0.55 | 3 | 46.2 | 35 |
| C18 | P3 | E26 | 52.2 | 52.2 | 1 | 0.8 | 3 | 42.0 | 30 |
| C19 | P4 | E35 | 27.3 | 27.3 | 0.7 | 0.55 | 2.5 | 14.2 | 10 |
| C20 | P4 | E35 | 27.3 | 27.3 | 0.7 | 0.55 | 3 | 1002 | 60 |
| C21 | P4 | E35 | 27.3 | 27.3 | 0.7 | 0.55 | 3.5 | 20462 | 75 |
| C22 | P4 | E37 | 52.8 | 288.5 | 1 | 0.3 | 3.5 | 3 | 80 |
| C23 | P4 | E37 | 52.8 | 288.5 | 1 | 0.55 | 3.5 | 5 | 130 |
| C24 | P4 | E37 | 52.8 | 288.5 | 1 | 0.8 | 3.5 | 4.5 | 170 |
| C25 | P4 | E41 | 52.0 | 179.6 | 0.7 | 0.3 | 3.5 | 45.6 | 25 |
| C26 | P4 | E41 | 52.0 | 179.6 | 0.7 | 0.55 | 3.5 | 51.1 | 50 |
| C27 | P4 | E41 | 52.0 | 179.6 | 0.7 | 0.8 | 3.5 | 69.3 | 70 |

Table 4.4: Total particles collected from putative Europa plume by spacecraft with SA $1 \mathrm{~m}^{2}$.

|  |  | $\alpha=2.5$ |  |  |  |  | $\alpha=3.5$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Size $\geq(\mu \mathrm{m})$ | 1 km flyby | 2 km flyby | 5 km flyby | 25 km flyby | Size $\geq(\mu \mathrm{m})$ | 1 km flyby | 2 km flyby | 5 km flyby | 25 km flyby |
| - |  |  | 22321.750 | 18152.434 | 6188.656 | 158.24 | 5 | 978708.25 | 842033.83 | 313874.69 | 7781.037 |
|  | E | 10 | 7779.239 | 5353.4054 | 1288.521 | 16.100 | 10 | 195057.41 | 136452.17 | 34871.92 | 398.222 |
|  | $\cdots$ | 20 | 1290.9650 | 515.357 | 36.865 | 0.055 | 20 | 18851.283 | 7876.6487 | 583.925 | 0.595 |
|  | ॥ | 30 | 269.994 | 66.145 | 2.049 | 0 | 30 | 2662.361 | 669.006 | 20.823 | 0 |
|  | ${ }^{\circ}$ | 40 | 61.782 | 11.769 | 0.368 | 0 | 40 | 453.147 | 89.882 | 2.895 | 0 |
|  | $\stackrel{\circ}{2}$ | 50 | 16.138 | 1.657 | 0 | 0 | 50 | 94.593 | 9.895 | 0 | 0 |
|  |  | 5 | 21274.206 | 17861.403 | 7443.215 | 428.24823 | 5 | 855635.42 | 766593.81 | 350988.16 | 20576.824 |
|  | ह | 10 | 8250.662 | 6264.991 | 2073.289 | 69.979 | 10 | 188899.48 | 150718.92 | 53150.456 | 1743.753 |
|  | $\stackrel{\square}{=}$ | 20 | 2158.848 | 1118.640 | 210.435 | 1.822 | 20 | 29245.585 | 16134.08 | 3243.58 | 21.718 |
|  | 11 | 30 | 675.785 | 249.480 | 24.197 | 0 | 30 | 6269.885 | 2399.06 | 249.407 | 0 |
|  | g | 40 | 237.0151 | 72.228 | 2.973 | 0 | 40 | 1665.29 | 525.899 | 22.852 | 0 |
|  |  | 50 | 87.091 | 20.248 | 0.331 | 0 | 50 | 491.961 | 117.798 | 2.058 | 0 |
|  |  | 5 | 20748.762 | 16251.031 | 4392.777 | 8.572 | 5 | 971977.91 | 805281.71 | 233783.40 | 342.573 |
|  | 回 | 10 | 6350.766 | 3733.851 | 668.505 | 2.981 | 10 | 170036.88 | 98558.419 | 18852.375 | 60.809 |
|  | $\cdots$ | 20 | 606.655 | 155.512 | 4.49 | 0 | 20 | 9398.235 | 2480.263 | 73.002 | 0 |
|  | ॥ | 30 | 64.309 | 6.735 | 0 | 0 | 30 | 668.647 | 70.441 | 0 | 0 |
|  | ${ }_{8}$ | 40 | 6.283 | 0.554 | 0 | 0 | 40 | 48.678 | 4.362 | 0 | 0 |
|  | $\stackrel{9}{8}$ | 50 | 0.476 | 0 | 0 | 0 | 50 | 2.956 | 0 | 0 | 0 |
|  |  | 5 | 22047.819 | 17972.952 | 6327.794 | 192.376 | 5 | 963488.58 | 830700.03 | 316690.48 | 9490.275 |
|  | ह | 10 | 7747.029 | 5376.149 | 1399.608 | 17.991 | 10 | 194015.67 | 137076.63 | 37786.006 | 441.818 |
|  | $\underset{\sim}{-}$ | 20 | 1307.485 | 525.861 | 36.508 | 0.291 | 20 | 19151.114 | 7967.296 | 568.973 | 3.110 |
|  | 11 | 30 | 268.723 | 77.223 | 1.727 | 0 | 30 | 2666.403 | 784.21 | 17.987 | 0 |
|  | 发 | 40 | 57.781 | 11.695 | 0 | 0 | 40 | 426.123 | 86.16 | 0 | 0 |
|  |  | 50 | 14.604 | 3.0113 | 0 | 0 | 50 | 86.745 | 17.905 | 0 | 0 |
| $\begin{gathered} i \\ \infty \\ \infty \\ 0 \\ 0 \\ 0 \\ 0 \end{gathered}$ |  | 5 | 12047.771 | 9530.172 | 1266.59 | 0.206 | 5 | 621106.30 | 518569.88 | 72849.089 | 10.647 |
|  | E | 10 | 2520.479 | 1155.664 | 37.671 | 0 | 10 | 72724.763 | 28757.695 | 1080.962 | 0 |
|  | $\stackrel{\text { N }}{ }$ | 20 | 45.273 | 2.596 | 0 |  | 20 | 730.707 | 42.215 | 0 |  |
|  | ॥ | 30 | 0.788 | 0 | 0 | 0 | 30 | 8.439 | 0 | 0 | 0 |
|  | g | 40 | 0 | 0 | 0 | 0 | 40 | 0 | 0 | 0 | 0 |
|  | $\stackrel{\text { g }}{ }$ | 50 | 0 | 0 | 0 | 0 | 50 | 0 | 0 | 0 | 0 |
|  |  | 5 | 17917.699 | 14480.247 | 3610.997 | 19.256 | 5 | 873801.2 | 740570.04 | 174993.37 | 985.785 |
|  | है | 10 | 4849.365 | 2849.352 | 405.027 | 0.341 | 10 | 134226.79 | 77097.987 | 9395.673 | 8.582 |
|  | $\cdots$ | 20 | 277.276 | 61.761 | 0 | 0 | 20 | 4374.731 | 990.0 | 0 | 0 |
|  | II | 30 | 18.62 | 2.074 | 0 |  | 30 | 194.582 | 22.225 | 0 | 0 |
|  | g | 40 | 1.412 | 0 | 0 | 0 | 40 | 10.656 | 0 | 0 | 0 |
|  | 2 | 50 | 0.277 | 0 | 0 | 0 | 50 | 1.722 | 0 | 0 | 0 |

PART II: Broadening the applicability of algebraic multigrid

## Chapter 5

## Algebraic multigrid

### 5.1 Iterative methods and algebraic multigrid

Linear systems $A \mathbf{x}=\mathbf{b}$ and their solution are ubiquitous in scientific computing and often a computationally intensive task. In many cases, the matrix $A$ is "sparse," meaning that the total number of nonzeros in the matrix is $O(n)$. For example, $A$ may be a $10^{10} \times 10^{10}$ matrix, but only have 10 nonzero elements per row. Such matrices are particularly common when considering the discretization of partial differential equations (PDEs), which will be the focus of this work. Explicitly inverting the matrix $A \in \mathbb{R}^{n \times n}$ through, for example, a singular value decomposition (SVD) has a computational complexity of $O\left(n^{3}\right)$, meaning that it takes on the order of $n^{3}$ floating-point operations (FLOPs) to invert $A$ using the SVD. Problems of interest in high-performance simulation codes often lead to $n$ on the order of at least billions, making a direct inversion intractable for current computing power. This has spawned a large field of methods to solve $A \mathbf{x}=\mathbf{b}$ in an iterative manner, improving an approximate solution each iteration until a desired accuracy is achieved. Krylov-type iterative methods are often guaranteed to converge in $n$ iterations and, if each iteration costs $O(n)$ (which it does in the case of a sparse matrix), the total cost is bounded by $O\left(n^{2}\right)$. However, even this is too expensive for many applications requiring high-resolution simulations. Thus, there is a need in scientific computing for "fast" solvers that are linear or near-linear in complexity, that is, the cost of solving $A \mathbf{x}=\mathbf{b}$ is $O(n)$ or $O(n \log n)$. Successful fast solvers have been developed for certain classes of problems, but there remain important problems that lack an efficient and fast solver.

Algebraic multigrid (AMG) is among the fastest class of algorithms for solving sparse linear systems
that result from the discretization of partial differential equations (PDEs) of elliptic type [15]. When applicable, AMG converges in linear complexity with the number of degrees-of-freedom (DOFs), and scales in parallel like $O\left(\log _{2}(P)\right)$, up to hundreds of thousands of processors, $P$ [9]. Originally, AMG was designed for symmetric positive definite (SPD) linear systems, and performs best when applied to the discretization of elliptic PDEs, or the spatial discretization of a parabolic PDE in time. Although this constitutes a large class of problems that arise in scientific simulations, many problems of interest remain that are difficult to solve for AMG, or any other fast solver. Problems with strongly anisotropic components, and problems arising in particle transport, advective flow calculations, and strongly varying material properties, among others, challenge the standard approaches to AMG, thus highlighting the need for more robust methods.

There have been a number of efforts in recent years to improve the convergence and scope of applicability of AMG. Adaptive methods focus on improving the multigrid hierarchy through trial cycles in the setup phase $[16,26,26,27,39]$. Other methods focus on modified or improved strength measures when forming coarse grids $[14,17,19,21,23,39,102,125,128]$. Furthermore, generalizing interpolation through energy minimization [130] and other methods [34, 43, 63, 184] is used to improve the accuracy of interpolation between grid levels. Nevertheless, many problems remain difficult for AMG to solve, while many "robust" AMG methods suffer from high computational cost. Because of this, solutions to such problems are generally obtained through Krylov methods or direct solves, each of which are computationally expensive, limiting the resolution and accuracy at which simulations can be run.

Algebraic multigrid applied to the linear system $A \mathbf{x}=\mathbf{b}, A \in \mathbb{R}^{n \times n}$, consists of two processes: relaxation and coarse-grid correction, typically designed to be complementary in the sense that they reduce error associated with different parts of the spectrum. Relaxation takes the form

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{x}_{k}+M^{-1}\left(\mathbf{b}-A \mathbf{x}_{k}\right) \tag{5.1}
\end{equation*}
$$

where $M^{-1}$ is some approximation to $A^{-1}$ such that the action of $M^{-1}$ can be easily computed. For example, $M$ may be the diagonal of $A$ (Jacobi) or the upper- or lower-triangular block of $A$ (Gauss-Seidel). Error associated with large eigenvalues of $A$, generally corresponding to geometrically high-frequency error that cannot be well-represented on a coarse grid, is targeted through relaxation. Coarse-grid correction is then
built to reduce error not reduced by relaxation, typically algebraically smooth error, that is, modes associated with small eigenvalues. Coarse-grid correction takes the form

$$
\begin{equation*}
\mathbf{x}_{k+1}=\mathbf{x}_{k}+P(R A P)^{-1} R\left(\mathbf{b}-A \mathbf{x}_{k}\right) \tag{5.2}
\end{equation*}
$$

where $P \in \mathbb{R}^{n \times n_{c}}$ and $R \in \mathbb{R}^{n_{c} \times n}$ are interpolation and restriction operators, respectively, between $\mathbb{R}^{n}$ and the next coarser grid in the AMG hierarchy, $\mathbb{R}^{n_{c}}$. Here, $P(R A P)^{-1} R$ acts as an approximate inverse to $A$ (like $M^{-1}$ in relaxation) by projecting the problem to a smaller space, $R A P \in \mathbb{R}^{n_{c} \times n_{c}}$, solving the system there, and interpolating the result back to the initial space. If the coarse-grid operator is still too large to explicitly invert, then AMG is called recursively on the coarse-grid operator.

A two-level $V(1,1)$-cycle is given by combining coarse-grid correction in (5.2) with pre- and postrelaxation steps as in (5.1), resulting in a two-grid error propagation operator of the form

$$
\begin{equation*}
E_{T G}=\left(I-M^{-1} A\right)\left(I-P(R A P)^{-1} R A\right)\left(I-M^{-T} A\right) \tag{5.3}
\end{equation*}
$$

The goal in building an AMG solver is typically to bound $\left\|E_{T G}\right\| \ll 1$ in some norm, such that AMG iterations are guaranteed to converge quickly. In contrast to geometric multigrid (GMG), which typically uses simple interpolation routines and focuses on more robust relaxation methods, the focus in AMG is on building effective interpolation and restriction operators. AMG convergence theory is meant to bound error propagation with some constraints on $P$ and $R$ that guide how to construct them for a robust solver.

For a given matrix, $A$, the next "coarser" matrix in the hierarchy is generally defined in one of two different ways: using a CF-splitting of points or an aggregation of points. In aggregation-style multigrid, a measure of the strength-of-connection (SOC) between nodes is used to form "aggregates," which are disjoint sets of strongly connected nodes, where each aggregate represents one node on the coarse grid; transfer operators are then formed based on aggregates and typically some "smoothing" process over columns of $P$ $[88,115,125,177,178]$. A CF-splitting splits the set of all DOFs of matrix $A$ into a coarse set of C-points and a fine set of F-points, with C-points corresponding to DOFs on the coarse grid. Transfer operators are then defined using the CF-splitting, where values at C-points are restricted and interpolated by injection (that is, by value) $[15,111,145]$ and values at F-points use a linear combination of connected neighboring points. Let $n_{f}$ denote the number of F-points and $n_{c}$ the number of C-points, and, for example, let $A_{f f}$
denote the block of F-to-F connections in $A$. Then, operators $A, P$, and $R$ can be written in the following block forms:

$$
A=\left(\begin{array}{cc}
A_{f f} & A_{f c}  \tag{5.4}\\
A_{c f} & A_{c c}
\end{array}\right), \quad P=\binom{W}{I}, \quad R=\left(\begin{array}{ll}
Z & I
\end{array}\right),
$$

where $W \in \mathbb{R}^{n_{f} \times n_{c}}$ interpolates to F-points on the fine grid via linear combinations of coarse-grid DOFs, and $Z \in \mathbb{R}^{n_{c} \times n_{f}}$ restricts F-point residuals to the coarse grid. Note that (5.4) implicitly assumes the same CF-splitting for $R$ and $P$, although the sparsity patterns for nonzero elements of $Z^{T}$ and $W$ may be different. For notation, define the coarse-grid operator and projection onto $\mathcal{R}(P)$, respectively, as

$$
\begin{align*}
\mathcal{K}: & =R A P \\
& =Z A_{f f} W+A_{c f} W+Z A_{f c}+A_{c c}  \tag{5.5}\\
\pi_{A} & :=P(R A P)^{-1} R A .
\end{align*}
$$

Here, $\mathcal{K}$ is used to denote the coarse-grid operator instead of the traditional notation, $A_{c}$, to avoid confusion with subscripts denoting C-points.

The remainder of numerical methods studied in this work will use a CF-splitting, with operators of the form shown in (5.4) and (5.5).

### 5.2 AMG: The SPD case

Let $A \in \mathbb{R}^{n \times n}$ be SPD, $\|\cdot\|$ and $\|\cdot\|_{A}$ represent the $l^{2}$ - and $A$-norms, respectively, and $P: \mathbb{R}^{n_{c}} \rightarrow$ $\mathbb{R}^{n}$ be an interpolation operator defining a coarse space of size $n_{c}$. For SPD matrices, $\|\mathbf{x}\|_{A}^{2}:=\langle A \mathbf{x}, \mathbf{x}\rangle$ defines the so-called energy norm or $A$-norm, which is used to measure the convergence of AMG and other iterative methods. In this case, defining restriction $R:=P^{T}$ ensures that coarse-grid correction is an $A$ orthogonal projection. Orthogonality ensures that error in the $A$-norm cannot be increased through coarsegrid correction. A non-orthogonal coarse-grid correction is one of the primary difficulties with nonsymmetric AMG, and for SPD problems there is rarely good reason to choose $R \neq P^{T}$.

Let $E_{\mathrm{TG}}$ and $E_{\mathrm{MG}}$ denote the two-grid and multigrid error-propagation operators, respectively. Then the goal of AMG convergence theory is to develop bounds on $E_{\mathrm{TG}}$ and $E_{\mathrm{MG}}$ in the $A$-norm. For two-grid
convergence, the weak approximation property (WAP) provides necessary and sufficient conditions, as well as a tight bound on $\left\|E_{\mathrm{TG}}\right\|_{A}[57,180]$ :

Theorem 1 (Weak approximation property). Let $A$ be $S P D, \widetilde{M}=M^{T}\left(M+M^{T}-A\right)^{-1} M$ for some relaxation scheme $M$, and $P$ the interpolation operator for a two-grid method. Suppose for any $\mathbf{v} \neq 0$, there exists a $\mathbf{v}_{c}$ such that

$$
\begin{equation*}
\frac{\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|_{\widetilde{M}}^{2}}{\|\mathbf{v}\|_{A}^{2}} \leq K \tag{5.6}
\end{equation*}
$$

Then the two-grid method converges uniformly, and $\left\|E_{T G}\right\|_{A} \leq 1-\frac{1}{K}$. Furthermore, the best (minimal) constant $K$ over all $P$ is given by

$$
\begin{equation*}
K_{T G}=\max _{\mathbf{v}} \frac{\left\|\left(I-\pi_{\widetilde{M}}\right) \mathbf{v}\right\|_{\widetilde{M}}^{2}}{\|\mathbf{v}\|_{A}^{2}} \tag{5.7}
\end{equation*}
$$

in which case $\left\|E_{T G}\right\|_{A}=1-\frac{1}{K_{T G}}$.

Here $\widetilde{M}$ is the so-called "symmetrized smoother" and is primarily a theoretical tool to ensure an $A$ symmetric error-propagation operator [57, 180]. Equation (5.7) gives a sharp bound on two-grid convergence, but can be generalized to any SPD matrix $X$ spectrally equivalent to $\widetilde{M}, X \sim_{s} \widetilde{M}$, that is:

$$
\begin{equation*}
0 \leq c_{1} \mathbf{v}^{T} X \mathbf{v} \leq \mathbf{v}^{T} \widetilde{M} \mathbf{v} \leq c_{2} \mathbf{v}^{T} X \mathbf{v} \tag{5.8}
\end{equation*}
$$

for all $\mathbf{v}$ and $0<c_{1} \leq c_{2}$. Denote $\pi_{X}:=P\left(P^{T} X P\right)^{-1} P^{T} X$ the $X$-orthogonal projection onto $\operatorname{Im}(P)$. Then,

$$
\begin{equation*}
c_{1} \max _{\mathbf{v} \neq 0} \frac{\left\|\left(I-\pi_{X}\right) \mathbf{v}\right\|_{X}^{2}}{\|\mathbf{v}\|_{A}^{2}} \leq c_{1} \max _{\mathbf{v} \neq 0} \frac{\left\|\left(I-\pi_{\widetilde{M}}\right) \mathbf{v}\right\|_{X}^{2}}{\|\mathbf{v}\|_{A}^{2}} \leq K_{T G} \leq \max _{\mathbf{v} \neq 0} \frac{\left\|\left(I-\pi_{X}\right) \mathbf{v}\right\|_{\widetilde{M}}^{2}}{\|\mathbf{v}\|_{A}^{2}} \leq c_{2} \max _{\mathbf{v} \neq 0} \frac{\left\|\left(I-\pi_{X}\right) \mathbf{v}\right\|_{X}^{2}}{\|\mathbf{v}\|_{A}^{2}} . \tag{5.9}
\end{equation*}
$$

In the case of $X=I$, (5.9) simplifies to considering interpolation error in the $l^{2}$-norm [189]:

$$
\lambda_{\min }(\widetilde{M}) \max _{\mathbf{v} \neq 0} \frac{\left\|\left(I-Q_{P}\right) \mathbf{v}\right\|^{2}}{\|\mathbf{v}\|_{A}^{2}} \leq K_{T G} \leq \lambda_{\max }(\widetilde{M}) \max _{\mathbf{v} \neq 0} \frac{\left\|\left(I-Q_{P}\right) \mathbf{v}\right\|^{2}}{\|\mathbf{v}\|_{A}^{2}}
$$

motivating the often-used simpler form of the WAP: there exists $K \in \mathbb{R}$ such that for any vector $\mathbf{v} \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\min _{\mathbf{w}_{c} \in \mathbb{R}^{n_{c}}}\left\|\mathbf{v}-P \mathbf{w}_{c}\right\|^{2} \leq \frac{K}{\|A\|}\|\mathbf{v}\|_{A}^{2} \tag{5.10}
\end{equation*}
$$

The necessarily complementary role of relaxation and coarse-grid correction in AMG is accounted for in the WAP by requiring interpolation accuracy with respect to $\widetilde{M}$, that is, the coarse-grid correction must account
for low-eigenvalue modes of $\widetilde{M}$, which are not effectively reduced through relaxation with $\widetilde{M}$. Equation (5.10) is equivalent to Theorem 1 with Richardson relaxation.

The strong approximation property (SAP) establishes multilevel convergence with a stronger condition than the WAP: there exists $K \in \mathbb{R}$ such that for any vector $\mathbf{v} \in \mathbb{R}^{n}$,

$$
\begin{equation*}
\min _{\mathbf{w}_{c} \in \mathbb{R}^{n_{c}}}\left\|\mathbf{v}-P \mathbf{w}_{c}\right\|_{A}^{2} \leq \frac{K}{\|A\|}\|A \mathbf{v}\|^{2} \tag{5.11}
\end{equation*}
$$

If (5.11) holds on each level of the hierarchy, then $\left\|E_{M G}\right\|_{A}=1-\frac{1}{K_{M G}}$ and $1 \leq K_{M G} \leq 1+K \frac{\|\widetilde{M}\|}{\|A\|}$, where $\widetilde{M}$ is the symmetrized relaxation scheme [180].

Since $A$ is assumed to be SPD, its eigenvectors form an $l^{2}$ - and $A$-orthonormal basis for the space $\mathbf{R}^{n}$. Thus, if the WAP and SAP hold for all eigenvectors, they hold for all vectors, and it follows that the WAP requires eigenvectors be interpolated with accuracy on the order of the corresponding eigenvalue, and the SAP requires interpolation accuracy on the order of the eigenvalue squared. This leads to an equivalence of satisfying the WAP based on $A^{2}$ and the SAP for $A$ as follows:

Lemma 1 (Lemma 5.20 [179]). Let $A \in \mathbb{R}^{n \times n}$ be $S P D$ and $P \in \mathbb{R}^{n \times n_{c}}$. Then

$$
\begin{equation*}
\min _{\mathbf{w}_{c} \in \mathbb{R}^{n_{c}}}\left\|\mathbf{v}-P \mathbf{w}_{c}\right\|^{2} \leq \frac{K^{2}}{\left\|A^{2}\right\|}\|\mathbf{v}\|_{A^{2}}^{2} \quad \text { for all } \mathbf{v} \tag{5.12}
\end{equation*}
$$

if and only if

$$
\begin{equation*}
\min _{w_{c}}\left\|\mathbf{v}-P \mathbf{w}_{c}\right\|_{A}^{2} \leq \frac{K}{\|A\|}\|A \mathbf{v}\|^{2} \quad \text { for all } \mathbf{v} \tag{5.13}
\end{equation*}
$$

The accuracy demands of the WAP and SAP with respect to eigenvalues indicates that the range of $P$ should contain eigenvectors of $A$ associated with small eigenvalues (or so-called algebraically smooth modes). In building AMG hierarchies, this is generally approached through some combination of, (i) ensuring that known low-energy modes are exactly represented in the range of $P$, and (ii) minimizing columns of $P$ in the $A$-norm so that the range of $P$ corresponds to algebraically smooth vectors. This will be explored in more detail in Chapter 6.

Now consider the case of CF-AMG (5.4). The minimizing coarse-grid vector, $\mathbf{w}_{c}$, in the WAP and the SAP is given by $\widetilde{M}$-orthogonal and $A$-orthogonal projections of the vector $\mathbf{v}$ onto the range of $P$, respectively.

In practice, such projections are generally too expensive to form explicitly; thus, computable measures are also of interest. One option consistent with classical AMG is to let $\mathbf{w}_{c}=\mathbf{v}_{c}$, that is, assume that the best preimage of $\mathbf{v}$ under $P$ is the restriction of $\mathbf{v}$ to C-points, $\mathbf{v}_{c}$. This provides a bound on the $\left(\ell^{2}-\right)$ WAP, as $\min _{\mathbf{w}_{c} \in \mathbb{R}^{n_{c}}}\left\|\mathbf{v}-P \mathbf{w}_{c}\right\|^{2} \leq\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|^{2}$ for all $\mathbf{v}$, and thus

$$
\begin{equation*}
\mu(P):=\max _{\mathbf{v} \neq 0} \frac{\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|^{2}}{\|\mathbf{v}\|_{A}^{2}} \geq K_{T G} \tag{5.14}
\end{equation*}
$$

Assuming $P=\binom{W}{I}$, the optimal interpolation operator under $\mu(P)$ is given by

$$
P_{\text {ideal }}=\underset{P}{\operatorname{argmin}} \max _{\mathbf{v}} \frac{\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|^{2}}{\|\mathbf{v}\|_{A}^{2}}=\left[\begin{array}{c}
-A_{f f}^{-1} A_{f c}  \tag{5.15}\\
I
\end{array}\right]
$$

where $P_{\text {ideal }}$ is referred to as "ideal interpolation."
In addition to $P_{\text {ideal }}$ being optimal with respect to the measure $\mu(P)$ (and thus satisfying the WAP for some $K \geq K_{T G}$ ), if $A_{f f}$ is well-conditioned, then $\left\|A_{f f}^{-1}\right\|$ is bounded by a small constant, in which case $P_{\text {ideal }}$ also satisfies the SAP:

$$
\min _{\mathbf{w}_{c} \in \mathcal{V}_{c}}\left\|\mathbf{v}-P_{\text {ideal }} \mathbf{w}_{c}\right\|_{A}^{2} \leq\left\|\mathbf{v}-P_{\text {ideal }} \mathbf{v}_{c}\right\|_{A}^{2} \leq\left\|A_{f f}^{-1}\right\|\|A \mathbf{v}\|^{2} \leq \frac{K}{\|A\|}\|A \mathbf{v}\|^{2}
$$

for some $K$. While $P_{\text {ideal }}$ indicates an effective interpolation scheme, $A_{f f}^{-1} A_{f c}$ is often a dense matrix and difficult to compute. However, if $A_{f f}$ is well-conditioned, its entries decay exponentially fast away from the diagonal [20], suggesting that a sparse approximation can be formed. In general, aggregationbased AMG is motivated through energy-minimization principles over the columns of the interpolation operator $[28,35,80,88,120,178]$ with the goal of retaining the convergence properties of ideal interpolation, while limiting coarse-grid complexity. This will be explored in more detail in Chapter 6.

However, (5.14) does not provide a sharp bound on convergence, so ideal interpolation typically does not provide optimal (two-grid) convergence factors over all $P$. The optimal $P$ with respect to two-grid convergence is given in the following lemma [Lemma 1, [24]].

Lemma 2 (Optimal interpolation). Let $\widetilde{M}$ be the symmetrized relaxation scheme, and let $0<\lambda_{1} \leq \ldots \leq \lambda_{n}$ and $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$ denote the eigenvalues and eigenvectors, respectively, of the generalized eigenvalue problem

$$
A \mathbf{v}=\lambda \widetilde{M} \mathbf{v}
$$

Then, the minimal convergence rate of the two-grid method $\left\|E_{T G}(P)\right\|_{A}$, over all $P$ with $\operatorname{dim}(P)=n_{c}$, is given by

$$
\left\|E_{T G}\left(P_{\mathrm{opt}}\right)\right\|_{A}^{2}=1-\lambda_{n_{c}+1}
$$

with corresponding optimal interpolation matrix given by

$$
P_{\mathrm{opt}}=\left(\begin{array}{lll}
\mathbf{v}_{1} & \ldots & \mathbf{v}_{n_{c}}
\end{array}\right) .
$$

Although results in [24] suggest that at times a sparse approximation to $P_{\text {opt }}$ may be feasible, it is certainly more difficult to develop a cheap, sparse approximation to $P_{\mathrm{opt}}$ compared with $P_{\text {ideal }}$. That being said, Lemma 2 does corroborate the general AMG approach of including eigenvectors of $A$ (actually $\widetilde{M}^{-1} A$ ) associated with small eigenvalues in the $\operatorname{Im}(P)$. In fact, it follows from Lemma 2 that if the first $n_{c}+1$ eigenvalues of $A \mathbf{v}=\lambda \widetilde{M} \mathbf{v}$ are all approximately zero, AMG cannot achieve strong convergence factors. This highlights the importance of the distribution of eigenvalues on the performance of AMG.

### 5.3 AMG: The nonsymmetric case

A variety of AMG methods have been proposed to generalize the AMG framework to nonsymmetric matrices as well. Perhaps the original idea, and still a common approach, is to treat a nonsymmetric matrix as if it were symmetric, where restriction, $R$, is given by the transpose of interpolation, $P: R:=P^{T}[145]$. In some circumstances, this is an effective choice, but when and why this is effective is a question that relies largely on experience. Such an approach is the extent of published research on classical AMG pointwise interpolation formulae $[111,145]$ for nonsymmetric problems.

In contrast, a number of works suggest that restriction should be built based on $A^{T}$, or the columnspace of $A$, and interpolation should be based on $A$, or the row-space of $A$ (for example, [27, 147]). For classical pointwise interpolation formulae, this is not immediately applicable because they are based on an appropriate strength-of-connection measure and splitting of nodes into C-points and F-points (CF-splitting). Using a different pointwise interpolation formula for $P$ and $R$ based on $A$ and $A^{T}$ would theoretically require an independent CF-splitting for each, introducing additional difficulties such as non-square coarsegrid operators. Of course, one could assume a fixed CF-splitting and use formulae for $P$ and $R$ based on $A$
and $A^{T}$, respectively, but simple tests indicate that this is not effective for nonsymmetric problems, and it is better to let $R:=P^{T}$. Aggregation-based AMG is more applicable to using information from $A$ and $A^{T}$, leading to several variations in classical smoothed aggregation (SA) for nonsymmetric problems [27, 65, 147]. There have also been recent solvers developed that use a mix of CF-splitting and aggregation-concepts and are applicable to nonsymmetric problems, typically using some form of constrained minimization on $P$ and $R$ to approximate the so-called "ideal" operators ([104, 108, 130, 184], Chapter 6). Although some results on this front have been encouraging, a robust AMG solver for nonsymmetric linear systems remains an open problem.

Part of the reason that nonsymmetric solvers are less robust than their SPD counterparts is that little is known about convergence theory of AMG in the nonsymmetric setting, thus limiting theoretical motivation to develop new methods. Strong theoretical results on convergence of iterative methods for non-SPD matrices are difficult to establish and few and far between in the literature. Multigrid traditionally measures convergence in the matrix-induced energy norm, $\|\mathbf{x}\|_{A}^{2}=\langle A \mathbf{x}, \mathbf{x}\rangle$, which is not a valid norm in the non-SPD setting. An asymptotic bound on error propagation can be found by considering the spectral radius of error propagation [104, 109, 124], but asymptotic bounds are not always indicative of practical performance, and even spectral analyses can be difficult because many tools of linear algebra are not applicable; for example, the eigenvectors do not necessarily form a basis for the space and so error cannot be expanded in terms of eigenvectors. A relatively self-contained framework for nonsymmetric matrices with positive real part, $\left(A+A^{T}\right)>0$, was proposed in [104], proving two-grid convergence of classical-style AMG (that is, interpolating and restricting C-points by value) in a spectral sense as well as in an appropriately derived (albeit difficult to compute) norm. The resulting theory was based on approximating the action of ideal interpolation and ideal restriction on vectors, with accuracy of approximation for a given vector based on the so-called form absolute value [104]. However, because the form absolute value is infeasible to compute, the practical solver motivated in [104] reduced to a generalization of constrained energy-minimization in the nonsymmetric setting, quite similar to [184], and somewhat similar to [108, 130], as explored in Chapter 6.

A generalization of the energy norm to a $\sqrt{A^{*} A}$-norm was introduced in [27]. Stability of the coarsegrid correction, $\left\|P(R A P)^{-1} R A\right\|_{Q A}<C$, for some small constant $C>1$, and the SAP on $P$ with respect
to $\sqrt{A^{*} A}$ were shown to be sufficient conditions for two-grid convergence of nonsymmetric AMG in [27]. Consistent with traditional AMG motivation, $P$ is built to interpolate modes not accounted for by relaxation, in this case right singular vectors associated with small singular values. Given that the optimal (i.e., coarsegrid correction is orthogonal) $R$ in the $\sqrt{A^{*} A}$-norm is given by $R=P^{T} V U^{*}$, for left and right singular vectors $U$ and $V$, this suggests that the range of $R^{*}$ contain left singular vectors associated with small singular values. This approach has been used in various AMG methods based on aggregation and energy minimization $[27,108,130]$ and has demonstrated some success on nonsymmetric problems. However, the assumption of a stable coarse-grid correction is, to some extent, assuming away the difficulty of nonsymmetric AMG, and leads to no direct insight as to the role of $R$ in an effective solver. Chapter 7 generalizes the work in [27], developing a complete framework for convergence of nonsymmetric AMG in the $\sqrt{A^{*} A}$-norm. Sufficient conditions are developed on $R$ and $P$ for stability, two-grid convergence, and multilevel (albeit not V-cycle) convergence.

Finally, in the symmetric case, the WAP is known to be necessary and sufficient conditions for twogrid convergence. Although the SAP provides sufficient conditions for multilevel convergence [179, 180], it is generally believed that the SAP is not attained often in practice, even if a solver is effective in the multilevel setting. Results of this work indicate a similar situation in the nonsymmetric setting. In particular, Chapters 8 and 9 introduce a new reduction-based AMG method for nonsymmetric matrices. For matrices with triangular or block-triangular structure, two-level and multilevel error propagation operators are shown to be nilpotent, that is, the solvers are guaranteed to converge asymptotically. However, convergence is obtained for transfer operators that clearly do not satisfy the conditions for convergence developed in Chapter 7, indicating that they are likely not necessary conditions for convergence. This raises the question if necessary conditions can be developed for convergence of nonsymmetric AMG, or if conditions can be developed that do not take the traditional form of an approximation property. A new block spectral analysis of AMG error propagation is developed in Chapter 9 that provides insight into the latter.

### 5.4 Computational complexity and PyAMG

The computational kernel in the multigrid setup and solve phases is a sparse matrix-vector product (SpMV). Thus, a representative measure of the cost of an AMG solver is the number of FLOPs relative to one SpMV with the initial matrix. This measure is referred to as a work unit (WU), where one WU is the cost of computing a SpMV on the finest level. With respect to one SpMV on the finest level, the operator complexity (OC) gives the cost in WUs to perform a SpMV on each level in the hierarchy, and is denoted $\chi_{\mathrm{OC}}$. This is equivalent to the ratio of the total number of nonzeros on all levels to the number of nonzeros on the finest-level:

$$
\chi_{\mathrm{OC}}=\sum_{\ell} \frac{\left|A_{\ell}\right|}{\left|A_{0}\right|},
$$

where $|C|$ denotes the number of nonzeros in some sparse matrix $C$. Cycle complexity (CC), denoted $\chi_{\mathrm{CC}}$, then measures the total cost in WUs to perform one AMG iteration. Traditionally, CC is considered to scale with OC. For example, in the case of a $\mathrm{V}(2,2)$ cycle, $\chi_{\mathrm{CC}} \approx 4 \chi_{\mathrm{OC}}$. However, a more detailed model for CC includes the residual computation and coarse-grid correction steps. While it is not typical to account for these parts of the solve phase, they often have non-trivial contributions to the CC, especially for richer interpolation sparsity patterns considered in Chapter 6. To this end, let $A_{\ell}, P_{\ell}$, and $R_{\ell}$ be operators on the $\ell$ th level of the AMG hierarchy, and $\left|A_{\ell}\right|$ denote the number of non-zeros in matrix $A_{\ell}$. Then, the CC for a $V\left(\nu_{1}, \nu_{2}\right)$-cycle is given as:

$$
\chi_{\mathrm{CC}}=\sum_{\ell} \frac{\left(\nu_{1}+\nu_{2}+1\right)\left|A_{\ell}\right|+\left|P_{\ell}\right|+\left|R_{\ell}\right|}{\left|A_{0}\right|}
$$

In addition to the CC of an AMG method, the convergence factor is also fundamental in determining total work and/or time to solution. This leads to two additional, objective measures of AMG performance: the effective convergence factor (ECF), denoted $\rho_{\text {eff }}$, which measures the residual reduction factor for the equivalent of one WU, and the work-per-digit-of-accuracy (WPD), denoted $\chi_{\text {wpd }}$, which measures the WUs necessary to achieve an order-of-magnitude reduction in the residual. For convergence factor $\rho$ and CC,

$$
\rho_{e f f}:=\rho^{\frac{1}{\chi_{\mathrm{CC}}}}, \quad \chi_{w p d}:=-\frac{\chi_{\mathrm{CC}}}{\log _{10}(\rho)}=-\frac{1}{\log _{10}\left(\rho_{e f f}\right)}
$$

Finally, classical AMG methods often yield minimal setup costs. However, as more features are introduced, such as improved strength-of-connection methods, energy minimization, and adaptivity, these costs can become significant. Setup complexity (SC) is thus defined as the total WUs in building the AMG hierarchy.

Detailed estimates of complexity measures are often neglected in numerical results. One contribution of this work is that precise complexity measures are provided for numerical results. Coupled with the convergence factor, this information is used to assess the effectiveness of the solver. The SC estimates have been used to expose the expensive parts of the algorithm and motivated the complexity reduction techniques introduced in Section 6.3.1. Note that although the proposed complexity measures are good indicators of serial performance, they do not necessarily reflect parallel efficiency of the algorithm.

All numerical methods studied and developed here are implemented in the PyAMG library (https: //github.com/pyamg/pyamg) [11]. We have also implemented many existing AMG algorithms into PyAMG as well as a framework to track the setup and solve costs for each method. The goal is to develop a test suite of AMG solvers to (i) compare performance of different AMG methods, and (ii) determine whether there is an effective AMG method for a given linear system. Development of PyAMG remains ongoing work.

## Chapter 6

## Energy-minimization in AMG

### 6.1 The role of energy minimization

Interpolation operators in AMG methods are often constructed with the goal of minimizing some functional with a theoretical relation to convergence, such as the WAP (5.6) and the SAP (5.11). However, there are two important factors that must be considered in practice, but are generally absent from theory (i) the process used to form interpolation operators must remain linear in complexity in keeping with $O(n)$ AMG methods, and (ii) interpolation operators must remain sparse in order to construct a sparse coarse-grid matrix.

AMG is a popular solver largely because of its linear complexity in the setup and solve phase. However, this constraint can prove difficult when designing AMG methods, and makes approximating some theorems and functionals more tractable than others. Operators used in convergence theory can prove problematic in the practical setting because they cannot be easily computed, such as $\pi_{A}, P_{\text {ideal }}$, and $P_{\text {opt }}$. It is also important to note that convergence results such as the WAP and the SAP are typically required to hold for all $\mathbf{v}$, or equivalently for some orthogonal basis for the current space such as the eigenvectors for SPD matrices. Constructing interpolation or coarsening based on a full basis of vectors is generally not tractable in linear complexity, and thus there are two forms of approximation that can be used, (i) work with a candidate set of $k$ vectors, where $k \ll n$, or (ii) (approximately) work in an operator norm, which is a supremum over all vectors.

The first approach is to directly satisfy some theorem or functional based on a set of candidate vectors
of dimension $k \ll n$. This is a standard approach for satisfying the WAP or SAP. As in (5.6), the (two-grid) convergence rate is bounded by the maximum $K_{T G}$ over $\mathbf{v}$, which typically occurs for $\mathbf{v}$ associated with small eigenvalues of $A$, that is, when $\|\mathbf{v}\|_{A}$ is very small and interpolation must be most accurate. For differential operators, it is common to have a zero or near-zero row sum, making the constant a good representation of low-energy modes. Developing and using additional candidate vectors is the basis for adaptive approaches, developed for difficult linear systems beyond the scope of classical SA or AMG [16, 25, 39]. In such solvers, an adaptive process is used to develop a set of target vectors representative of low-energy modes of $A$. Interpolation is then constrained to exactly interpolate these modes, and the process repeated on coarse grids.

An alternative approach to accounting for all $\mathbf{v}$ that does not require a set of candidate vectors is to formulate a minimization of some functional over all vectors $\mathbf{v}$. Notationally, let $\widehat{R}$ define the coarse-grid. Since we are interested in AMG based on a CF-splitting here, this means $\widehat{R}$ takes the block form $\widehat{R}=(\mathbf{0}, I)$, defining the C-points as the coarse grid DOFs. Then, we can bound

$$
\begin{equation*}
K_{T G} \leq C\|P \widehat{R}\|_{A}^{2}, \tag{6.1}
\end{equation*}
$$

with a constant $C$ that depends on how effective relaxation is on $A_{f f}[55,179]$. This can be seen as an energy-stability constraint coupled with a "compatibility" measure of the fine and coarse grids. The constant $C$ depends on how well relaxation captures information on F-points, consistent with the idea of compatible relaxation [14, 19], which ensures that the relaxation scheme is able to effectively reduce error on F-points. Then, assuming a "compatible" choice of grids, interpolation must be "stable" in energy, that is, $\|P \widehat{R} \mathbf{v}\|_{A} \ll\|\mathbf{v}\|_{A} \cdot{ }^{1}$ Note that the energy-stability constraint is equivalent to the WAP; however, the differing explicit conditions make for different approaches to constructing multigrid hierarchies.

As an induced $A$-norm, $\|P \widehat{R}\|_{A}$ is a supremum over all v. However $\|P \widehat{R}\|_{A}$ can be bounded in the Frobenius norm, which gives an indirect approach to minimizing $\|P \widehat{R}\|_{A}$ independent of a set of candidate vectors. Recall by using a CF-splitting, we define the coarse grid via $\widehat{R}=(\mathbf{0}, I)$. Then,

$$
\|P \widehat{R}\|_{A}^{2}=\left\|A^{\frac{1}{2}} P \widehat{R} A^{-\frac{1}{2}}\right\|^{2} \leq\left\|A^{\frac{1}{2}} P \widehat{R} A^{-\frac{1}{2}}\right\|_{F}^{2}=\operatorname{tr}\left(P^{T} A P S_{A}\right),
$$

[^11]where $S_{A}:=\widehat{R} A^{-1} \widehat{R}^{T}=\left(A_{c c}-A_{c f} A_{f f}^{-1} A_{f c}\right)^{-1}$, is the Schur complement of $A$ in $A_{c c}$. Although an interesting equivalence, the Schur complement is difficult to form in practice. A more tractable approach can be obtained by pulling out an $A^{-\frac{1}{2}}$,
\[

$$
\begin{equation*}
\|P \widehat{R}\|_{A}^{2} \leq\left\|A^{-1}\right\|\left\|A^{\frac{1}{2}} P \widehat{R}\right\|^{2} \leq\left\|A^{-1}\right\|\left\|A^{\frac{1}{2}} P \widehat{R}\right\|_{F}^{2}=\left\|A^{-1}\right\| \operatorname{tr}\left(\widehat{R}^{T} P^{T} A P \widehat{R}\right)=\left\|A^{-1}\right\| \operatorname{tr}\left(P^{T} A P\right) \tag{6.2}
\end{equation*}
$$

\]

Minimizing $\operatorname{tr}\left(P^{T} A P\right)$ has been proposed in this form in [20], and is equivalent to minimizing columns of $P$ in the $A$-norm. This approach can be seen in smoothed aggregation (SA) [178], the general energy-minimization framework proposed in [130], and so-called root-node AMG [108, 152], which is further developed in Section 6.3.

It is worth considering the leading constant that appeared in $(6.2),\left\|A^{-1}\right\|=\frac{1}{\lambda_{\min }(A)}$, as this is likely large and could lead to a poor bound on $\|P \widehat{R}\|_{A}^{2}$. Note that the energy constraint in (6.1) can also be formulated as

$$
\begin{equation*}
\mathbf{v}^{T} \widehat{R}^{T} P^{T} A P \widehat{R} \mathbf{v} \leq \eta \mathbf{v}^{T} A \mathbf{v} \quad \Longleftrightarrow \quad \mathbf{v}_{c}^{T} \mathcal{K} \mathbf{v}_{c} \leq \eta \mathbf{v}^{T} A \mathbf{v} \tag{6.3}
\end{equation*}
$$

for all vectors $\mathbf{v}$ [Theorem 5.2, [57]]. Here, (6.3) was achieved for all v by noting that $\|P \widehat{R}\|_{A} \leq\|P \widehat{R}\|_{A}\|\mathbf{v}\|_{A}$, in which case $\eta=\|P \widehat{R}\|_{A}$. Because, we do not know if a low-energy $\mathbf{v}_{c}$ on the coarse grid corresponds to a low-energy $\mathbf{v}$, and vice-versa, the $\left\|A^{-1}\right\|$ in (6.2) accounts for the possible scenario that $\mathbf{v}$ is the smallest eigenvector of $A$ and $\mathbf{v}_{c}$ the largest eigenvector of $A_{c}$. In practice, we make the heuristic assumption that the energy of $\mathbf{v}, \mathbf{v}_{c}$ with respect to $A, A_{c}$ correlate and, thus, minimizing $\operatorname{tr}\left(P^{T} A P\right)=\sum_{i} \lambda_{i}\left(A_{c}\right)$ is an effective way to minimize $\|P \widehat{R}\|_{F}$.

Remark 1. It is worth noting that due to the possible energy distinction between $\mathbf{v}$ and $\mathbf{v}_{c}$, minimizing $\operatorname{tr}\left(A_{c}\right)$ as opposed to $\left\|A_{c}\right\|=\rho\left(A_{c}\right)$ makes sense heuristically. The trace will minimize all eigenvalues, with emphasis on large ones, which will help satisfy (6.3) for all $\mathbf{v}$. Minimizing $\rho\left(A_{c}\right)$ may not actually reduce $\eta$, particularly if the smallest eigenvector in $A$ restricts to $a \mathbf{v}_{c}$ in the middle of the spectrum.

In fact, energy minimization is directly related to approximating the ideal interpolation operator. Observe that $A P_{\text {ideal }}=\binom{0}{S_{A}}$. Given that $A P_{\text {ideal }}=0$ over F-points, this motivates minimizing columns of $P$ in the $A$-norm to approximate the action of $P_{\text {ideal }}$. The identity block over C-points along with any
constraints enforced ensures that columns of $W$ are nonzero (the solution to minimizing a general $P$ in the $A$-norm without constraints is $P=\mathbf{0}$ ). Let $B$ be a set of column-wise constraint vectors to be in the range of $P$ and $B_{c}$ given by $B$ restricted to the C-points. Then, energy minimization, coupled with a predetermined sparsity pattern and constraints $P B_{c}=B$, is exactly the conjugate gradient variant of energy minimization proposed in [130]. Lemma 3 shows the relationship between $P_{\text {ideal }}$ and energy minimization. That is, the CG variant of energy minimization used to form $P$ over a given sparsity pattern is equivalent to minimizing the difference between columns of $P$ and $P_{\text {ideal }}$ in the $A$-norm, over a given sparsity pattern.

Lemma 3. Let $A \in \mathbb{R}^{n \times n}$ be $S P D, P_{\text {ideal }} \in \mathbb{R}^{n \times n_{c}}$ be given by (5.15), and $\mathbf{e}_{\ell}$ the $\ell$ th canonical basis vector, where $\mathbf{p}_{\ell}=P \mathbf{e}_{\ell}$ is the $\ell$ th column of $P$. Denote by $\mathcal{N}^{F}$ a sparsity pattern for any matrix $W \in \mathbb{R}^{n_{f} \times n_{c}}$ where $W_{i j}=0$ if $(i, j) \notin \mathcal{N}^{F}$. Then, define the set $\mathcal{P}_{\ell}$ as the $\ell$ th column of any matrix with the structure of $P_{\text {ideal }}$, restricted to sparsity pattern $\mathcal{N}^{F}$, that is

$$
\mathcal{P}_{\ell}=\left\{P \mathbf{e}_{l}: P=\left[\begin{array}{c}
W  \tag{6.4}\\
I
\end{array}\right], \text { where } W \in \mathbb{R}^{n_{f} \times n_{c}} \text { and } W_{i j}=0 \text { if }(i, j) \notin \mathcal{N}_{i j}^{F}\right\}
$$

Then for $l=1, \ldots, n_{c}$,

$$
\begin{equation*}
\underset{\mathbf{p}_{\ell} \in \mathcal{P}_{\ell}}{\operatorname{argmin}}\left\|\mathbf{p}_{\ell}\right\|_{A}=\underset{\mathbf{p}_{\ell} \in \mathcal{P}_{\ell}}{\operatorname{argmin}}\left\|\mathbf{p}_{\ell}-P_{\text {ideal }} \mathbf{e}_{\ell}\right\|_{A} \tag{6.5}
\end{equation*}
$$

Equivalently, minimizing the columns of $P$ in the $A$-norm is equivalent to minimizing the difference between the columns of $P$ and $P_{\text {ideal }}$ in the $A$-norm.

Proof. Equivalence is established by demonstrating identical weak forms for the two minimization problems in (6.5). Consider $\mathbf{p}_{\ell} \in \mathcal{P}_{\ell}$ and define $N_{\ell}$ to be the diagonal matrix that enforces sparsity pattern $\mathcal{N}^{F}$ on the $\ell$ th column of $W, \mathbf{w}_{\ell}$. That is, $\mathbf{w}_{\ell}=W \mathbf{e}_{\ell}=N_{\ell} W \mathbf{e}_{\ell}$, where the $k$ th entry of $\mathbf{w}_{\ell}$ equals zero if $(k, \ell) \notin \mathcal{N}^{F}$.
(1) Consider minimizing the $l$ th column of $P$, given by $\mathbf{p}_{\ell}=\left[\begin{array}{l}\mathbf{w}_{\ell} \\ \mathbf{e}_{\ell}\end{array}\right]$, in the $A$-norm. To this end, define the functional $G\left(\mathbf{w}_{\ell}\right)=\left\langle A \mathbf{p}_{\ell}, \mathbf{p}_{\ell}\right\rangle=\left\langle A\left[\begin{array}{l}\mathbf{w}_{\ell} \\ \mathbf{e}_{\ell}\end{array}\right],\left[\begin{array}{l}\mathbf{w}_{\ell} \\ \mathbf{e}_{\ell}\end{array}\right]\right\rangle$, with first variation $G^{\prime}\left(\mathbf{w}_{\ell} ; \mathbf{v}\right)=2\left\langle N_{\ell} A_{f f} N_{\ell} \mathbf{w}_{\ell}-N_{\ell} A_{f c} \mathbf{e}_{\ell}, \mathbf{v}\right\rangle$
for $\mathbf{v}=N_{\ell} \mathbf{v}$. The weak form for minimizing $G$ is then given by

$$
N_{\ell} A_{f f} N_{\ell} \mathbf{w}_{\ell}=N_{\ell} A_{f c} \mathbf{e}_{\ell}
$$

(2) Consider minimizing the difference between the $l$ th column of $P$ and $P_{\text {ideal }}$ in the $A$-norm. That is, define the functional

$$
\begin{aligned}
H\left(\mathbf{w}_{\ell}\right) & =\left\langle A\left(P-P_{\text {ideal }}\right) \mathbf{e}_{\ell},\left(P-P_{\text {ideal }}\right) \mathbf{e}_{\ell}\right\rangle \\
& =\left\langle A_{f f}\left(N_{\ell} \mathbf{w}_{\ell}-A_{f f}^{-1} A_{f c} \mathbf{e}_{\ell}\right), N_{\ell} \mathbf{w}_{\ell}-A_{f f}^{-1} A_{f c} \mathbf{e}_{\ell}\right\rangle .
\end{aligned}
$$

Taking the first variation yields

$$
H^{\prime}\left(\mathbf{w}_{\ell} ; \mathbf{v}\right)=\left\langle N_{\ell} A_{f f} N_{\ell} \mathbf{w}_{\ell}-N_{\ell} A_{f c} \mathbf{e}_{\ell}, \mathbf{v}\right\rangle
$$

with $\mathbf{v}=N_{\ell} \mathbf{v}$, resulting in the weak form

$$
N_{\ell} A_{f f} N_{\ell} \mathbf{w}_{\ell}=N_{\ell} A_{f c} \mathbf{e}_{\ell}
$$

Remark 2. A similar result to Lemma 3 can be found in [20] in the Frobenius norm.

Although $P_{\text {ideal }}$ in (5.15) is motivated through (and optimal in the sense of (5.14)) the WAP (5.6), and with an appropriate CF-splitting satisfies the SAP (5.11), $P_{\text {ideal }}$ is not optimal in any sense with respect to the SAP. However, a similar derivation leads to an equivalent "ideal interpolation" operator with respect to the SAP, which is introduced in Lemma 4.

Lemma 4. Let $A \in \mathbb{R}^{n \times n}$ be $S P D$ and $P \in \mathbb{R}^{n \times n_{c}}$ take the form $P=\binom{W}{I}$. Then, consider the SAP under the assumption that the pre-image of any vector $\mathbf{v}$ under $P$ is given by $\mathbf{v}_{c}$,

$$
\hat{\mu}(P):=\max _{\mathbf{v} \neq 0} \frac{\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|_{A}^{2}}{\|A \mathbf{v}\|^{2}}
$$

Then, for any smoothing scheme, $M, K_{M G} \leq 1+\hat{\mu}(P) \frac{\|M\|}{\|A\|}$, and the optimal $P$ with respect to minimizing $\hat{\mu}$ is given by

$$
\underset{P}{\operatorname{argmin}} \hat{\mu}(P)=\left[\begin{array}{c}
\left(A_{f f}^{2}+A_{f c} A_{c f}\right)^{-1}\left(A_{f f} A_{f c}+A_{f c} A_{c c}\right) \\
I
\end{array}\right],
$$

which is exactly ideal interpolation (5.15) for $A^{2}$.

Proof. First note from the SAP,

$$
\begin{aligned}
K_{M G} & \leq 1+\left(\max _{\mathbf{v} \neq 0} \min _{\mathbf{w}_{c}} \frac{\left\|\mathbf{v}-P \mathbf{w}_{c}\right\|_{A}^{2}}{\|A \mathbf{v}\|^{2}}\right) \frac{\|M\|}{\|A\|} \\
& \leq 1+\left(\max _{\mathbf{v} \neq 0} \frac{\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|_{A}^{2}}{\|A \mathbf{v}\|^{2}}\right) \frac{\|M\|}{\|A\|}
\end{aligned}
$$

Based on the proof of Theorem 3.1 and Corollary 3.2 in [55], it follows that

$$
\underset{P}{\operatorname{argmin}} \max _{\mathbf{v} \neq 0} \frac{\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|_{A}^{2}}{\|A \mathbf{v}\|^{2}}=\underset{P}{\operatorname{argmin}} \max _{\mathbf{v} \neq 0} \frac{\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|^{2}}{\|A \mathbf{v}\|^{2}}=\underset{P}{\operatorname{argmin}} \max _{\mathbf{v} \neq 0} \frac{\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|^{2}}{\|\mathbf{v}\|_{A^{2}}^{2}} .
$$

The final equation is $\mu(P)(5.14)$ as applied to $A^{2}$, and thus the minimum is attained by ideal interpolation (5.15) as applied to $A^{2}$.

Thus far we have been considering the relation of energy minimization to certain ideal operators to motivate the use of energy minimization in building transfer operators. This is a global process over $P$, working in the operator norm as opposed to based on a set of candidate vectors. In practice, energy minimization is typically coupled with a set of constraint vectors representative of low-energy modes and interpolation is built with these modes exactly in the range of $P$ [20, 107, 108, 130, 152, 183]. For scalar PDEs, the constant vector is a common choice of constraint because discretizations of differential operators typically have zero row sums. A constrained minimization is then performed to build transfer operators.

### 6.1.1 The nonsymmetric setting

The concept of energy minimization applied to AMG transfer operators is also compatible with nonsymmetric problems, where we have a distinct restriction operator $R$ not necessarily equal to $P .^{2}$ Motivated by two-grid convergence results in [27], $R(P)$ is designed to focus on left (right) singular vectors associated with small singular values. This is done by minimizing columns of $R^{*}(P)$ in the $A A^{*}$-norm $\left(A^{*} A\right.$-norm) (for example, fGMRES $[130,(2.7)]$ and CGNR $[130,(2.34)])$. Consistent with the solution of energy-minimization in the $A$-norm (Lemmas 3 and 4), an equivalent result holds for $A^{*} A$ and $\sqrt{A^{*} A}$ (as opposed to $A^{2}$ and A). Building on Lemmas 1 and 3 gives the following result in Lemma 5. Coupled with Conjecture 1, two-grid convergence follows from [27]. Lemma 5 provides a meaningful theoretical motivation for energy minimization as applied to non-symmetric problems.

[^12]Lemma 5. The solution to energy-minimization in the $A^{*} A$ - and $A A^{*}$-norms satisfy the non-symmetric strong approximation property in the $\sqrt{A^{*} A}-$ and $\sqrt{A A^{*}}$-norms, respectively, that is, for all $\mathbf{v}$ there exists a $\mathbf{v}_{c_{1}}, \mathbf{v}_{c_{2}}$ such that

$$
\begin{aligned}
& \left\|\mathbf{v}-P_{\text {ideal }}^{A^{*} A} \mathbf{v}_{c_{1}}\right\|_{\sqrt{A^{*} A}}^{2} \leq \frac{K}{\left\|A^{*} A\right\|}\|\mathbf{v}\|_{A^{*} A}^{2} \\
& \left\|\mathbf{v}-P_{\text {ideal }}^{A A^{*}} \mathbf{v}_{c_{2}}\right\|_{\sqrt{A A^{*}}}^{2} \leq \frac{K}{\left\|A A^{*}\right\|}\|\mathbf{v}\|_{A A^{*}}^{2}
\end{aligned}
$$

Proof. The proof follows immediately from the equivalence of the $\operatorname{WAP}\left(A^{2}\right)$ and $\operatorname{SAP}(A)$ (Lemma 1$)$ and the convergence of energy-minimization to $P_{\text {ideal }}$, in this case $P_{\text {ideal }}$ for $A^{*} A$ and $A A^{*}$ (Lemma 3).

Conjecture 1 (Stability). Let A be nonsingular. The non-orthogonal coarse-grid correction given by transfer operators $R=\left(P_{\text {ideal }}^{A A^{*}}\right)^{T}$ and $P=P_{\text {ideal }}^{A^{*} A}$ is stable, that is

$$
\begin{equation*}
\left\|P(R A P)^{-1} R A\right\|_{\sqrt{A^{*} A}}=\left\|I-P(R A P)^{-1} R A\right\|_{\sqrt{A^{*} A}}=C \tag{6.6}
\end{equation*}
$$

for some constant $C$, independent of mesh spacing.

Remark 3. In the symmetric case, $R=P^{T}$ and $C=1$, as the coarse-grid correction is an $A$-orthogonal projection. In the non-symmetric case, the stability assumption necessary for two-grid convergence as shown in [27] and discussed in Chapter 7 is primarily to ensure a non-singular and reasonably conditioned coarsegrid operator, RAP. Conjecture 1 appears to hold in general, but expanding the ideal operators and forming $R A P$ or the full projection (6.6) does not provide a clear method to bound its norm. However, in practice the root-node approach over traditional aggregation offers greater stability of the non-orthogonal projection through enforcing the identity over C-points in transfer operators. Specifically, when forming the coarse grid, the identity block in $R$ and $P$ help ensure the non-singularity of $R A P$.

### 6.2 Weighted energy-minimization

### 6.2.1 Minimization theory

As discussed in Section 6.1 and can be seen in other AMG methods, AMG interpolation operators are often constructed based on some combination of ensuring that a given set of candidate vectors is interpolated
exactly, and minimizing the energy of the coarse grid. We propose forming $P$ through minimizing a general weighted functional of these two approaches using the WAP as in (5.6) and energy minimization as in (6.2):

$$
\begin{equation*}
\mathcal{G}(P)=(1-\tau) \frac{\|(I-P \widehat{R}) \mathbf{v}\|_{\widetilde{M}}^{2}}{\|\mathbf{v}\|_{A}^{2}}+\tau \operatorname{tr}\left(P^{T} A P\right) \tag{6.7}
\end{equation*}
$$

for $\tau \in[0,1)$ and candidate vector $\mathbf{v}$. If multiple candidate vectors $\left\{\mathbf{v}_{i}\right\}$ are available a priori, for example, rigid body modes in elasticity, then we minimize over the maximum $\mathbf{w} \in \operatorname{Span}\left\{\mathbf{v}_{i}\right\}$. This is a complementary approach, focusing on accurate interpolation of low-energy modes as well as energy stability on the coarse grid. It is also complementary in the sense that the first term is defined over a candidate set of vectors, $\left\{\mathbf{v}_{i}\right\}$, while the second term is defined over $P$, and should improve interpolation regardless of the provided candidate vectors.

Let $P$ take the block form in (5.4) and consider minimizing (6.7). Define a set of $n_{B}$ candidate vectors as $A$-orthonormalized columns of a matrix $B$, and let $X \sim_{s} M$ as in (5.8). Then, consider minimizing $K_{T G}$ from (5.7), restricted to unit linear combinations of $\mathbf{v} \in \operatorname{Im}(B)\left(\|\mathbf{v}\|_{A}=1\right)$ :

$$
\begin{align*}
\max _{\mathbf{v} \in \operatorname{Im}(\mathbf{B})}\left\|\left(I-\pi_{\widetilde{M}}\right) \mathbf{v}\right\|_{\widetilde{M}}^{2} & \leq c_{2} \max _{\mathbf{v} \in \operatorname{Im}(\mathbf{B})}\left\|\left(I-\pi_{X}\right) \mathbf{v}\right\|_{X}^{2} \\
& \leq c_{2} \max _{\mathbf{v} \in \operatorname{Im}(\mathbf{B})}\|(I-P \widehat{R}) \mathbf{v}\|_{X}^{2} \\
& =c_{2} \max _{\mathbf{v} \in \operatorname{Im}(\mathbf{B})}\left\langle X\binom{\mathbf{v}_{\mathbf{f}}-W \mathbf{v}_{\mathbf{c}}}{0},\binom{\mathbf{v}_{\mathbf{f}}-W \mathbf{v}_{\mathbf{c}}}{0}\right\rangle \\
& =c_{2} \max _{\mathbf{v} \in \operatorname{Im}(\mathbf{B})}\left\langle X_{f f} W \mathbf{v}_{\mathbf{c}}, W \mathbf{v}_{\mathbf{c}}-2 \mathbf{v}_{f}\right\rangle+c_{2}\left\|\mathbf{v}_{\mathbf{f}}\right\|_{X_{f f}}^{2} \\
& \leq c_{2}\left\langle X_{f f} W B_{c}, W B_{c}-2 B_{f}\right\rangle_{F}+c_{2}\left\|B_{f}\right\|_{X_{f f}}^{2} \\
& =c_{2}\left\langle X_{f f} W B_{c} B_{c}^{T}, W\right\rangle_{F}-2 c_{2}\left\langle X_{f f} W, B_{f} B_{c}^{T}\right\rangle_{F}+c_{2}\left\|B_{f}\right\|_{X_{f f}}^{2} . \tag{6.8}
\end{align*}
$$

This approximates the WAP in the $X$-norm using an $l^{2}$-projection onto $\operatorname{Im}(P)$ (as opposed to the optimal $\pi_{\widetilde{M}}$-orthogonal projection). Recall the second term in (6.7) corresponds to minimizing the columns of $P$ in the $A$-norm. Expanding $\operatorname{tr}\left(P^{T} A P\right)$ gives

$$
\begin{align*}
\operatorname{tr}\left(P^{T} A P\right) & =\operatorname{tr}\left[\left(\begin{array}{ll}
W^{T} & I
\end{array}\right)\left(\begin{array}{cc}
A_{f f} & A_{f c} \\
A_{c f} & A_{c c}
\end{array}\right)\binom{W}{I}\right] \\
& =\operatorname{tr}\left(W^{T} A_{f f} W\right)+2 \operatorname{tr}\left(A_{c f} W\right)+\operatorname{tr}\left(A_{c c}\right) \\
& =\left\langle A_{f f} W, W\right\rangle_{F}+2\left\langle W, A_{f c}\right\rangle_{F}+\operatorname{tr}\left(A_{c c}\right) \tag{6.9}
\end{align*}
$$

Plugging equations (6.8) and (6.9) into (6.7) gives a functional of $W$ to minimize in forming $P$. Dropping terms independent of $W$ and pulling out factor of two for a more familiar form, define

$$
\begin{gather*}
\mathcal{F}(W)=\frac{\tau}{2}\left\langle A_{f f} W, W\right\rangle_{F}+\frac{c_{2}(1-\tau)}{2}\left\langle X_{f f} W B_{c} B_{c}^{T}, W\right\rangle_{F}-\ldots  \tag{6.10}\\
\left\langle W, c_{2}(1-\tau) X_{f f} B_{f} B_{c}^{T}-\tau A_{f c}\right\rangle_{F}
\end{gather*}
$$

Observe that (6.10) is a quadratic functional in $W$. Define a bounded linear operator, $\mathcal{L}$, and right-hand-side, $\mathcal{B}$, as

$$
\begin{align*}
\mathcal{L} W & =\tau A_{f f} W+c_{2}(1-\tau) X_{f f} W B_{c} B_{c}^{T}  \tag{6.11}\\
\mathcal{B} & =c_{2}(1-\tau) X_{f f} B_{f} B_{c}^{T}-\tau A_{f c} \tag{6.12}
\end{align*}
$$

in which case $\mathcal{F}(W)=\frac{1}{2}\langle\mathcal{L} W, W\rangle_{F}-\langle W, \mathcal{B}\rangle_{F}$. Note that if $A_{f f}$ and $X_{f f}$ are SPD, $\mathcal{L}$ is self-adjoint and positive definite in the Frobenius norm:

$$
\begin{aligned}
\langle\mathcal{L} W, Z\rangle_{F} & =\left\langle\tau A_{f f} W, Z\right\rangle_{F}+c_{2}(1-\tau)\left\langle X_{f f} W B_{c} B_{c}^{T}, Z\right\rangle_{F} \\
& =\left\langle\tau W, A_{f f} Z\right\rangle_{F}+c_{2}(1-\tau)\left\langle W, X_{f f} Z B_{c} B_{c}^{T}\right\rangle_{F} \\
& =\tau\langle W, \mathcal{L} Z\rangle_{F} \\
\langle\mathcal{L} W, W\rangle_{F} & =\tau\left\langle A_{f f} W, W\right\rangle_{F}+c_{2}(1-\tau)\left\langle X_{f f} W B_{c} B_{c}^{T}, W\right\rangle_{F} \\
& =\tau\left\langle A_{f f} W, W\right\rangle_{F}+c_{2}(1-\tau)\left\langle X_{f f} W B_{c}, W B_{c}\right\rangle_{F} \\
& >0
\end{aligned}
$$

Using the symmetry of $\mathcal{L}$, the first and second Frechét derivative of $\mathcal{F}$ are given by:

$$
\begin{aligned}
\mathcal{F}^{\prime}(W)[V] & =\lim _{\alpha \rightarrow 0} \frac{\mathcal{F}(W+\alpha V)-\mathcal{F}(W)}{\alpha} \\
& =\langle\mathcal{L} W-\mathcal{B}, V\rangle_{F} \\
\mathcal{F}^{\prime \prime}(W)[V] & =\langle\mathcal{L}, V\rangle_{F}
\end{aligned}
$$

Since $\mathcal{L}$ is self-adjoint and positive definite, $\mathcal{F}^{\prime \prime}(W)[V] \geq 0 \forall V$. Thus, the minimum of $\mathcal{F}$ in $W$ is achieved at $W$ such that $\mathcal{F}^{\prime}(W)=0$, and $\mathcal{F}^{\prime}(W)=0 \forall V$ if and only if $\mathcal{L} W=\mathcal{B}$. This has a unique solution, $W=\mathcal{L}^{-1} \mathcal{B}$. However, it is likely that $\mathcal{L}^{-1} \mathcal{B}$ is dense and not practical, motivating a constrained sparsity pattern for $W$.

In practice, the sparsity pattern of $W$ must be fixed a priori in order to control the operator complexity of $W$ and $A_{c}$. Define a vector space

$$
\mathcal{X}=\left\{W: W \in \mathbb{R}^{N_{f} \times N_{c}}, W_{i j}=0 \text { if }(i, j) \notin \mathcal{N}\right\}
$$

for a set of indices $\mathcal{N}$ denoting a fixed sparsity pattern for $W$. A Hilbert space $\mathcal{H}$ can be defined over $\mathcal{X}$ with the Frobenius inner product, $\langle A, B\rangle_{F}=\sum_{i j} A_{i j} B_{i j}$. It is easily verified that $\mathcal{X}$ is complete over the norm induced by $\langle\cdot, \cdot,\rangle_{F}$ due to the completeness of $\mathbb{R}$. Now define the bounded linear functional $\hat{\mathcal{L}}: \mathcal{H} \rightarrow \mathcal{H}$ as

$$
(\hat{\mathcal{L}} W)_{i j}= \begin{cases}(\mathcal{L} W)_{i j} & (i, j) \in \mathcal{N} \\ 0 & (i, j) \notin \mathcal{N}\end{cases}
$$

and a corresponding bilinear form

$$
a(W, V)=\langle\hat{\mathcal{L}} W, V\rangle_{F}
$$

A quadratic form as in (6.10) restricted over $\mathcal{N}$ can then be defined as

$$
\begin{equation*}
\hat{\mathcal{F}}(W)=\frac{1}{2}\langle\hat{\mathcal{L}} W, W\rangle_{F}-\langle W, \hat{\mathcal{B}}\rangle_{F}, \tag{6.13}
\end{equation*}
$$

where $\hat{\mathcal{B}} \in \mathcal{H}$ is $\mathcal{B}$ restricted to $\mathcal{N}$. Note that in $\mathcal{H},\langle W, \mathcal{B}\rangle_{F}=\langle W, \hat{\mathcal{B}}\rangle_{F}$. A similar derivation as shown for $\mathcal{L}$ confirms that $\hat{\mathcal{L}}$ is self-adjoint and $a(W, V)$ symmetric. Then, observe that for $W \in \mathcal{H}, W \neq 0, \hat{\mathcal{L}}$ and $a(W, V)$ are positive:

$$
\langle\hat{\mathcal{L}} W, W\rangle_{F}=\langle\mathcal{L} W, W\rangle_{F}>0
$$

The following lemma of functional analysis can then be invoked to find a solution to (6.13).

Lemma 6. Let $a(x, y)$ be a bounded, symmetric, positive bilinear form on a Hilbert space $\mathcal{H}$, and $\mathcal{G}(x)$ a bounded linear functional on $\mathcal{H}$. Then the following are equivalent

$$
\begin{align*}
& x=\min _{x \in \mathcal{H}} \frac{1}{2} a(x, x)-\mathcal{G}(x)+C  \tag{6.14}\\
& x=x \text { such that } a(x, y)=\mathcal{G}(y) \quad \text { for all } y \in \mathcal{H} \tag{6.15}
\end{align*}
$$

Furthermore, there exists a unique solution $x \in \mathcal{H}$ satisfying (6.14), (6.15).

Based on Lemma 6, we seek the unique solution to

$$
\begin{equation*}
\hat{\mathcal{L}} W=\hat{B}, \quad W \in \mathcal{H} \tag{6.16}
\end{equation*}
$$

which can be iterated towards using a preconditioned conjugate gradient method
Because $\hat{\mathcal{L}}$ is self-adjoint and positive in $\mathcal{H}$, conjugate gradient (CG) in the Hilbert space setting is a competitive approach to solving (6.16) in an iterative fashion. It is generally advisable to precondition CG iterations for optimal convergence. Here, we construct a diagonal preconditioner for (6.16) to make iterations more robust when $\hat{\mathcal{L}}$ is poorly conditioned at a marginal increase of computational cost.

Unlike with matrices, however, it is not clear what the "diagonal" of $\hat{\mathcal{L}}$ is. Let $W \in \mathbb{R}^{N_{f} \times N_{c}}$, and define the operator $\overline{(W)}$ as the columns of $W$ stacked in a column-vector. Note that $\overline{\left(W^{T}\right)}$ then gives the rows of $W$ stacked as a column-vector. Then, let $Y$ be the permutation matrix such that $\overline{(W)}=Y \overline{\left(W^{T}\right)}$ and $Y Y^{T}=Y^{T} Y=I$, which can be thought of as a mapping of $W$ from row-major format to column-major format. First note the following lemma with regards to Kronecker products and the action of $Y$.

Lemma 7. Let $Y$ be a permutation matrix mapping $W \in \mathbb{R}^{N_{f} \times N_{c}}$ from row-major format to column-major format, that is, $\overline{(W)}=Y \overline{\left(W^{T}\right)}$. Then, for any $P \in \mathbb{R}^{N_{f} \times N_{f}}$ and $Q \in \mathbb{R}^{N_{c} \times N_{c}}$,

$$
Y(P \otimes Q) Y^{T}=Q \otimes P
$$

Proof. First consider the structure of $Y$. Note the following relations between $W, \overline{(W)}$, and $\overline{\left(W^{T}\right)}$, i.e. $W$ stored as a standard dense matrix, a column-major matrix, and a row-major matrix, respectively,

$$
\begin{aligned}
\overline{(W)}_{i+j N_{f}} & =W_{i j} \\
{\overline{\left(W^{T}\right)}}_{j+i N_{c}} & =W_{i j}
\end{aligned}
$$

Defining $Y$ such that $Y \overline{\left(W^{T}\right)}=\overline{(W)}$, it follows that

$$
Y_{i+j N_{f}, j+i N_{c}}=1, \quad \text { for } i \in\left[0, N_{f}\right], j \in\left[0, N_{c}\right]
$$

and the action of $Y A Y^{T}$ is then given as

$$
\begin{equation*}
\left[Y A Y^{T}\right]_{i+j N_{f}, k+l N_{f}}=A_{j+i N_{c}, l+k N_{c}} \tag{6.17}
\end{equation*}
$$

Now consider the element-wise Kronecker products of $P$ and $Q$ :

$$
\begin{align*}
{[P \otimes Q]_{j+i N_{c}, l+k N_{c}} } & =P_{i k} Q_{j l},  \tag{6.18}\\
{[Q \otimes P]_{i+j N_{f}, k+l N_{f}} } & =P_{i k} Q_{j l}, \tag{6.19}
\end{align*}
$$

for $i, k \in\left[0, N_{f}\right], j, l \in\left[0, N_{c}\right]$. Combining (6.17), (6.18), and (6.19) gives

$$
\begin{aligned}
{\left[Y(P \otimes Q) Y^{T}\right]_{i+j N_{f}, k+l N_{f}} } & =(P \otimes Q)_{j+i N_{c}, l+k N_{c}} \\
& =P_{i k} Q_{j l} \\
& =[P \otimes Q]_{i+j N_{f}, k+l N_{f}}
\end{aligned}
$$

It follows that $Y(P \otimes Q) Y^{T}=Q \otimes P$.

Remark 4. Lemma 7 is a known result that we arrived at inadvertently, where $Y$ is known as the "Perfect Shuffle" matrix [41]. Its relation to row-major and column-major storage of matrices is interesting and not something that we have seen in the literature.

Now consider finding the diagonal of $\mathcal{L}$ by looking at $\overline{\mathcal{L}}$ as an operator on $\overline{(W)}$. To do so, represent the action of $A_{f f} W$ through $\left(I_{N_{c}} \otimes A_{f f}\right) \overline{(W)}$, where $\left(I_{N_{c}} \otimes A_{f f}\right)$ gives a block diagonal matrix of $N_{c} A_{f f}$ 's, each to be multiplied by one column of $W$. Recalling the identity $(A \otimes B)(C \otimes D)=(A B \otimes C D)$ and Lemma 7,

$$
\begin{aligned}
\overline{\mathcal{L}(W)} & =\tau\left(I_{N_{c}} \otimes A_{f f}\right) \overline{(W)}+c_{2}(1-\tau)\left(I_{N_{c}} \otimes X_{f f}\right) \overline{\left(W B_{c} B_{c}^{T}\right)} \\
& =\tau\left(I_{N_{c}} \otimes A_{f f}\right) \overline{(W)}+c_{2}(1-\tau)\left(I_{N_{c}} \otimes X_{f f}\right) Y Y^{T} \overline{\left(W B_{c} B_{c}^{T}\right)} \\
& =\tau\left(I_{N_{c}} \otimes A_{f f}\right) \overline{(W)}+c_{2}(1-\tau)\left(I_{N_{c}} \otimes X_{f f}\right) Y \overline{\left(B_{c} B_{c}^{T} W^{T}\right)} \\
& =\tau\left(I_{N_{c}} \otimes A_{f f}\right) \overline{(W)}+c_{2}(1-\tau)\left(I_{N_{c}} \otimes X_{f f}\right) Y\left(I_{N_{f}} \otimes B_{c} B_{c}^{T}\right) Y^{T} Y \overline{\left(W^{T}\right)} \\
& =\tau\left(I_{N_{c}} \otimes A_{f f}\right) \overline{(W)}+c_{2}(1-\tau)\left(I_{N_{c}} \otimes X_{f f}\right)\left(B_{c} B_{c}^{T} \otimes I_{N_{f}}\right) \overline{(W)} \\
& =\tau\left(I_{N_{c}} \otimes A_{f f}\right) \overline{(W)}+c_{2}(1-\tau)\left(B_{c} B_{c}^{T} \otimes X_{f f}\right) \overline{(W)} \\
& =\left[\tau\left(I_{N_{c}} \otimes A_{f f}\right)+c_{2}(1-\tau)\left(B_{c} B_{c}^{T} \otimes X_{f f}\right)\right] \overline{(W)}
\end{aligned}
$$

This derivation can be naturally extended to $\mathcal{H}$, where $W \in \mathcal{H}$ has a specified sparsity pattern, $\mathcal{N}$, by setting the $k$ th row and column of $\overline{\mathcal{L}}$ equal to zero for all $k$ such that $\overline{(W)}_{k}:=W_{i j}$, and $(i, j) \notin \mathcal{N}$. Because $\overline{\mathcal{L}}$ is a
block operator with block size $N_{f} \times N_{f}$, it follows that there is a distinct "diagonal" in $\mathcal{L}$ corresponding to each $j$ th column of $W$,

$$
\begin{equation*}
D_{j}=\tau \cdot \operatorname{diag}\left(A_{f f}\right)+c_{2}(1-\tau)\left(B_{c} B_{c}^{T}\right)_{j j} \cdot \operatorname{diag}\left(X_{f f}\right) \tag{6.20}
\end{equation*}
$$

A diagonal preconditioning for $\hat{\mathcal{L}}$ is then given by taking the Hadamard product with $\mathcal{D} \in \mathcal{H}$, where the $j$ th column of $\mathcal{D}$ is given by the element-wise inverse of (6.20):

$$
\begin{equation*}
\mathcal{D}_{i j}=\frac{1}{\tau\left(A_{f f}\right)_{i i}+c_{2}(1-\tau)\left(B_{c} B_{c}^{T}\right)_{j j}\left(X_{f f}\right)_{i i}}, \quad \text { for }(i, j) \in \mathcal{N} \tag{6.21}
\end{equation*}
$$

In the case of $A_{f f}$ having a constant or near-constant diagonal, and letting $X_{f f}$ be the diagonal of $A_{f f}$ (a common practical choice), $\mathcal{D}$ is constant or near-constant. In practice, preconditioning with $\mathcal{D}$ is important for problems in which diagonal elements of $A$ or target vectors $B$ consist of a wide range of values.

Remark 5 (Sylvester and Lyapunov equations). In fact, this preconditioner is applicable to solving general systems of the form

$$
\begin{equation*}
A W B+C W D=F \tag{6.22}
\end{equation*}
$$

for solution matrix $W$, where $A, B, C$ and $D$ need not be symmetric (of course an appropriate Krylov solver must be chosen based on properties of the functional). A general diagonal preconditioner for (6.22) is given by taking the Hadamard product with

$$
\begin{equation*}
\widehat{\mathcal{D}}_{i j}=\frac{1}{B_{j j} A_{i i}+D_{j j} C_{i i}} \tag{6.23}
\end{equation*}
$$

Systems of the form in (6.22) arise often in the context of optimal control theory. Letting $B=C=I,(6.22)$ is a Sylvester equation; letting $B=A^{T}, C=-I$, and $D=I$, (6.22) is a discrete Lyapunov equation; and letting $B=C=I$ and $D=A^{T}$, (6.22) is a continuous Lyapunov equation. There have been many efforts at developing Krylov preconditioners for such systems; for example, see [44, 48, 75, 158, 186]. Here we develop a simple preconditioner for problems of the form (6.23), that is easy to form and apply.

### 6.2.2 Comparison with constrained energy minimization

In this section, we present numerical results for a variety of problems, comparing a weighted energy minimization and constrained energy minimization, and analyzing the choice of constraint vector. The
method proposed here is implemented in the PyAMG library [11]; AMG methods such as strength-ofconnection (SOC), coarsening, etc., follow that of [108], and the reader is referred there for details. In figures, $R N$ refers to a constrained energy minimization using root-node AMG (RN AMG) [108] and $\mathrm{TM}_{10^{k}}$ refers to weighted energy minimization proposed here with weight $\tau=10^{k}$. Unless otherwise specified, a V-cycle is applied with two iterations of Jacobi pre- and post-relaxation as a preconditioner for CG and the constant vector with several Jacobi smoothing iterations applied is chosen as the constraint vector. Weighted energy-minimization uses the diagonal preconditioning of Section 6.2.1; and constrained energy-minimization uses the diagonal preconditioning of [130]. The test problems considered are:
(1) Anisotropic diffusion: 2-dimensional rotated anisotropic diffusion, discretized with linear finite elements, on an unstructured triangular mesh:

$$
\begin{align*}
-\nabla \cdot Q^{T} D Q \nabla u=f & \text { for } \Omega=[0,1]^{2}  \tag{6.24}\\
u=0 & \text { on } \partial \Omega \tag{6.25}
\end{align*}
$$

where

$$
Q=\left[\begin{array}{rr}
\cos \psi & -\sin \psi \\
\sin \psi & \cos \psi
\end{array}\right], \quad D=\left[\begin{array}{ll}
1 & 0 \\
0 & \epsilon
\end{array}\right]
$$

Here, $\epsilon$ represents anisotropy and $\psi$ the angle of rotation from the coordinate axis, which both contribute to the difficulty of this problem $[17,19,21,23,35,39,43,63,107,125,127,130,152]$. To see this, consider the non-rotated case of $\psi=0$, which has a spectrum of the form

$$
\begin{aligned}
-\nabla \cdot D \nabla u_{j k} & =\lambda_{j k} u_{j k}, \quad \text { where } \\
u_{j k} & =\sin (j \pi x) \sin (k \pi y), \\
\lambda_{j k} & =\pi^{2}\left(j^{2}+\epsilon k^{2}\right)
\end{aligned}
$$

for $j, k \in \mathbb{Z}^{+}$. If $\epsilon=1$, then the lowest energy mode is the lowest Fourier mode: $u_{11}=\sin (\pi x) \sin (\pi y)$, which is locally representative of all low-energy modes. However, if $\epsilon \approx 0$, for small $j$ there are highfrequency eigenfunctions in the $y$-direction $(k \gg 0)$ with relatively small eigenvalues that are no longer represented locally by the lowest Fourier mode. As a result, relaxation schemes are unable
to capture these modes, while coarse-grid correction is not equipped to handle such hidden high frequency error.

For angles $\psi$ aligned with the mesh, line relaxation or semi-coarsening along the direction of anisotropy can be used [149]. However, for strong anisotropies, $\epsilon \approx 0$, with angles that are not aligned with the mesh, efficient and effective multigrid solvers remain elusive. Here we consider a finite element discretization of strongly and totally anisotropic diffusion, $\epsilon=0.001$ and $\epsilon=0$, respectively, on a unit square with Dirichlet boundary conditions. Totally anisotropic diffusion is particularly challenging as the problem is effectively reduced to a sequence of 1 D problems on a 2 D domain. Due to the unstructured mesh, all angles $\theta \in(0, \pi / 2)$ are effectively equivalent from a solver perspective; thus, moving forward we (arbitrarily) let $\theta=3 \pi / 16$.
(2) Jump-coefficient Poisson: 2-dimensional diffusion problem (as in equations (6.24-6.25)), discretized with linear finite elements on a structured, regular triangular mesh, with a jump-coefficient that oscillates every other grid point:
$Q=I$ and $D=\left[\begin{array}{cl}f(x, y) & 0 \\ 0 & f(x, y)\end{array}\right]$, where $f(x, y)=\left\{\begin{array}{ll}K & \text { if } \bmod \left(\frac{x}{h}, 2\right)=1 \operatorname{AND} \bmod \left(\frac{y}{h}, 2\right)=0 \\ K & \text { if } \bmod \left(\frac{x}{h}, 2\right)=0 \operatorname{AND} \bmod \left(\frac{y}{h}, 2\right)=1 \\ 1 & \text { otherwise }\end{array}\right.$.
Here, $h$ is the mesh spacing in both directions and, thus, $x / h$ and $y / h$ yield the integer index of each mesh point in the x - and y -direction, respectively. This then implies that the number of coefficient jumps grows proportionally with the number of mesh points, resulting in a checkerboard like pattern where the large and small coefficient alternate.

### 6.2.2.1 Effect of smoothing $P$

Figure 6.1 shows the WPD as a function of smoothing iterations of $P$, for variations in energy minimization applied to anisotropic Poisson (Problem \# 1), with anisotropy $\epsilon \in\{1,0.001,0\}$. Interpolation uses a degree-four sparsity pattern, that is, the sparsity pattern for each column of $P$ reaches out to neighbors
within graph distance four from the corresponding C-point (see [108, 152]). This wider sparsity pattern often leads to better convergence rates for difficult problems [152], but also requires more iterations of energyminimization. Essentially, wider sparsity patterns create more interpolation coefficients in $P$, which are then determined through energy-minimization.


Figure 6.1: WPD as a function of number of iterations of energy-minimization applied to $P$ for problem \#1 and (a) isotropic diffusion $(\epsilon=1)$, (b) anisotropic diffusion $(\epsilon=0.001)$, and (c) totally anisotropic diffusion $(\epsilon=0)$.

Several immediate results follow from Figure 6.1. First, there is a limit at which additional smoothing iterations of $P$ no longer improve convergence. For the isotropic case $(\epsilon=1)$, the best convergence rates are obtained by simply enforcing the constraint with a single constrained smoothing pass; additional energyminimization steps do not improve convergence. As the level of anisotropy increases $(\epsilon \rightarrow 0)$, the number of smoothing iterations of $P$ required to achieve the best performance increases. However, convergence of the AMG solver based on a given constraint vector and coarsening scheme remains bounded below, regardless of further energy minimization of $P$. Second, it is clear that enforcing the constraint exactly or near-exactly is fundamental to good convergence, even for the simplest isotropic problem. Although theory tells us that interpolating low-energy modes is necessary for good convergence, the fact that this cannot be achieved through weighted energy minimization is slightly non-intuitive. Energy-minimization reduces the columns of $P$ in the $A$-norm, which should thus build $P$ to include low-energy modes in its range. Heuristically, it seems that after a handful of CG iterations, the range of $P$ would contain sufficient low-energy modes for
good convergence. However, it is clear in Figure 6.1 that even in the isotropic case, using a large $\tau=0.1$ to focus on energy minimization over constraints leads to very poor performance.

Together, these points underline the role of energy minimization in AMG convergence as an acceleration technique. For some difficult problems, energy minimization is critical to achieving scalable convergence. Strongly anisotropic diffusion is one such example that typically proves difficult for standard AMG methods, but can be solved effectively with constrained energy minimization [108]. Nevertheless, regardless of energy minimization, strong convergence cannot be obtained without enforcing or nearly-enforcing an appropriate constraint vector (Figure 6.1).

Figure 6.2 shows the WPD as a function of smoothing iterations of $P$ for variations in energy minimization applied to the jump-coefficient problem (Problem \# 2), with jump coefficients $K=10^{6}$ and $K=10^{3}$. For $K=10^{6}$, Figure 6.2 a shows results for diagonal preconditioning of energy-minimization and Figure 6.2b shows the case of preconditioning turned off. Figure 6.2c shows the case of diagonal preconditioning with $K=10^{3}$. Comparing Figures 6.2 a and 6.2 b , we see that using preconditioning in weighted energy minimization reduces the number of iterations necessary to achieve good convergence. Moreover, preconditioning actually improves the best achievable AMG convergence factor in practice. For constrained energyminimization, energy minimization iterations without preconditioning increases the WPD by $3-5 \times$ within a reasonable number of iterations on $P$ (of course, asymptotically the preconditioned and non-preconditioned results are equivalent but, in practice, only $O(1)$ iterations are done.) This raises an interesting question as to if better preconditioners for energy minimization can actually improve the AMG solver's performance in a way that additional iterations with a diagonal preconditioner cannot; however, this is a topic for future study.

Focusing on the more practical solvers in Figure 6.2a, we also see that the results mirror those in Figure 6.1. Overall, the constrained energy-minimization case performs best, with weighted energy-minimization able to approach the constrained case only for the right $\tau$ values and enough energy-minimization iterations on $P$. Again, there is a limit beyond which additional energy-minimization iterations no longer improve AMG convergence. For constrained energy-minimization, relatively few iterations are needed. Lastly, enforcing the constraint exactly or near-exactly is fundamental to good convergence. Using energy-minimization with
larger $\tau$ values leads to poor performance.
The effects of changing the jump coefficient $K$ can be seen by comparing Figures 6.2a and 6.2c. Interestingly, the larger jump value leads to a need for smaller $\tau$ values for the weighted case, (compare the curves for $\tau=10^{-7}$ ). Overall, apart from changing the size of beneficial $\tau$ values, the size of the coefficient jump does not noticeably affect either the weighted or constrained energy minimization.

A final note of interest is that larger interpolation sparsity patterns do not help here. Thus, a moderate sparsity pattern of degree three is chosen for the results.


Figure 6.2: Work-per-digit of accuracy, comparing weighted and constrained energy-minimization, the use of diagonal preconditioning and two different coefficient jumps.

Remark 6. We did not find tracking the CG residual norm during energy-minimization to be useful, and hence omit plots of this information. The key difficulty is that it is not clear how to connect the residual norm to the eventual multigrid convergence rate. In other words, it is not clear how to use the residual norm to halt the energy-minimization process. For instance, taking the cases of constrained energy-min from Figures 6.1 and 6.2, it is clear that at most five iterations of energy-minimization are needed. However, the residual norm continues to decrease monotonically for multiple orders of magnitude over iteration five to iteration 19. Yet, this extra residual reduction does not speed up convergence of the resulting multigrid solver. In practice, the number of iterations typically equals the degree of the sparsity pattern of $P$ plus some small number, usually two or three. This number of iterations is required to first fill the allowed sparsity pattern, and then to provide two or three iterations of additional smoothing.

### 6.2.2.2 Constraint vectors and adaptivity

The previous section demonstrated two things: (i) for good convergence, it is important that $P$ exactly or almost exactly interpolates an appropriate constraint vector, and (ii) coupled with a good constraint, energy minimization can improve convergence, but only a fixed amount. This leads to the natural idea of adding an additional constraint vector when further energy minimization of $P$ no longer improves convergence. Such an approach is the basis of adaptive work, where a set of constraint vectors are developed that are then included or approximately included in the range of $P[16,25,39]$. There are multiple ways to generate constraint vectors; here we take the simple approach of generating a random vector $\mathbf{x}_{0}$ and applying some form of improvement iterations (either relaxation or V-cycles) to reduce $\left\|\mathbf{x}_{0}\right\|_{A}$. Table 6.3 shows results for constrained energy minimization AMG applied to anisotropic Poisson, with varying numbers of improvement iterations and varying numbers of constraint vectors.

| Constraints | Imp. Iters | OC | CC | CF |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1.52 | 5.97 | 0.75 |
| 2 | 2 | 1.55 | 6.01 | 0.74 |
| 3 | 2 | 1.56 | 6.02 | 0.79 |
| 1 | 5 | 1.51 | 5.95 | 0.64 |
| 2 | 5 | 1.54 | 5.99 | 0.70 |
| 3 | 5 | 1.55 | 6.01 | 0.73 |
| 1 | 10 | 1.50 | 5.95 | 0.53 |
| 2 | 10 | 1.54 | 5.98 | 0.67 |
| 3 | 10 | 1.55 | 5.99 | 0.69 |
| 1 | 25 | 1.50 | 5.95 | 0.49 |
| 2 | 25 | 1.54 | 5.97 | 0.67 |
| 3 | 25 | 1.55 | 5.98 | 0.65 |
| 1 | 100 | 1.50 | 5.95 | 0.48 |
| 2 | 100 | 1.50 | 5.95 | 0.50 |
| 3 | 100 | 1.50 | 5.95 | 0.51 |

(a) Two-grid

| Constraints | Imp. Iters | OC | CC | CF |
| :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 1.64 | 9.39 | 0.76 |
| 2 | 2 | 1.67 | 9.52 | 0.81 |
| 3 | 2 | 1.67 | 9.50 | 0.85 |
| 1 | 5 | 1.63 | 9.29 | 0.64 |
| 2 | 5 | 1.66 | 9.44 | 0.78 |
| 3 | 5 | 1.66 | 9.47 | 0.83 |
| 1 | 10 | 1.62 | 9.27 | 0.54 |
| 2 | 10 | 1.64 | 9.36 | 0.76 |
| 3 | 10 | 1.66 | 9.42 | 0.82 |
| 1 | 25 | 1.62 | 9.23 | 0.51 |
| 2 | 25 | 1.66 | 9.32 | 0.69 |
| 3 | 25 | 1.66 | 9.42 | 0.78 |
| 1 | 100 | 1.62 | 9.28 | 0.50 |
| 2 | 100 | 1.62 | 9.28 | 0.54 |
| 3 | 100 | 1.62 | 9.27 | 0.54 |

(b) Multigrid

Figure 6.3: Constrained energy minimization applied to strongly anisotropic diffusion $(\epsilon=0.001)$ in a twogrid and multigrid method. Constraints are initialized as a random vector; for the first constraint, Jacobi iterations are applied as improvement iterations. After an AMG hierarchy has been formed with one target, a new random vector is generated and V-cycles are applied as improvement iterations to generate a second target. The hierarchy is rebuilt using the new constraints, and so on.

Several interesting things follow from the results in Table 6.3. First, the difference in convergence factor between two-grid and multigrid is very small. This indicates that we are solving our coarse-grid problem well in V-cycles, and that convergence is limited by how "good" the coarse grid is, and not how
accurately we are solving it. Moreover, naively adding constraint vectors that were not accounted for in the range of $P$ does not improve convergence and, in fact, degrades convergence in all cases, while increasing the setup complexity.

### 6.3 Constrained energy minimization and root-node AMG

In Section 6.3 it was shown that a constrained energy minimization for building AMG interpolation operators consistently outperforms a weighted energy minimization. Constrained energy minimization has been proposed in various forms [20, 108, 130, 152, 183]. In particular, in [152], a general algorithm for constrained energy minimization was shown to contribute to a robust AMG solver for strongly anisotropic diffusion, referred to as root-node $A M G$ (RN AMG). Although an elliptic operator and SPD matrix, strongly anisotropic diffusion remains a challenge for existing AMG solvers, particularly on unstructured meshes and for non-grid aligned anisotropies. Unfortunately, RN AMG as proposed in [152] suffers from SC and CC that are intractably high for a "fast" solver. Section 6.3.1, develops a new filtering routine for building interpolation operators in RN AMG that leads to a robust and scalable solver for strongly anisotropic diffusion, as well as other difficult SPD and nonsymmetric matrix equations. Although algorithmically simple, the proposed filtering is fundamental to the construction of a practical solver. The following sections study the performance of RN AMG compared with SA and classical AMG applied to several test problems.

### 6.3.1 Sparsity pattern filtering

The first step in building an interpolation or restriction operator for energy-minimization-based AMG is to determine a sparsity pattern. Typically, this is done by taking an initial matrix consisting of, for example, only the identity over C-points or a tentative prolongation operator like in SA [115]. The initial sparsity pattern is then expanded to include neighbors of degree two, three, or more, typically by multiplying by a SOC matrix [108]. For difficult problems, large sparsity patterns up to degree four or five may be necessary for scalable convergence [152]; however, such large sparsity patterns result in relatively dense transfer operators and, thus, dense coarse-grid operators, which can significantly increase the setup and cycle complexity of AMG.

Although a degree-four sparsity pattern may be necessary for good convergence, many of the nodes distance three or four away from a given F-point are not critical for good interpolation. Here we propose pre-filtering and post-filtering algorithms that eliminate nonzeros deemed unimportant from the sparsity pattern before energy-minimization is applied to $P$, and again after, respectively. This can be thought of as a semi-adaptive process to determine the sparsity pattern and allows for long-distance interpolation in the direction of strong connections, while limiting complexity. Conceptually, each node should interpolate from its strongly connected neighbors. If we build the sparsity pattern based on powers of a SOC matrix, the value of an entry in the sparsity pattern should reflect (to some extent) its importance. Thus, given an initial sparsity pattern, entries are filtered as in [43] by either retaining the $k$ largest values in a row or by applying a drop tolerance $\theta$. Algorithm 1 describes this process in detail, where $\max (G, i, k)$ is the $k$ th largest off-diagonal entry in row $i$. The idea of pre-filtering has shown to be effective for model problems using a polynomial approximation to $A_{f f}^{-1}$ in [20]. The pre-filtering used here is less expensive, relying on values already computed by the root-node algorithm.

```
Algorithm 1: filter \((G)\)
    Input: \(G\) : matrix to be filtered
            \(\begin{array}{ll}\theta: & \text { filtering drop-tolerance } \\ k: & \text { filtering threshold }\end{array}\)
    Output: \(G\)
    if \(k\) then
        for \(|G(i, j)|<\max (G, i, k)\) do
            \(G(i, j) \leftarrow 0\)
    if \(\theta\) then
        for \(|G(i, j)|<\theta \max (G, i, 1)\) do
            \(G(i, j) \leftarrow 0\)
```

After $P(R)$ is formed, a post-filtering process is applied to reduce complexity, removing elements directly from $P(R)$ after smoothing. However, this leads to a $P(R)$ that (i) no longer exactly interpolates constraint vectors, and (ii) may have large increases in column-energy caused by eliminating entries. Thus, following post-filtering, the constraints are re-enforced and an additional iteration of energy minimization is applied to smooth columns.

Post-filtering generally results in a lower complexity in the Galerkin coarse-grid operator and all subsequent coarser grid operations. A similar filtering approach is also effective for classical AMG methods [43].

Because pre-filtering is only based on SOC and not the fully formed interpolation operator, it is possible that influential entries are inadvertently removed, thus degrading convergence. One advantage of post-filtering is that element removal is based on the smoothed interpolation stencil entries and is thus less likely to inadvertently degrade convergence by removing important entries from $P$ compared with pre-filtering. However, post-filtering does not reduce the OC and SC as effectively as pre-filtering, in particular because energyminimization (one of the dominant costs in SC ) is applied to a larger sparsity pattern, which is then trimmed afterwards. Trimming the sparsity pattern of $P$ and $R$ before initiating the construction significantly lowers the SC in many cases, with minimal impact on AMG convergence. In practice, the best results are obtained using a combination of pre- and post-filtering.

### 6.3.1.1 Filtering in practice

Here we demonstrate the effectiveness of the proposed filtering strategy in reducing the cycle and setup complexity of a RN AMG solver. Although filtering is a key component of RN AMG on nearly all problems, it is especially applicable in 3D, where there is high connectivity between nodes, resulting in relatively dense operators. Consider the anisotropic diffusion problem

$$
\begin{equation*}
u_{x x}+u_{y y}+0.001 u_{z z}=f \tag{6.26}
\end{equation*}
$$

Linear finite elements are used to discretize (6.26) on an unstructured tetrahedral mesh of the unit cube, with homogeneous, Dirichlet boundaries, yielding a matrix with approximately 2.65 M DOFs. While the anisotropy is aligned with the coordinate axis, the unstructured mesh yields a variety of non-grid-aligned anisotropies, known to be more difficult for AMG than the grid-aligned case (see Section 6.2.2). Table 6.1 shows complexities and average convergence factors $(\rho)$ for solving (6.26) using various combinations of preand post-filtering on $P$. A $\mathrm{V}(1,1)$-cycle with symmetric Gauss-Seidel relaxation and CG acceleration is used. The evolution SOC measure is used [128], with a drop tolerance of 4.0, and CG energy minimization with $d=4$.

Table 6.1 shows up to an order-of-magnitude reduction in SC and more than a $50 \%$ reduction in CC by using filtering. While filtering does not guarantee a reduction in complexity, significant savings are often

| Pre-filter $\theta$ | - | 0.1 | 0.2 | - | - | 0.1 | 0.2 |
| :---: | ---: | :---: | :---: | :---: | :---: | ---: | ---: |
| Post-filter $\theta$ | - | - | - | 0.1 | 0.2 | 0.1 | 0.2 |
| SC | 1157.9 | 161.7 | 123.2 | 581.5 | 432.9 | 156.2 | 129.8 |
| OC | 3.0 | 1.4 | 1.3 | 1.8 | 1.5 | 1.4 | 1.3 |
| CC | 18.9 | 8.0 | 7.1 | 10.1 | 8.0 | 7.7 | 6.9 |
| $\rho$ | 0.52 | 0.60 | 0.62 | 0.51 | 0.53 | 0.59 | 0.61 |

Table 6.1: Impact of filtering for the 3D-anisotropic diffusion problem.
observed with only a marginal impact on convergence. In some situations, filtering has been observed to not only reduce cost, but also improve convergence [108].

The SC in Table 6.1 is broken down into four main categories in Table 6.2. "Aggregation" is the cost of computing the strength matrix $S$ and forming aggregates $\mathcal{A}$, most of which is due to using the evolution measure. "Candidates" refers to relaxing candidate set $B$ and restricting $B$ to a coarse level. Column " $P$ " refers to the cost of forming the tentative interpolation operator and applying energy-minimization smoothing iterations to construct $P$, while column " $R A P$ " represents a measure of the triple-matrix product. Each column gives the total cost for the given processes over all levels, measured in WUs.

| Pre-filter $\theta$ | Post-filter $\theta$ | Aggregation | Candidates | $P$ | $R A P$ | Total SC |
| :---: | :---: | :---: | :---: | :---: | ---: | :---: |
| - | - | 478.7 | 24.1 | 469.7 | 271.1 | 1243.6 |
| 0.2 | - | 48.5 | 10.4 | 55.1 | 9.2 | 123.2 |
| - | 0.2 | 64.1 | 11.7 | 338.7 | 18.5 | 432.9 |
| 0.2 | 0.2 | 46.3 | 10.1 | 65.4 | 7.9 | 129.8 |

Table 6.2: Break down of setup cost in WUs for 3D-anisotropic diffusion.

Filtering $P$ has a direct impact on all setup components that use $R$ and $P$ matrix operations (see " $R A P$ " and "Candidates" in Table 6.2). Consequently, this reduces the cost of restricting the residual and the coarse-grid correction as measured in the CC, along with the cost of smoothing $P$, which is the focus of pre-filtering. Table 6.2 also highlights the high cost of the strength measure in cases when filtering is not used and, thus, coarse-grid complexity is not contained. Thus filtering provides the additional benefit of reduced costs on all subsequent grids through a sparser coarse-grid operator.

Remark 7. Although GMRES energy-minimization targets the SAP and CG the WAP, when applied to SPD problems, there is not a notable difference in convergence. For instance if GMRES is used in Table 6.1, then the convergence rates change by no more than 0.005 and operator complexities remain essentially the same.

### 6.3.1.2 Modified evolution SOC

In considering Table 6.2, one possible area for cost reduction is the aggregation phase, where the cost of the SOC computation dominates. Traditional SOC measures require only a few work units, usually two or three times the operator complexity. However, Table 6.2 shows that evolution-based SOC is a substantial part of the setup phase, which is attributed to the global spectral radius estimate used in weighted Jacobi [128]. This estimate is calculated with an Arnoldi/Lanczos process and costs roughly 15 matrix-vector multiplies on each level. However, alternative methods [8] use $\ell_{1}$-Jacobi relaxation to provide an inexpensive local row-wise weight. This alternative is explored here for the evolution SOC measure.

Table 6.3 depicts detailed SC results for using the modified $\ell_{1}$-Jacobi evolution measure (cf. Table 6.2). This change results in similar operator and cycle complexities and nearly identical convergence rates as the original evolution measure. When comparing Tables 6.2 and 6.3 , it is apparent that the "Aggregation" phase has been significantly reduced in cost. Additionally, when examining the most efficient solvers, where pre-filtering uses $\theta=0.2$, the overall savings in the SC are roughly $20 \%$.

| Pre-filter $\theta$ | Post-filter $\theta$ | Aggregation | Candidates | $P$ | $R A P$ | Total SC |
| :---: | :---: | :---: | :---: | :---: | ---: | :---: |
| - | - | 449.1 | 24.4 | 473.0 | 249.5 | 1195.9 |
| 0.2 | - | 25.5 | 10.4 | 53.6 | 7.6 | 97.1 |
| - | 0.2 | 43.2 | 11.7 | 326.7 | 16.9 | 398.6 |
| 0.2 | 0.2 | 22.7 | 10.2 | 63.3 | 6.9 | 103.1 |

Table 6.3: Break down of setup cost in WUs for 3D-anisotropic diffusion.

### 6.3.2 Totally anisotropic diffusion

Diffusion-like operators are prototypical AMG problems, as they are elliptic and SPD. However, with strong anisotropy, these problems still pose a challenge to multilevel solvers. A 3D example is used in Section 6.3.1 to demonstrate filtering, and variations in the 2D problem in Section 6.2.2. Here, we return to the 2D problem introduced in Section 6.2.2 to consider a structured and unstructured mesh, angles between zero and $\pi / 2$, and a comparison with SA and classical AMG. As a test problem, we choose the hardest case of $\epsilon=0$, or "totally anisotropic diffusion."


Figure 6.4: Convergence factor $(\rho)$ and $\mathrm{CC}\left(\chi_{C C}\right)$ for totally anisotropic diffusion $(\epsilon=0)$, with angles in $(0, \pi / 2)$. A structured grid of size $2000 \times 2000$ and an unstructured mesh with resolution $h \approx 1 / 2000$ are used. Legend entries in (a) apply to (b) as well. RN AMG, shown in black, outperforms SA and classical AMG in all cases.

Figure 6.4 compares RN AMG, classical AMG, and SA applied to totally anisotropic diffusion for various angles. All solves use a symmetric $\mathrm{V}(1,1)$-cycle with symmetric Gauss-Seidel relaxation and CG acceleration. Grid-aligned anisotropies are generally easier to solve than non-grid aligned, hence the excellent convergence factors at $\theta=\pi / 4$ on the structured mesh. In the case of an unstructured mesh, all angles are effectively non-grid aligned resulting in consistent performance across angles.

Classical AMG uses a classical strength measure with drop tolerance of 0.5 , and standard CF-splitting
and interpolation [145]. SA uses a symmetric strength measure (with a drop tolerance of 0.0, that is, the strength matrix is given by $A$ with each row normalized) and two iterations of weighted Jacobi interpolation smoothing [177]. The root-node solver in this case uses two steps of an evolution strength measure (with a drop tolerance of 4.0), along with six iterations of CG energy-minimization smoothing of $P$. For the energy minimization, a degree $d=4$ sparsity pattern is used with filtering, $\theta_{\text {pre }}=\theta_{\text {post }}=0.1$. Two and three Jacobi smoothing iterations were applied to the SA AMG solver in an attempt to mimic the expanded sparsity pattern used in RN AMG, but the convergence with respect to CC did not improve.

Figure 6.4 highlights the effectiveness of RN AMG over all angles with moderate operator and cycle complexities. For time-to-solution with respect to floating point operations and wall-clock time, RN AMG achieves between $3-30 \times$ speed-up in comparison to SA and classical AMG on a structured mesh and unstructured mesh, with moderate cycle complexities in all cases. It should be noted that performance of SA improves when using the modified evolution SOC measure introduced in Section 6.3.1.2, but RN AMG still performs $2-3 \times$ faster with respect to time and complexity. This is a notable achievement in performance for this problem, as anisotropic diffusion remains a significant challenge to most solvers.


Figure 6.5: Scaling results for RN AMG for anisotropic diffusion with $\epsilon=0.001, \epsilon=0$, and $\theta=3 \pi / 16$. Cycle complexity, $\chi_{\mathrm{CC}}$, is shown and is constant for all problem sizes.

Figure 6.5 demonstrates the scaling of convergence factors as problem size increases for $V(1,1)$ -
and $W(1,1)$-cycles. In the case of $\epsilon=0.001, \mathrm{~V}$-cycle convergence factors asymptote and scale perfectly, independent of $h$, on structured and unstructured meshes, up to 25 million unknowns; the SC and CC also scale, but are not shown. However, in the case of $\epsilon=0$ there is a slow growth in the convergence factor as the problem size increases for both V- and W-cycles. To analyze, consider a convergence factor, $\rho(h)$, dependent on spatial step size $h$ :

$$
\begin{equation*}
\rho=\bar{\rho}\left(1-a h^{q}\right) \tag{6.27}
\end{equation*}
$$

where $q=1$ in the case of linear finite elements, $a$ is some constant, and $\bar{\rho}$ is the asymptotic convergence factor, $\lim _{h \rightarrow 0} \rho=\bar{\rho}$. A log of (6.27) and an expansion yields $\log (1-a h)=-a h+O\left(h^{2}\right)$ or $-\log (\rho)=$ $-\log (c)+a h$. A linear fit on the three smallest step sizes in Figure 6.5 for $\epsilon=0$ leads to the following asymptotic convergence factors

$$
\text { structured: } \quad \rho \rightarrow 0.82, \quad \text { and unstructured: } \quad \rho \rightarrow 0.88
$$

Although an asymptotic convergence factor of approximately 0.88 is relatively slow, scalable convergence of totally anisotropic diffusion on unstructured meshes has not been achieved by other AMG methods.

In practice, using W-cycles over V-cycles should increase the accuracy of the coarse-grid correction. However, Figure 6.5 reveals W-cycles offer only minor improvements. This indicates that the algebraically smooth error is not well represented by the coarse grid, and that improved strength measures and coarsening routines may be needed to improve the coarse-grid, thereby improving convergence for this problem [17, 21, $23,39,125,128]$.

### 6.3.3 Recirculating flow (non-symmetric)

One of the benefits of the root-node approach is the ability to handle a variety of problems, including non-symmetric problems and systems, without redesign of methodology and implementation. In this section, a standard recirculating flow example known as the double-glazing problem is used [52], which models temperature distribution over a domain when an external wall is hot. The governing PDE is given by

$$
\begin{equation*}
-\epsilon \nabla \cdot \nabla u+\mathbf{b}(\mathbf{x}) \cdot \nabla u=f \tag{6.28}
\end{equation*}
$$

where $\epsilon=0.005$ and wind is given by $\mathbf{b}(\mathbf{x})=\left[2 x_{1}\left(1-x_{0}^{2}\right),-2 x_{0}\left(1-x_{1}^{2}\right)\right]$. Dirichlet boundaries are imposed on the domain $[0,1] \times[0,1]$, where $u=0$ on the north, south and west sides of the domain, and $u=1$ on the east, leading to boundary layers near corners with discontinuities.

A standard Galerkin finite element method (GFEM) based on a regular triangular mesh is used, resulting in a non-symmetric discrete linear system. Multigrid theory for non-symmetric problems is less developed in comparison to the symmetric case; however, SA has been extended to non-symmetric problems [147] and is used in this section.

Each example uses a $V(1,1)$-cycle of weighted Jacobi with GMRES acceleration. While Jacobi relaxation is not guaranteed to converge for a non-symmetric problem, it remains around half the cost of using relaxation on the normal equations. ${ }^{3}$ For SA, a classical strength measure (with drop tolerance 0.25 ) is used along with one and three steps of Jacobi smoothing steps applied to $P$, labeled $\mathrm{SA}_{1}$ and $\mathrm{SA}_{3}$, respectively. The symmetric traditional SA strength measure is not used due to the non-symmetry of the problem. Two steps of the evolution strength measure (with drop tolerance 3.0) is used for RN AMG, along with two iterations of GMRES energy minimization for $P$ with $d=1$ (labeled $\mathrm{RN}_{1}$ ), and five iterations of GMRES energy minimization for $P$ with $d=3$ (labeled $\left.\mathrm{RN}_{3}\right)$.

| $\theta$ | $d$ | $2000 \times 2000$ |  |  |  | $3000 \times 3000$ |  |  |  | $4000 \times 4000$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | SC | OC | CC | $\rho$ | SC | OC | CC | $\rho$ | SC | OC | CC | $\rho$ |
| - | $\mathrm{SA}_{1}$ | 72 | 1.4 | 5.2 | 0.74 | 71 | 1.4 | 5.2 | 0.82 | 71 | 1.4 | 5.2 | 0.88 |
|  | $\mathrm{SA}_{3}$ | 229 | 2.3 | 11.2 | 0.96 | 230 | 2.3 | 11.2 | 0.96 | 227 | 2.3 | 11.2 | 0.93 |
| - | $\mathrm{RN}_{1}$ | 98 | 1.4 | 5.1 | 0.46 | 96 | 1.4 | 5.0 | 0.50 | 95 | 1.4 | 4.9 | 0.45 |
|  | $\mathrm{RN}_{3}$ | 403 | 2.5 | 9.7 | 0.68 | 407 | 2.4 | 9.4 | 0.63 | 405 | 2.3 | 9.2 | 0.76 |
| 0.1 | $\mathrm{RN}_{1}$ | 126 | 1.4 | 5.1 | 0.52 | 125 | 1.4 | 5.0 | 0.56 | 124 | 1.4 | 4.9 | 0.56 |
|  | $\mathrm{RN}_{3}$ | 284 | 1.8 | 6.7 | 0.53 | 287 | 1.8 | 6.7 | 0.52 | 285 | 1.8 | 6.6 | 0.63 |

Table 6.4: Non-symmetric SA and RN AMG for the recirculating flow problem.

Table 6.4 demonstrates that optimal results are achieved for this example with no filtering and a small sparsity pattern $(d=1)$. This agrees with practical experience: generally it is effective to increase the filtering tolerance as the degree of the sparsity pattern for $P$ increases, or as the connectivity of matrix $A$

[^13]increases. This is observed in the 3D-anisotropic diffusion problem, where high connectivity and a $d=4$ sparsity pattern allows for a large $\theta=0.2$. If the sparsity pattern increases in distance from the root-node, or the matrix is highly connected, then it is likely there are entries that are not critical to performance and are candidates for removal.

Classical CF AMG is not designed for non-symmetric problems, making RN AMG the clear choice for a problem such as this. Root-node AMG achieves more than a $6 \times$ speed-up over SA AMG for the largest problem size considered, with a lower $C C$, and only slightly larger SC. Furthermore, RN AMG convergence factors with degree $d=1$ appear to have reached an asymptote, while SA AMG is still demonstrating a steady increase with problem size.

Remark 8. With the recirculating flow, as the grid-size (h) approaches zero, there are two competing factors that contribute to the numerical difficulty of the problem. As $h \rightarrow 0$, the diffusive part of the problem, $-\epsilon \nabla \cdot \nabla$, becomes increasingly dominant because the diffusion discretization scales like $\frac{1}{h^{2}}$, while $\mathbf{b}(\mathbf{x}) \cdot \nabla$ scales like $\frac{1}{h}$. The resulting linear system is, thus, more symmetric and diffusion-like, which is preferable for $A M G$. However, as $h \rightarrow 0$, convergence factors often increase to an asymptotic value (see (6.27) and Figures 6.5 a and 6.5b), due to smaller eigenvalues and an increasing number of levels in the $A M G$ hierarchy. Together, these factors correspond to the so-called half-grid Reynolds number or cell Reynolds number, $R_{h}=\frac{|\mathbf{b}| h}{2 \epsilon}$, where convergence factors are expected to be consistent for a fixed $R_{h}$, and degrade for $R_{h} \gg 1$. Figure 6.6 demonstrates this phenomenon. Convergence factors tend to asymptote for a fixed half-grid Reynolds number as $h \rightarrow 0$. In this case, convergence degrades by a factor of 10 when increasing from $R_{h}=1.25$ to $R_{h}=2.5$; thus it is faster to solve a refined problem with $R_{h}=1.25$ (and several times as many DOFs), rather than a system with $R_{h}=2.5$.

For many nonsymmetric problems, there will be a reasonable $h$ for which the half-grid Reynolds number is approximately one or less, in which case RN AMG is a likely to be a robust choice of solver. However, in truly advection-dominated cases or the limit of a purely advective problem such as steady state transport, RN AMG does not perform well (typically converges, but with convergence factors $\rho \gg 0.8$ [108]). This suggests that there is still something missing in how we are handling highly nonsymmetric matrices,


Figure 6.6: RN AMG convergence factor as a function of $h$, for fixed half-grid Reynolds numbers, $R_{h} \in$ $\{0.05,0.5,1.25,2.5\}$.
motivating the theoretical framework developed in Chapter 7 and the practical solver developed in Chapters 8 and 9. In particular, the solver developed in Chapters 8 and 9 offers a substantial improvement over RN AMG and other state-of-the-art AMG solvers when applied to highly nonsymmetric problems.

## Chapter 7

## Convergence of nonsymmetric algebraic multigrid

### 7.0.1 Motivation

The $\sqrt{A^{*} A}$-norm and $\sqrt{A A^{*}}$-norm are introduced in [27] as generalizations of the $A$-norm. In the geometric MG setting with self-adjoint elliptic differential operators, the $A$-norm corresponds with the $\mathcal{H}^{1}$ Sobolev norm, which enforces accuracy of solution values and derivatives. This avoids approximate solutions with large oscillations and non-physical behavior that can occur when minimizing, for example, the $l^{2}$-norm, which is desirable as we generalize to the nonsymmetric algebraic setting. The $\sqrt{A^{*} A}$-norm and $\sqrt{A A^{*}}$-norm also reduce to the $A$-norm in the case of SPD matrices, in which case classical AMG theory applies, making this approach a true generalization of existing theory, as opposed to an entirely new framework.

Thus, let $L \in \mathbb{R}^{n \times n}$ be some nonsingular matrix with singular value decomposition (SVD) $L=U \Sigma V^{*}$ and singular values ordered such that $0<\sigma_{1} \leq \sigma_{2} \leq \cdots \leq \sigma_{n}$. For ease of notation in later proofs, we scale $L$ such that $\sigma_{n}=1$. Defining the unitary operator $Q:=V U^{*}$, we can write $\sqrt{L^{*} L}=Q L$ and $\sqrt{L L^{*}}=L Q$. Each of these matrices are SPD and, to solve $L \mathbf{x}=\mathbf{b}$, we can consider applying classical AMG techniques to either of the equivalent systems

$$
\begin{align*}
& Q L \mathbf{x}=Q \mathbf{b}  \tag{7.1}\\
& L Q \mathbf{y}=\mathbf{b} \text { for } \mathbf{x}=Q \mathbf{y} \tag{7.2}
\end{align*}
$$

Note that (7.1) has some similarity to a normal-equation formulation of the problem; however, AMG is typically applied to large, sparse, ill-conditioned matrices, and solving the normal equations squares the condition number of the problem, making it much more difficult to solve. Because $Q$ is unitary, the condition
number of $Q L$ and $L Q$ are the same as the condition number of $L$. Then, let $P \in \mathbb{R}^{n \times n_{c}}$ and $R \in \mathbb{R}^{n \times n_{c}}$ denote AMG interpolation and restriction operators, respectively. If we define $R:=Q^{*} P$, then NS-AMG applied to $L \mathbf{x}=\mathbf{b}$ has some similarity to classical AMG applied to (7.1), in which case classical AMG convergence theory applies. In practice, $Q$ cannot be easily formed because it is generally dense and requires computing the SVD of $L$, an $O\left(n^{3}\right)$ procedure. However, these systems provide a framework with which to consider NS-AMG convergence. Although (7.1) is not, in general, computable, one can still apply tools used in conventional AMG convergence theory. In particular, the strong approximation property (SAP) will be important in the development here. Assume the current grid has been partitioned into fine and coarse grid points.

Definition 1 (SAP on $P$ with respect to $A$ ). An interpolation operator, $P$, satisfies the $S A P$ with respect to SPD matrix $A$, with constant $K_{P}$ if, for any $\mathbf{v}$ on the fine grid, there exists $a \mathbf{v}_{c}$ on the coarse grid such that

$$
\begin{equation*}
\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|_{A}^{2} \leq \frac{K_{P}}{\|A\|}\|A \mathbf{v}\|^{2} \tag{7.3}
\end{equation*}
$$

In the symmetric setting, satisfying the SAP on all levels in a hierarchy is sufficient for multilevel convergence [179]. Nonsymmetric matrices typically lead to a non-orthogonal coarse-grid correction and even two-grid convergence is no longer ensured by the SAP [27]. Because coarse-grid correction is not orthogonal in the nonsymmetric setting, it is important that coarse-grid correction be stable, that is, coarsegrid correction can only increase error by some small constant $C \geq 1$ :

Definition 2 (Stability of $\Pi$ ).

$$
\begin{equation*}
\|\Pi\|_{Q L}^{2} \leq C \tag{7.4}
\end{equation*}
$$

where $C \geq 1$ is a small constant, independent of the grid size.

Note that for orthogonal projections such as in the symmetric setting, $C=1$ and error cannot be increased. For non-orthogonal projections, this constant must be bounded independent of grid level and problem size for scalable convergence. In [27], stability and the SAP on $P$ with respect to the $Q L$-norm, along with additional relaxation to account for potential increases in error from coarse-grid correction, are shown to be sufficient conditions for two-grid convergence in the $Q A$-norm:

Theorem 2 (Two-Grid $Q L$-Convergence (Theorem 2.3, [27])). Let $G$ be the error-propagation operator for $\nu$ iterations of Richardson-relaxation on the normal equations $\left(L^{*} L\right), G:=\left(I-\frac{L^{*} L}{\|L\|^{2}}\right)^{\nu}$, and $(I-\Pi)$ the (nonorthogonal) coarse-grid correction defined by interpolation and restriction operators, $P$ and $R$, respectively (5.2). If $P$ satisfies a SAP with respect to the $Q L$-norm with constant $K_{P}$ and coarse-grid correction is stable with constant $C$, then

$$
\|(I-\Pi) G \mathbf{e}\|_{Q L} \leq \frac{16 C K_{P}}{25 \sqrt{4 \nu+1}}\|\mathbf{e}\|_{Q L} .
$$

Two-grid convergence of NS-AMG in the QL-norm follows by performing sufficient iterations of relaxation, $\nu$, such that $\|(I-\Pi) G \mathbf{e}\|_{Q L}<\|\mathbf{e}\|_{Q L}$.

Defining a stable coarse-grid operator is a crux of NS-AMG because it is possible to build $P$ that satisfies a SAP with respect to $Q L$ and $R$ that satisfies a SAP with respect to $L Q$ and still get a coarsegrid operator, $R^{*} L P$, that is singular or near-singular (see Lemma 9). Coarse-grid correction can then increase error significantly, leading to divergence. However, stability alone is not a very practical constraint; in particular, it does not give us useful information on what to consider when forming $R$. This is the fundamental part of convergence theory lacking for NS-AMG: conditions on $P$ and $R$ that give insight into their respective roles in AMG convergence and can be used in practice to form effective transfer operators.

This work builds on the framework developed in [27], considering convergence of NS-AMG in the $\sqrt{A^{*} A}$-norm. Section 7.1 introduces further background information and results on the relation between various approximation properties and stability, in particular, showing that a SAP on $P$ with respect to $Q L$ and a SAP on $R$ with respect to $L Q$ are not sufficient conditions for convergence. New bases for $P$ and $R$ are then introduced and used to develop sufficient conditions on $P$ and $R$ for stability and two-grid convergence of NS-AMG. Two-grid results are extended in Section 7.2 to develop sufficient conditions for multigrid convergence of NS-AMG in the $\sqrt{A^{*} A}$-norm. Although the conditions are relatively stringent, this is the first result published on convergence of multilevel methods for nonsymmetric matrices. A discussion on the results of this work and their relation to recently developed, effective NS-AMG solvers is given in Section 7.3, along with a look at future directions of research for NS-AMG.

### 7.1 Two-grid convergence

### 7.1.1 Approximation properties

Building on the framework developed in [27], define the following three projections:

$$
\begin{aligned}
& I-\Pi_{1}=I-P\left(P^{*} Q L P\right)^{-1} P^{*} Q L \\
& I-\Pi_{2}=I-R\left(R^{*} L Q R\right)^{-1} R^{*} L Q \\
& I-\Pi=I-P\left(R^{*} L P\right)^{-1} R^{*} L
\end{aligned}
$$

corresponding to a $Q L$-orthogonal projection onto $\mathcal{R}(P)$, an $L Q$-orthogonal projection onto $\mathcal{R}(R)$, and errorpropagation for the Petrov-Galerkin coarse-grid correction used in NS-AMG, respectively. Here, we generalize the use of the SAP, weak approximation property (WAP), and super strong approximation property (SSAP) to the nonsymmetric setting.

Definition 3 (WAP on $P$ with respect to $A$ ). An interpolation operator, $P$, satisfies the WAP with respect to SPD matrix $A$, with constant $K_{w}$ if, for any $\mathbf{v}$ on the fine grid, there exists $a \mathbf{v}_{c}$ on the coarse grid such that

$$
\begin{equation*}
\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|^{2} \leq \frac{K_{w}}{\|A\|}\|\mathbf{v}\|_{A}^{2} \tag{7.5}
\end{equation*}
$$

Definition 4 (SSAP on $P$ with respect to $A$ ). An interpolation operator, $P$, satisfies the SSAP with respect to SPD matrix $A$, with constant $K_{s}$ if, for any $\mathbf{v}$ on the fine grid, there exists a $\mathbf{v}_{c}$ on the coarse grid such that

$$
\begin{equation*}
\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|^{2} \leq \frac{K_{s}}{\|A\|^{2}}\|A \mathbf{v}\|^{2} \tag{7.6}
\end{equation*}
$$

Lemma 8 generalizes relations of approximation properties in the SPD setting to the nonsymmetric setting.

Lemma 8 (Equivalence of approximation properties). Let $A$ be $S P D$.
(1) If $P$ satisfies the SSAP with respect to $A$ with constant $K_{s}$, then $P$ also satisfies the WAP with respect to $A$ with constant $K_{w}=K_{s}$.
(2) If $P$ satisfies the $S S A P$ with respect to $A$ with constant $K_{s}$, then $P$ also satisfies the $S A P$ with respect to $A$ with constant $K_{P}=K_{s}$.
(3) If $P$ satisfies the SAP with respect to $A$ with constant $K_{P}$, then $P$ also satisfies the SSAP with respect to $A$ with constant $K_{s}=K_{P}^{2}$.
(4) If $P$ satisfies the $S A P$ with respect to $A$ with constant $K_{P}$, then $P$ also satisfies the WAP with respect to $A$ with constant $K_{w}=K_{P}^{2}$.

Proof.
(1) Assume $P$ satisfies the SSAP with respect to $A$ with constant $K_{s}$. For some vector $\mathbf{v}$, let $\mathbf{v}_{c}$ be a corresponding coarse-grid vector that satisfies the SSAP. Then,

$$
\begin{aligned}
\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|^{2} \leq \frac{K_{s}}{\|A\|^{2}}\|A \mathbf{v}\|^{2}=\frac{K_{s}}{\|A\|^{2}}\left\|(A)^{1 / 2}(A)^{1 / 2} \mathbf{v}\right\|^{2} \leq \\
\frac{K_{s}}{\|A\|^{2}}\left\|(A)^{1 / 2}\right\|^{2}\left\|(A)^{1 / 2} \mathbf{v}\right\|^{2}=\frac{K_{s}}{\|A\|}\|\mathbf{v}\|_{A}^{2}
\end{aligned}
$$

which satisfies the WAP on $P$ with respect to $A$ with constant $K_{w}=K_{s}$.
(2) Assume $P$ satisfies the SSAP with respect to $A$ with constant $K_{s}$. For some vector $\mathbf{v}$, let $\mathbf{v}_{c}$ be a corresponding coarse-grid vector that satisfies the SSAP. Then,

$$
\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|_{A}^{2} \leq\|A\|\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|^{2} \leq \frac{K_{s}}{\|A\|}\|A \mathbf{v}\|^{2}
$$

which satisfies the SAP on $P$ with respect to $A$ and constant $K_{P}=K_{s}$.
(3) Assume $P$ satisfies the SAP with respect to $A$ and constant $K_{P}$. For some vector $\mathbf{v}$, let $\mathbf{v}_{c}:=$ $\operatorname{argmin}\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|_{A}=\left\|\left(I-\Pi_{1}\right) \mathbf{v}\right\|_{A}$. Orthogonality implies

$$
\left\langle A\left(\mathbf{v}-P \mathbf{v}_{\mathbf{c}}\right), P \mathbf{z}\right\rangle=\left\langle A\left(I-\pi_{1}\right) v, P \mathbf{z}\right\rangle=0, \forall \mathbf{z}
$$

Next, consider $\mathbf{w}=(A)^{-1}\left(\mathbf{v}-P \mathbf{e}_{c}\right)$ and let $\mathbf{w}_{c}$ be a corresponding coarse-grid vector that satisfies
the SAP. Then $\mathbf{v}-P \mathbf{v}_{c}$

$$
\begin{aligned}
\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|^{2} & =\left\langle A\left(\mathbf{v}-P \mathbf{v}_{c}\right),(A)^{-1}\left(\mathbf{v}-P \mathbf{v}_{c}\right)\right\rangle \\
& =\left\langle A\left(\mathbf{v}-P \mathbf{v}_{c}\right),(A)^{-1}\left(\mathbf{v}-P \mathbf{v}_{c}\right)-P \mathbf{w}_{c}\right\rangle \quad \text { (orthogonality) } \\
& \leq\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|_{A}\left\|(A)^{-1}\left(\mathbf{v}-P \mathbf{v}_{c}\right)-P \mathbf{w}_{c}\right\|_{A} \quad(S A P) \\
& \leq\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|_{A} \sqrt{\frac{K_{P}}{\|A\|}}\left\|A(A)^{-1}\left(\mathbf{v}-P \mathbf{v}_{c}\right)\right\| \\
& =\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|_{A} \sqrt{\frac{K_{P}}{\|A\|}}\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|
\end{aligned}
$$

This implies

$$
\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|^{2} \leq \frac{K_{P}}{\|A\|}\left\|\mathbf{v}-P \mathbf{v}_{c}\right\|_{A}^{2} \leq \frac{K_{P}^{2}}{\|A\|^{2}}\|A \mathbf{v}\|^{2}
$$

Thus, $P$ satisfies the SSAP with respect to $A$ and constant $K_{w}=K_{P}^{2}$.
(4) Assume $P$ satisfies the SAP with respect to $A$ with constant $K_{P}$. From 3 above, the SAP on $P$ implies the SSAP on $P$ with respect to $A$ and constant $K_{s}=K_{P}^{2}$. From 2 above, $P$ satisfies a WAP with respect to $A$ with constant $K_{w}=K_{2}=K_{P}^{2}$.

The next corollary is a result of the proof of part 3 in Lemma 8. It will be useful later.

Corollary 1. Let $A$ be $S P D$. Assume $P$ satisfies a $S A P$ with respect to $A$ with constant $K_{P}$. Then,

$$
\left\|\left(I-\pi_{1}\right) \mathbf{v}\right\|^{2}=\frac{K_{P}}{\|A\|}\left\|\left(I-\pi_{1}\right) \mathbf{v}\right\|_{A}^{2}
$$

Proof. This result follows from the proof of part 3 in Lemma 8.

In the non-symmetric development that follows, we consider $P$ that satisfies a SAP with respect to $Q L$ and $R$ that satisfies a SAP with respect to $L Q$. Approximation properties on $P$ with respect to $Q L$ ensure that right singular vectors with small singular values well represented in $\mathcal{R}(P)$. Likewise, approximation properties of $R$ with respect to $L Q$ ensure that the left singular vectors with small singular values are well represented in $\mathcal{R}(R)$. Recall, if we define $R:=Q^{*} P$, we have an orthogonal coarse-grid correction and classical (SPD) AMG theory implies. In this case, the optimal $P$ with respect to two-grid convergence is
given by letting columns of $P$ be the first $n_{c}$ right singular vectors, where $n_{c}$ is the size of the coarse grid [57]. It follows that the optimal $R$ then consists of the first $n_{c}$ left singular vectors. This provides motivation on building $R$.

In practice, stability alone is not practical for the development of a solver because it does not give conditions directly on $R$ and $P$ to motivate building a solver. Given that the optimal $P$ and $R$ are given by columns consisting of the first $n_{c}$ right and left singular vectors, respectively, a natural idea for convergence of NS-AMG is to use approximation properties for $P$ and $R$. Unfortunately, approximation properties alone are not sufficient for stability, as shown in Lemma 9.

## Lemma 9.

$A S A P$ on $P$ with respect to $Q L$ and the $S A P$ on $R$ with respect to $L Q \nRightarrow$ stability of $\Pi$.

Proof.

Let $L \in \mathbb{R}^{4 \times 4}$ with associated singular value triplets, $\left(\sigma_{i}, \mathbf{u}_{i}, \mathbf{v}_{i}\right)$. Assume $\sigma_{i} \leq 1 \forall i, \sigma_{1}, \sigma_{2}<1 / 2$, and $\sigma_{3}, \sigma_{4} \geq$ $1 / 2$. Define $P=\left[\mathbf{v}_{1} / \sqrt{\sigma_{1}}, \mathbf{v}_{2} / \sqrt{\sigma_{2}}, \mathbf{v}_{3} / \sqrt{\sigma_{3}}\right]$ and $R=\left[\mathbf{u}_{1} / \sqrt{\sigma_{1}}, \mathbf{u}_{2} / \sqrt{\sigma_{2}}, \mathbf{u}_{4} / \sqrt{\sigma_{4}},\right]$. Then $P^{*} Q L P=$ $R^{*} L Q R=I$ and the SAP on $P$ and $R$ are satisfied with $K_{P}=K_{R}=2$. However, the coarse-grid operator

$$
R^{*} L P=\left[\begin{array}{lll}
1 & & \\
& 1 & \\
& & 0
\end{array}\right]
$$

is singular, implying that $\|\Pi\|_{Q L}^{2}$ is unbounded.

### 7.1.2 General conditions for stability and two-grid convergence

The crux of convergence theory for NS-AMG is in dealing with a non-orthogonal coarse-grid correction that can increase error. In particular, if $R^{*} L P$ ends up being a singular or near-singular matrix, then the resulting solver will likely diverge. In [27] this was handled by assuming that the oblique projection $\Pi$ is stable, with its norm bounded by some small constant greater than one. However, such conditions are not practical in the development of a solver. In the previous section, approximation properties alone were shown to be insufficient conditions for stability. Here, we develop conditions on $R$ and $P$ for stability of coarse-grid correction and, thus, convergence. The basic premise is that $\Pi$ is invariant over any change of basis for $P$
and $R$. If we let $B_{P}$ and $B_{R}$ be nonsingular $n_{c} \times n_{c}$ square matrices such that $\hat{P}:=P B_{P}$ and $\hat{R}:=R B_{R}$, then,

$$
\begin{align*}
\Pi & =P\left(R^{*} L P\right)^{-1} R^{*} L \\
& =\hat{P} B_{P}^{-1}\left(R^{*} L P\right)^{-1} B_{R}^{-*} R^{*} L \\
& =\hat{P}\left(\hat{R}^{*} L \hat{P}\right)^{-1} \hat{R}^{*} L \tag{7.7}
\end{align*}
$$

Here, we introduce a certain quality measure on $P$ and $R$ that gives sufficient conditions for stability and two-grid convergence when coupled with approximation properties. In particular, we will introduce basis matrices $W$ and $Z$ based on $\Pi_{1}$ and $\Pi_{2}$ and corresponding to the action of $P$ and $R$, respectively. After proving several results on $W$ and $Z$, we can establish a stability bound for $\|\Pi\|_{Q L}$ accordingly.

Moving forward, we will call two operators $A$ and $B$ spectrally equivalent and norm equivalent if there exist constants $\alpha_{s}, \eta_{s}$ and $\alpha_{n}, \eta_{n}$, respectively, such that

$$
\alpha_{s} \leq \frac{\langle A \mathbf{x}, \mathbf{x}\rangle}{\langle B \mathbf{x}, \mathbf{x}\rangle} \leq \eta_{s}, \quad \alpha_{n} \leq \frac{\langle A \mathbf{x}, A \mathbf{x}\rangle}{\langle B \mathbf{x}, B \mathbf{x}\rangle} \leq \eta_{n}
$$

denoted $A \sim_{s} B$ and $A \sim_{n} B$. For self-adjoint, compact operators, $A \sim_{n} B \Longrightarrow A \sim_{s} B$ with the same constants [53].More results on the equivalence of operators in a Hilbert space can be found in [53].

Lemma 10 (Basis for $\mathcal{R}(P))$. Let $P \in \mathbb{R}^{n \times n_{c}}$ such that $P^{*} P \sim_{s} I_{n_{c}}$ and $P$ satisfies the $S A P$ with respect to $Q L$, with constant $K_{P} \geq 1$. Then, there exists a basis for $\mathcal{R}(P), \hat{P}=P B_{P}$, such that

$$
\hat{P}^{*} Q L \hat{P} \sim_{n}\left(\begin{array}{cc}
\Sigma_{1 . . k} & \mathbf{0} \\
\mathbf{0} & I
\end{array}\right)
$$

for change of basis matrix $B_{P} \in \mathbb{R}^{n_{c} \times n_{c}}$, where $B_{P}^{*} B_{P} \sim_{s} I$, and similarity constants depend only on $K_{P}$. Proof. To build the basis, we develop a block decomposition of $\mathcal{R}(P)$ in the form $\hat{P}=\left(\begin{array}{ll}W_{1} & W_{2}\end{array}\right)$. Pick $k$ such that $K_{P} \sigma_{k}<\frac{1}{2}$ and let $V_{1}=\left[v_{1}, \ldots, v_{k}\right]$ denote the first $k$ right singular vectors. Then, define

$$
W_{1}:=\Pi_{1} V_{1}, \quad \mathcal{N}_{1}:=\left(I-\Pi_{1}\right) V_{1}=V_{1}-W_{1}
$$

To complete the basis, let $W_{2}=\left[w_{k+1}, \ldots, w_{n_{c}}\right] \subset \mathcal{R}(P)$ be a $Q L$-orthonormal basis for $\mathcal{R}(P) \backslash \mathcal{R}\left(W_{1}\right)$, that is, $W_{2}^{*} Q L W_{2}=I_{n_{c}-k}$ and $\left\langle Q L w_{j}, w_{\ell}\right\rangle=0$ for all $j \leq k, \ell>k$. Then

$$
\hat{P}^{*} Q L \hat{P}=\left(\begin{array}{cc}
W_{1}^{*} Q L W_{1} & \mathbf{0} \\
\mathbf{0} & I_{n_{c}-k}
\end{array}\right)
$$

Expanding, $W_{1}^{*} Q L W_{1}=V_{1}^{*} Q L V_{1}-\mathcal{N}_{1}^{*} Q L V_{1}-V_{1}^{*} Q L \mathcal{N}_{1}+\mathcal{N}_{1}^{*} Q L \mathcal{N}_{1}$. By symmetry of $I-\Pi_{1}$ in the $Q L$-norm,

$$
\begin{gathered}
\left\langle\mathcal{N}_{1}^{*} Q L V_{1} \mathbf{x}, \mathbf{y}\right\rangle=\left\langle Q L V_{1} \mathbf{x},\left(I-\Pi_{1}\right) V_{1} \mathbf{y}\right\rangle=\left\langle Q L\left(I-\Pi_{1}\right) V_{1} \mathbf{x},\left(I-\Pi_{1}\right) V_{1} \mathbf{y}\right\rangle= \\
\left\langle Q L \mathcal{N}_{1} \mathbf{x}, \mathcal{N}_{1} \mathbf{y}\right\rangle=\left\langle\mathcal{N}_{1}^{*} Q L \mathcal{N}_{1} \mathbf{x}, \mathbf{y}\right\rangle
\end{gathered}
$$

and, thus, $\mathcal{N}_{1}^{*} Q L V_{1}=\mathcal{N}_{1}^{*} Q L \mathcal{N}_{1}=V_{1}^{*} Q L \mathcal{N}_{1}$. Noting that $V_{1}^{*} Q L V_{1}=\Sigma_{1 . . k}$,

$$
W_{1}^{*} Q L W_{1}=\Sigma_{1 . . k}-\mathcal{N}_{1}^{*} Q L \mathcal{N}_{1}
$$

Due to the identity block, proving the norm equivalence is reduced to proving $W_{1}^{*} Q L W_{1} \sim_{s} \Sigma_{1 . . k}$ and $W_{1}^{*} Q L W_{1} \sim_{n} \Sigma_{1 . . k}$.
$\mathbf{W}_{\mathbf{1}}^{*} \mathbf{Q L W}_{\mathbf{1}} \sim_{\mathbf{n}} \boldsymbol{\Sigma}_{\mathbf{1} . . \mathbf{k}}:$ By the SAP,

$$
\begin{aligned}
\left\|\mathcal{N}_{1}^{*} Q L \mathcal{N}_{1} \mathbf{x}\right\| & =\sup _{\mathbf{y} \neq \mathbf{0}} \frac{\left\langle Q L \mathcal{N}_{1} \mathbf{x}, \mathcal{N}_{1} \mathbf{y}\right\rangle}{\|\mathbf{y}\|} \\
& \leq\left\|(Q L)^{\frac{1}{2}} \mathcal{N}_{1} \mathbf{x}\right\| \cdot \frac{\left\|(Q L)^{\frac{1}{2}} \mathcal{N}_{1} \mathbf{y}\right\|}{\|\mathbf{y}\|} \\
& \leq \sqrt{K_{P}}\left\|\Sigma_{1 . . k} \mathbf{x}\right\| \cdot \sigma_{k} \sqrt{K_{P}} \\
& =\left(1-\sigma_{k} K_{P}\right)\left\|\Sigma_{1 . . k}\right\| .
\end{aligned}
$$

By the reverse triangle inequality,

$$
\left\|\left(\Sigma_{1 . . k}-\mathcal{N}_{1}^{*} Q L \mathcal{N}_{1}\right) \mathbf{x}\right\| \geq\left|\left\|\Sigma_{1 . . k} \mathbf{x}\right\|-\left\|\mathcal{N}_{1}^{*} Q L \mathcal{N}_{1} \mathbf{x}\right\|\right| \geq\left(1-\sigma_{k} K_{P}\right)\left\|\Sigma_{1 . . k} \mathbf{x}\right\| .
$$

A similar result using the triangle inequality gives, for $\mathbf{x}=\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right]^{T}$,

$$
\left(1-K_{p} \sigma_{k}\right)^{2}\left\|\Sigma_{1 . . k} \mathbf{x}_{1}\right\|^{2}+\left\|\mathbf{x}_{2}\right\|^{2} \leq\left\|\hat{P}^{*} Q L \hat{P} \mathbf{x}\right\|^{2} \leq\left(1+K_{p} \sigma_{k}\right)^{2}\left\|\Sigma_{1 . . k} \mathbf{x}_{1}\right\|^{2}+\left\|\mathbf{x}_{2}\right\|^{2}
$$

giving norm equivalence $\hat{P}^{*} Q L \hat{P} \sim_{n}\left(\begin{array}{cc}\Sigma_{1 . . k} & \mathbf{0} \\ \mathbf{0} & I_{n c-k}\end{array}\right)$ with constants $\left(\left(1-K_{p} \sigma_{k}\right)^{2},\left(1+K_{p} \sigma_{k}\right)^{2}\right)$.
$\mathbf{B}_{\mathbf{P}}^{*} \mathbf{B}_{\mathbf{P}} \sim_{\mathbf{s}} \mathbf{I}:$ Note that this is equivalent to

$$
\alpha \leq \frac{\left\|B_{P} \mathbf{x}\right\|}{\|\mathbf{x}\|} \leq \beta
$$

where $0<\alpha \leq \beta$ are independent of level. By assumption, $\frac{\langle P \mathbf{x}, P \mathbf{x}\rangle}{\langle\mathbf{x}, \mathbf{x}\rangle}$ is bounded above and below. Suppose that $\frac{\langle\hat{P} \mathbf{x}, \hat{P} \mathbf{x}\rangle}{\langle\mathbf{x}, \mathbf{x}\rangle}$ is also bounded above and below. Then,

$$
\frac{\langle\hat{P} \mathbf{x}, \hat{P} \mathbf{x}\rangle}{\langle\mathbf{x}, \mathbf{x}\rangle}=\frac{\left\langle P B_{P} \mathbf{x}, P B_{P} \mathbf{x}\right\rangle}{\langle\mathbf{x}, \mathbf{x}\rangle}=\frac{\left\langle P B_{P} \mathbf{x}, P B_{P} \mathbf{x}\right\rangle}{\left\langle B_{P} \mathbf{x}, B_{P} \mathbf{x}\right\rangle} \frac{\left\langle B_{P} \mathbf{x}, B_{P} \mathbf{x}\right\rangle}{\langle\mathbf{x}, \mathbf{x}\rangle}
$$

and it follows that $\alpha<\frac{\left\langle B_{P} \mathbf{x}, B_{P} \mathbf{x}\right\rangle}{\langle\mathbf{x}, \mathbf{x}\rangle}<\beta$, where $\alpha$ and $\beta$ depend on the bounds for $P$ and $\hat{P}$. Thus it remains to show that $\hat{P}^{*} \hat{P} \sim_{s} I$.
$\hat{\mathbf{P}}^{*} \hat{\mathbf{P}} \sim_{\mathbf{s}} \mathbf{I}$ : First we consider the diagonal blocks. By assumotion $P$ satisfies the SAP and, equivalently, the SSAP. Then, for any vector $\alpha \in \mathbb{R}^{k}$,

$$
\begin{aligned}
\left\|\mathcal{N}_{1} \alpha\right\|_{Q L}^{2} & =\left\|\left(I-\Pi_{1}\right) \sum_{i=1}^{k} \alpha_{i} \mathbf{v}_{i}\right\|_{Q L}^{2} \leq K_{P} \sum_{i=1}^{k} \alpha_{i}^{2} \sigma_{1}^{2} \leq K_{P} \sigma_{k}^{2}\|\alpha\|^{2} \\
\left\|\mathcal{N}_{1} \alpha\right\|^{2} & =\left\|\left(I-\Pi_{1}\right) \sum_{i=1}^{k} \alpha_{i} \mathbf{v}_{i}\right\|^{2} \leq K_{P}^{2} \sum_{i=1}^{k} \alpha_{i}^{2} \sigma_{1}^{2} \leq K_{P}^{2} \sigma_{k}^{2}\|\alpha\|^{2}
\end{aligned}
$$

Also note that for all $j \leq k$ and $\ell>k$,

$$
0=\left\langle Q L \mathbf{w}_{j}, \mathbf{w}_{\ell}\right\rangle=\left\langle Q L \Pi_{1} \mathbf{v}_{j}, \mathbf{w}_{\ell}\right\rangle=\left\langle Q L \mathbf{v}_{j}, \Pi \mathbf{w}_{\ell}\right\rangle=\sigma_{j}\left\langle\mathbf{v}_{j}, \mathbf{w}_{\ell}\right\rangle
$$

Thus, $V_{1}^{*} W_{2}=\mathbf{0}$ and $W_{1}^{*} W_{2}=-\mathcal{N}_{1}^{*} W_{2}$. Given $K_{P} \sigma_{k}<1$,

$$
\begin{aligned}
\left\|W_{1}\right\|^{2} & =\sup _{\mathbf{x} \neq \mathbf{0}} \frac{\left\langle\left(V_{1}-\mathcal{N}_{1}\right) \mathbf{x},\left(V_{1}-\mathcal{N}_{1}\right) \mathbf{x}\right\rangle}{\|\mathbf{x}\|^{2}} \\
& \geq \sup _{\mathbf{x} \neq \mathbf{0}} 1-\frac{2\left\|V_{1} \mathbf{x}\right\|\left\|\mathcal{N}_{1} \mathbf{x}\right\|}{\|\mathbf{x}\|^{2}}+\frac{\left\|\mathcal{N}_{1} \mathbf{x}\right\|^{2}}{\|\mathbf{x}\|^{2}} \\
& =\sup _{\mathbf{x} \neq \mathbf{0}}\left(1-\frac{\left\|\mathcal{N}_{1} \mathbf{x}\right\|}{\|\mathbf{x}\|}\right)^{2} \\
& \geq\left(1-K_{P} \sigma_{k}\right)^{2}
\end{aligned}
$$

A similar argument based on $\left\|W_{1}\right\|^{2} \leq \sup _{\mathbf{x} \neq \mathbf{0}} 1+\frac{2\left\|V_{1} \mathbf{x}\right\|\left\|\mathcal{N}_{1} \mathbf{x}\right\|}{\|\mathbf{x}\|^{2}}+\frac{\left\|\mathcal{N}_{1} \mathbf{x}\right\|^{2}}{\|\mathbf{x}\|^{2}}$ leads to the upper bound $\left\|W_{1}\right\|^{2} \leq$ $\left(1+K_{P} \sigma_{k}\right)^{2}$.

$$
\text { Denoting } V_{3}:=\left[\mathbf{v}_{k+1}, \ldots, \mathbf{v}_{n}\right] \text { and } \Sigma_{3}=\operatorname{diag}\left(\sigma_{k+1}, \ldots, \sigma_{n}\right)
$$

$$
\left\langle W_{2} \mathbf{x}, W_{2} \mathbf{x}\right\rangle=\left\langle V^{*} W_{2} \mathbf{x}, V^{*} W_{2} \mathbf{x}\right\rangle=\left\langle V_{3}^{*} W_{2} \mathbf{x}, V_{3}^{*} W_{2} \mathbf{x}\right\rangle
$$

Recall $L$ is scaled such that the largest singular value is equal to one. Then, by $Q L$-orthonormality of
columns of $W_{2}$,

$$
\begin{aligned}
\langle\mathbf{x}, \mathbf{x}\rangle & =\left\langle\left(V_{3} \Sigma_{3} V_{3}^{*}\right) W_{2} \mathbf{x}, W_{2} \mathbf{x}\right\rangle \\
& \leq\left\langle W_{2} \mathbf{x}, W_{2} \mathbf{x}\right\rangle \\
& \leq \frac{1}{\sigma_{k+1}}\left\langle\left(V_{3} \Sigma_{3} V_{3}^{*}\right) W_{2} \mathbf{x}, W_{2} \mathbf{x}\right\rangle \\
& =\frac{1}{\sigma_{k+1}}\langle\mathbf{x}, \mathbf{x}\rangle
\end{aligned}
$$

Now let $\mathbf{x}=\left[\mathbf{x}_{1}, \mathbf{x}_{2}\right]^{T}$ and consider $\hat{P}^{*} \hat{P}$ using the above results on $W_{1}^{*} W_{1}$ and $W_{2}^{*} W_{2}$. Using the definition $W_{1}=V_{1}-\mathcal{N}_{1}$, orthogonality relation $V_{1}^{*} W_{2}=\mathbf{0}$, and an $\epsilon$-inequality,

$$
\begin{aligned}
\left\langle\hat{P}^{*} \hat{P} \mathbf{x}, \mathbf{x}\right\rangle & =\left\langle W_{1}^{*} W_{1} \mathbf{x}_{1}, \mathbf{x}_{1}\right\rangle-2\left\langle\mathcal{N}_{1} \mathbf{x}_{1}, W_{2} \mathbf{x}_{2}\right\rangle+\left\langle W_{2}^{*} W_{2} \mathbf{x}_{2}, \mathbf{x}_{2}\right\rangle \\
& \geq\left(1-K_{P} \sigma_{k}\right)^{2}\left\|\mathbf{x}_{1}\right\|^{2}-2 K_{p} \sqrt{\sigma_{k}}\left\|\mathbf{x}_{1}\right\|\left\|\mathbf{x}_{2}\right\|+\left\|\mathbf{x}_{2}\right\|^{2} \\
& \geq\left[\left(1-K_{P} \sigma_{k}\right)^{2}-\frac{K_{P}^{2} \sigma_{k}^{2}}{\epsilon_{1}}\right]\left\|\mathbf{x}_{1}\right\|^{2}+\left(1-\epsilon_{1}\right)\left\|\mathbf{x}_{2}\right\|^{2}
\end{aligned}
$$

for any $\epsilon_{1}>0$. To bound in $\|\mathbf{x}\|$ for spectral equivalence, we set the constants for $\mathbf{x}_{1}$ and $\mathbf{x}_{2}$ equal and solve for $\epsilon_{1}$ as the positive root of the quadratic function $f_{1}(\epsilon)=\epsilon^{2}+\left(K_{P}^{2} \sigma_{k}^{2}-2 K_{P} \sigma_{k}\right) \epsilon-K_{P}^{2} \sigma_{k}^{2}$, given by

$$
\epsilon_{1}\left(K_{P} \sigma_{k}\right)=\frac{K_{P} \sigma_{k}}{2}\left(2-K_{P} \sigma_{k}+\sqrt{4+\left(2-K_{P} \sigma_{k}\right)^{2}}\right)
$$

Here $\epsilon_{1}(0)=0$ and $\epsilon_{1}(0.5)=1$. Calculus shows that $\epsilon_{1}$ is monotonically increasing over the interval [ 0,1$]$ with an approximately linear slope, and thus $\frac{\left\langle\hat{P}^{*} \hat{P} \mathbf{x}, \mathbf{x}\right\rangle}{\langle\mathbf{x}, \mathbf{x}\rangle} \geq 1-\epsilon_{1}>0$ under the assumption that $0<K_{P} \sigma_{k}<\frac{1}{2}$.

Similarly, an upper bound is obtained as $\frac{\left\langle\hat{P}^{*} \hat{P} \mathbf{x}, \mathbf{x}\right\rangle}{\langle\mathbf{x}, \mathbf{x}\rangle} \leq \frac{1+\epsilon_{2}}{\sigma_{k}}$, where $\epsilon_{2}$ is the positive root of the quadratic function $f_{2}(\epsilon)=\epsilon^{2}+\left(1-\sigma_{k}\left(1+K_{P} \sigma_{k}\right)^{2}\right) \epsilon-K_{P}^{2} \sigma_{k}^{3}$, given by

$$
\epsilon_{1}\left(K_{P} \sigma_{k}\right)=\frac{-\left(1-\sigma_{k}\left(1+K_{P} \sigma_{k}\right)^{2}\right)+\sqrt{\left(1-\sigma_{k}\left(1+K_{P} \sigma_{k}\right)^{2}\right)^{2}+4 K_{P}^{2} \sigma_{k}^{3}}}{2}
$$

Corollary 2 (Basis for $\mathcal{R}(R))$. Let $R \in \mathbb{R}^{n \times n_{c}}$ such that $R^{*} R \sim_{s} I_{n_{c}}$ and $R$ satisfies the SAP with respect to $L Q$, with constant $K_{R} \geq 1$. Then, there exists a basis for $\mathcal{R}(R), \hat{R}=R B_{R}$, such that

$$
\hat{R}^{*} L Q \hat{R} \sim_{n}\left(\begin{array}{cc}
\Sigma_{1 . . k} & \mathbf{0} \\
\mathbf{0} & I
\end{array}\right)
$$

for change of basis matrix $B_{R} \in \mathbb{R}^{n_{c} \times n_{c}}$, where $B_{R}^{*} B_{R} \sim_{s} I$, and similarity constants depend only on $K_{R}$.

Proof. The proof is equivalent to that of Lemma 10, but this time using the $L Q$-norm and left singular vectors. Pick $k$ such that $K_{R} \sigma_{k}<\frac{1}{2}$ and let $U_{1}=\left[u_{1}, \ldots, u_{k}\right]$ denote the first $k$ left singular vectors. Recall that $\Pi_{2}=R\left(R^{*} L Q R\right)^{-1} R^{*} L Q$ is the $L Q$-orthogonal projection onto $\mathcal{R}(R)$ and define $\hat{R}:=\left(\begin{array}{ll}Z_{1} & Z_{2}\end{array}\right)$, where

$$
Z_{1}=\Pi_{2} U_{1}=\Pi_{2} Q^{*} V_{1}
$$

and $Z_{2}=\left[z_{k+1}, \ldots, z_{n_{c}}\right] \subset \mathcal{R}(R)$ is an $L Q$-orthonormal basis for $\mathcal{R}(R) \backslash \mathcal{R}\left(Z_{1}\right)$. Denote

$$
\begin{equation*}
\mathcal{M}_{1}:=\left(I-\Pi_{2}\right) U_{1}=U_{1}-Z_{1}=Q^{*} V_{1}-Z_{1} \tag{7.8}
\end{equation*}
$$

The remainder of the proof follows as in Lemma 10.

Corollary 3 (Spectral equivalence). Under the assumptions and bases developed in Lemma 10 and Corollary 2,

$$
\begin{aligned}
& \hat{P}^{*} Q L \hat{P} \sim_{s}\left(\begin{array}{cc}
\Sigma_{1 . . k} & \mathbf{0} \\
\mathbf{0} & I
\end{array}\right), \\
& \hat{R}^{*} L Q \hat{R} \sim_{s}\left(\begin{array}{cc}
\Sigma_{1 \ldots k} & \mathbf{0} \\
\mathbf{0} & I
\end{array}\right)
\end{aligned}
$$

with the same constants as for norm equivalence.

Proof. Given that each of the above operators are compact and self-adjoint, norm-equivalence from Lemma 10 and Corollary 2 imply spectral equivalence with the same constants [53].

Corollary 4. Given basis vectors $W_{2}$ and $Z_{2}$, as defined in Lemma 10 and Corollary 2 and the first $k$ left and right singular vectors $U_{1}$ and $V_{1}$, respectively,

$$
U_{1}^{*} L W_{2}=Z_{2}^{*} L V_{1}=\mathbf{0}
$$

Proof. From the definition of $W_{1}$ and $W_{2}$, we have $W_{1}^{*} Q L W_{2}=\mathbf{0}$ and $\Pi_{1} W_{2}=W_{2}$. Then

$$
\begin{aligned}
\mathbf{0} & =W_{1}^{*} Q L W_{2} \\
& =\left(\Pi_{1} V_{1}\right)^{*} Q L W_{2} \\
& =\left(V_{1}-\left(I-\Pi_{1}\right) V_{1}\right)^{*} Q L W_{2} \\
& =V_{1}^{*} Q L W_{2}-V_{1}^{*}\left(I-\Pi_{1}\right)^{*} Q L W_{2} \\
& =U_{1}^{*} L W_{2}-V_{1}^{*} Q L\left(I-\Pi_{1}\right) W_{2} \\
& =U_{1}^{*} L W_{2}
\end{aligned}
$$

By a similar argument, we have $Z_{2}^{*} L V_{1}=\mathbf{0}$.

The next goal is to prove the stability of $\Pi$ under an additional assumption. Recall that if $P$ satisfies the SAP with respect to $Q L$, then $\hat{P}=P B_{P}$ is decomposed as $\hat{P}=\left[W_{1}, W_{2}\right]$, where $W_{2}^{*} Q L W_{2}=I_{n_{c}-k}$ and $\left\|W_{2} \mathbf{x}\right\|^{2} \leq \frac{1}{\sigma_{k}}\|\mathbf{x}\|^{2}$. Likewise, if $R$ satisfies the SAP with respect to $L Q$, then $\hat{R}=R B_{R}$ is decomposed as $\hat{R}=\left[Z_{1}, Z_{2}\right]$, where $Z_{2}^{*} Q L Z_{2}=I_{n_{c}-k}$ and $\left\|Z_{2} \mathbf{x}\right\|^{2} \leq \frac{1}{\sigma_{k}}\|\mathbf{x}\|^{2}$. In what follows, we must make an additional assumption on $Z_{2}^{*} L W_{2}=\left(Q Z_{2}\right)^{*} Q L W_{2}$. It is clear that

$$
\left\|Z_{2}^{*} L W_{2}\right\|^{2}=\sup _{\mathbf{x}, \mathbf{y} \neq \mathbf{0}} \frac{\left\langle Q L W_{2} \mathbf{x}, Q Z_{2} \mathbf{y}\right\rangle}{\|\mathbf{x}\|\|\mathbf{y}\|} \leq \frac{\left\|W_{2} \mathbf{x}\right\|_{Q L}\left\|Z_{2} \mathbf{y}\right\|_{Q L}}{\|\mathbf{x}\|\|\mathbf{y}\|} \leq 1
$$

The assumption is on the lower bound:

$$
\frac{\left\|Z_{2}^{*} L W_{2} \mathbf{x}\right\|}{\|\mathbf{x}\|} \geq \delta
$$

for some $\delta$ to be specified. With the SAP on $P$ and $R$ and this additional assumption, we can establish the bound

$$
\|\Pi\|_{Q L}^{2} \leq C_{\Pi}
$$

where $C_{\Pi}$ depends only on $K_{P}, K_{R}$ and $K_{2}$. In particular, this means that it is independent of problem size and grid level.

We first need to prove the following technical lemma, bounding a block matrix in norm from above and below (Lemma 11), which will then be used in the proof of stability in Theorem 3 and multilevel convergence in Section 7.2.

Lemma 11. Consider the block matrix $\left(\begin{array}{cc}A & -B \\ -C & D\end{array}\right)$ and suppose

$$
\begin{array}{ll}
a_{0}\|\mathbf{x}\| \leq\|A \mathbf{x}\| \leq a_{1}\|\mathbf{x}\|, & \|B \mathbf{x}\| \leq b\|\mathbf{x}\| \\
d_{0}\|\mathbf{x}\| \leq\|D \mathbf{x}\| \leq d_{1}\|\mathbf{x}\|, & \|C \mathbf{x}\| \leq c\|\mathbf{x}\|
\end{array}
$$

for $a_{0}, a_{1}, b, c, d_{0}, d_{1}>0$ and $d_{0}>\frac{b c}{a_{0}}$. Then

$$
\eta_{0} \leq \frac{\left\|\left(\begin{array}{cc}
A & -B \\
-B & D
\end{array}\right)\binom{\mathbf{x}}{\mathbf{y}}\right\|^{2}}{\|\mathbf{x}\|^{2}+\|\mathbf{y}\|^{2}} \leq \eta_{1}
$$

where

$$
\begin{aligned}
& \eta_{0}=\frac{a_{0}^{2}+b^{2}+c^{2}+d_{0}^{2}-\sqrt{\left(a_{0}^{2}+b^{2}-c^{2}-d_{0}^{2}\right)^{2}+4\left(a_{0} c+b d_{0}\right)^{2}}}{2}>0, \\
& \eta_{1}=\frac{a_{1}^{2}+b^{2}+c^{2}+d_{1}^{2}-\sqrt{\left(a_{1}^{2}+b^{2}-c^{2}-d_{1}^{2}\right)^{2}+4\left(a_{1} c+b d_{1}\right)^{2}}}{2}>0 .
\end{aligned}
$$

Proof. Starting with the lower bound, an $\epsilon$-inequality can be used to bound (7.13) below in norm:

$$
\begin{aligned}
\left\|\left(\begin{array}{cc}
A & -B \\
-C & D
\end{array}\right)\binom{\mathbf{x}}{\mathbf{y}}\right\|^{2} & =\|A \mathbf{x}-B \mathbf{y}\|^{2}+\|C \mathbf{x}-D \mathbf{y}\|^{2} \\
& =\|A \mathbf{x}\|^{2}-2\langle A \mathbf{x}, B \mathbf{y}\rangle+\|B \mathbf{y}\|^{2}+\|C \mathbf{x}\|^{2}-2\langle C \mathbf{x}, D \mathbf{y}\rangle+\|D \mathbf{y}\|^{2} \\
& \geq\left(1-\epsilon_{1}\right)\|A \mathbf{x}\|^{2}-\left(1 / \epsilon_{1}-1\right)\|B \mathbf{y}\|^{2}+\left(1-\epsilon_{2}\right)\|D \mathbf{y}\|^{2}-\left(1 / \epsilon_{2}-1\right)\|C \mathbf{x}\|^{2} \\
& \geq\left[a_{0}^{2}\left(1-\epsilon_{1}\right)-c^{2}\left(1 / \epsilon_{2}-1\right)\right]\|\mathbf{x}\|^{2}+\left[d_{0}^{2}\left(1-\epsilon_{2}\right)-b^{2}\left(1 / \epsilon_{1}-1\right)\right]\|\mathbf{y}\|^{2}
\end{aligned}
$$

for any $\epsilon_{1}, \epsilon_{2} \in(0,1]$. Note that the upper bound on $\epsilon_{1}$ and $\epsilon_{2}$ is necessary to keep the leading constants on $\|A \mathbf{x}\|^{2}$ and $\|D \mathbf{y}\|^{2}$ positive because we bounded these from below, and vice versa for $\|B \mathbf{y}\|^{2}$ and $\|C \mathbf{x}\|^{2}$. This leads to a system of constraints

$$
\begin{align*}
& C_{1}\left(\epsilon_{1}, \epsilon_{2}\right):=a_{0}^{2}\left(1-\epsilon_{1}\right)-c^{2}\left(1 / \epsilon_{2}-1\right)>0,  \tag{7.9}\\
& C_{2}\left(\epsilon_{1}, \epsilon_{2}\right):=d_{0}^{2}\left(1-\epsilon_{2}\right)-b^{2}\left(1 / \epsilon_{1}-1\right)>0,
\end{align*}
$$

for some $\epsilon_{1}, \epsilon_{2} \in(0,1]$. The boundary of these constraints in the $\left(\epsilon_{1}, \epsilon_{2}\right)$-plane is given by the functions

$$
\begin{aligned}
& \widehat{\epsilon_{2}}\left(\epsilon_{1}\right)=\frac{c^{2}}{c^{2}+a_{0}^{2}\left(1-\epsilon_{1}\right)}, \\
& \widetilde{\epsilon_{2}}\left(\epsilon_{1}\right)=1+\frac{b^{2}}{d_{0}^{2}}-\frac{b^{2}}{d_{0}^{2} \epsilon_{1}},
\end{aligned}
$$

with the region of points satisfying the constraints bounded below by $\widehat{\epsilon_{2}}$ and above by $\widetilde{\epsilon_{2}}$. A little algebra shows that $\widehat{\epsilon_{2}}$ is concave up, $\widetilde{\epsilon_{2}}$ concave down, and both functions are monotonically increasing over $(0,1]$
with a crossover point at $\widehat{\epsilon_{2}}(1)=\widetilde{\epsilon_{2}}(1)=1$. It follows that there exists some region within $(0,1) \times(0,1)$ (constraints on $\epsilon_{1}$ and $\epsilon_{2}$ ) that satisfies (7.9) if and only if ${\widehat{\epsilon_{2}}}^{\prime}(1)>{\widetilde{\epsilon_{2}}}^{\prime}(1)$, which reduces to

$$
d_{0}>\frac{b c}{a_{0}}
$$

The maximum bound is obtained by setting the leading constants on $\|\mathbf{x}\|^{2}$ and $\|\mathbf{y}\|^{2}$ equal. Thus we will consider a constrained maximization over $C_{1}$ such that $C_{1}=C_{2}$ (or vice versa). Since we are maximizing the intersection of two convex functionals, which is also convex, the maximum is unique. Thus consider $\epsilon_{2}\left(\epsilon_{1}\right)$ and denote $\epsilon_{2}^{\prime}:=\frac{\partial \epsilon_{2}}{\partial \epsilon_{1}}$. Then, at the maximum, we must have $\frac{\partial}{\partial \epsilon_{1}} C_{1}\left(\epsilon_{1}, \epsilon_{2}\left(\epsilon_{1}\right)\right)=\frac{\partial}{\partial \epsilon_{1}} C_{1}\left(\epsilon_{1}, \epsilon_{2}\left(\epsilon_{1}\right)\right)=0$ :

$$
\begin{array}{lll}
-a_{0}^{2}+\frac{c^{2}}{\epsilon_{2}^{2}} \epsilon_{2}^{\prime}=0 & \Longrightarrow & \epsilon_{2}^{\prime}=\frac{a_{0}^{2}}{c^{2}} \epsilon_{2}^{2} \\
-d_{0}^{2} \epsilon_{2}^{\prime}+\frac{b^{2}}{\epsilon_{1}^{2}}=0 & \Longrightarrow \quad \epsilon_{2}^{\prime}=\frac{b^{2}}{d_{0}^{2} \epsilon_{1}^{2}}
\end{array}
$$

Setting the functions for $\epsilon_{2}^{\prime}$ equal leads to the constraint $\epsilon_{2}=\frac{b c}{a_{0} d_{0} \epsilon_{1}}$, and plugging into $C_{1}$ and $C_{2}$ gives

$$
\begin{aligned}
& C_{1}\left(\epsilon_{1}\right)=a_{0}^{2}+c^{2}-\epsilon_{1}\left(a_{0}^{2}+\frac{a_{0} c d_{0}}{b}\right) \\
& C_{2}\left(\epsilon_{1}\right)=d_{0}^{2}+b^{2}-\frac{1}{\epsilon_{1}}\left(\frac{b c d_{0}}{a_{0}}+b^{2}\right)
\end{aligned}
$$

Setting $C_{1}=C_{2}$ leads to a quadratic function in $\epsilon_{1}$ :

$$
\epsilon_{1}^{2}\left(a_{0}^{2}+\frac{a_{0} c d_{0}}{b}\right)+\epsilon_{1}\left(b^{2}+d_{0}^{2}-a_{0}^{2}-c^{2}\right)-b\left(\frac{c d_{0}}{a_{0}}+b\right)=0
$$

Because $a_{0}, b, c, d_{0}>0$, we have $-b\left(\frac{c d_{0}}{a_{0}}+b\right)<0$ and, thus, there exists exactly one positive root, given by

$$
\epsilon_{1}=\frac{\left(a_{0}^{2}+c^{2}-b^{2}-d_{0}^{2}\right)+\sqrt{\left(a_{0}^{2}+c^{2}-b^{2}-d_{0}^{2}\right)^{2}+4\left(a_{0} b+c d_{0}\right)^{2}}}{2\left(a^{2}+\frac{a_{0} c d_{0}}{b}\right)}
$$

Plugging into $C_{1}$ gives

$$
\begin{equation*}
C_{1}\left(\epsilon_{1}\right)=C_{2}\left(\epsilon_{1}\right)=\frac{a_{0}^{2}+b^{2}+c^{2}+d_{0}^{2}-\sqrt{\left(a_{0}^{2}+c^{2}-b^{2}-d_{0}^{2}\right)^{2}+4\left(a_{0} b+c d_{0}\right)^{2}}}{2} \tag{7.10}
\end{equation*}
$$

where $\eta_{0}:=C_{1}\left(\epsilon_{1}\right)$.
A similar derivation can be used for an upper bound. We bound in norm from above, again using an $\epsilon$-inequality, and seek to minimize the intersection of

$$
\begin{aligned}
& C_{3}\left(\epsilon_{1}, \epsilon_{2}\right):=a_{1}^{2}\left(1+\epsilon_{1}\right)+c^{2}\left(1+1 / \epsilon_{2}\right) \\
& C_{4}\left(\epsilon_{1}, \epsilon_{2}\right):=d_{1}^{2}\left(1+\epsilon_{2}\right)+b^{2}\left(1+1 / \epsilon_{1}\right)
\end{aligned}
$$

Using the same process as above, the minimum is obtained for the single positive root of the quadratic equation

$$
\epsilon_{1}^{2}\left(a_{1}^{2}+\frac{a_{1} c d_{1}}{b}\right)+\epsilon_{1}\left(a_{1}^{2}+c^{2}-b^{2}-d_{1}^{2}\right)-b\left(\frac{c d_{1}}{a_{1}}+b\right)=0
$$

given by

$$
\epsilon_{1}=\frac{\left(b^{2}+d_{1}^{2}-a_{1}^{2}-c_{1}^{2}\right)+\sqrt{\left(a_{1}^{2}+c^{2}-b^{2}-d_{1}^{2}\right)^{2}+4\left(a_{1} b+c d_{1}\right)^{2}}}{2\left(a_{1}^{2}+\frac{a_{1} c d_{1}}{b}\right)}
$$

Plugging into $C_{3}$ and $C_{4}$, we solve for an upper bound

$$
\begin{equation*}
\eta_{1}=\frac{a_{1}^{2}+b^{2}+c^{2}+d_{1}^{2}-\sqrt{\left(a_{1}^{2}+c^{2}-b^{2}-d_{1}^{2}\right)^{2}+4\left(a_{1} b+c d_{1}\right)^{2}}}{2} \tag{7.11}
\end{equation*}
$$

Theorem 3 (Stability). Assume that $P$ satisfies the $S A P$ with respect to $Q L$ for the first $k$ right singular vectors, with constant $K_{P}$, and $R$ satisfies the $S A P$ with respect to $L Q$ for the first $k$ left singular vectors, with constant $K_{R}$. Let $K_{1}:=\max \left\{K_{P}, K_{R}\right\}$, and decompose $P$ and $R$ in their change of bases (Lemma 10, Corollary 2) as

$$
\hat{P}=\left[W_{1}, W_{2}\right], \quad \hat{R}=\left[Z_{1}, Z_{2}\right]
$$

where $\operatorname{dim}\left(W_{1}\right)=\operatorname{dim}\left(Z_{1}\right)=k$, and $k$ is chosen such that for singular vectors $k+1, \ldots, n_{c}$, assume $\exists \delta$

$$
0<\frac{K_{1} \sigma_{k}}{1-3 K_{1} \sigma_{k}}<\delta \leq 1
$$

such that $\delta\|\mathbf{x}\| \leq\left\|Z_{2}^{*} L W_{2} \mathbf{x}\right\| \leq\|\mathbf{x}\|$. Then

$$
\|\Pi\|_{Q L}^{2} \leq C_{\Pi}
$$

where $C_{\Pi}$ is specified in the proof.

Proof. First recall from (7.7) that $\Pi=P\left(R^{*} L P\right)^{-1} R^{*} L=\hat{P}\left(\hat{R}^{*} L \hat{P}\right)^{-1} \hat{R}^{*} L$. Denote $\hat{L}_{c}:=\hat{R}^{*} L \hat{P}$. Taking an
orthogonal decomposition of the space $\mathbf{x}=Q \hat{R} \mu+(Q \hat{R})^{\perp Q L} \nu$, where $(Q \hat{R})^{\perp_{Q L}}:=I-Q \hat{R}\left(\hat{R}^{*} L Q \hat{R}\right)^{-1} \hat{R}^{*} L$,

$$
\begin{aligned}
\|\Pi\|_{Q L}^{2} & =\sup _{\mathbf{x} \neq \mathbf{0}} \frac{\|\Pi \mathbf{x}\|_{Q L}^{2}}{\|\mathbf{x}\|_{Q L}^{2}} \\
& =\sup _{\mu, \nu \neq \mathbf{0}} \frac{\left\langle Q L \hat{P} \hat{L}_{c}^{-1} \hat{R} L\left(Q \hat{R} \mu+(Q \hat{R})^{\perp_{Q L}} \nu\right), \hat{P} \hat{L}_{c}^{-1} \hat{R} L\left(Q \hat{R} \mu+(Q \hat{R})^{\perp_{Q L}} \nu\right)\right\rangle}{\left\langleQ L \left( Q \hat{R} \mu+(Q \hat{R})^{\left.\left.\perp_{Q L} \nu\right), Q \hat{R} \mu+(Q \hat{R})^{\perp_{Q L}} \nu\right\rangle}\right.\right.} \\
& =\sup _{\mu \neq \mathbf{0}} \frac{\left\|\left(\hat{P}^{*} Q L \hat{P}\right)^{\frac{1}{2}} \hat{L}_{c}^{-1}\left(\hat{R}^{*} L Q \hat{R}\right) \mu\right\|^{2}}{\left\|\left(\hat{R}^{*} L Q \hat{R}\right)^{\frac{1}{2}} \mu\right\|^{2}+\|(Q \hat{R})^{\perp_{Q L} \nu \|_{Q L}^{2}}}
\end{aligned}
$$

Let $\eta:=\left(\hat{R}^{*} L Q \hat{R}\right)^{\frac{1}{2}} \mu$. Then

$$
\|\Pi\|_{Q L}^{2} \leq \sup _{\eta \neq \mathbf{0}} \frac{\left\|\left(\hat{P}^{*} Q L \hat{P}\right)^{\frac{1}{2}} \hat{L}_{c}^{-1}\left(\hat{R}^{*} L Q \hat{R}\right)^{\frac{1}{2}} \eta\right\|^{2}}{\|\eta\|^{2}}
$$

From Lemma 10,

$$
\begin{aligned}
0<1-K_{1} \sigma_{k} & \leq \frac{\left\langle\hat{P}^{*} Q L \hat{P} \mathbf{x}, \mathbf{x}\right\rangle}{\left\langle\left(\begin{array}{cc}
\Sigma_{1 . . k} & \mathbf{0} \\
\mathbf{0} & I_{n_{c}-k}
\end{array}\right) \mathbf{x}, \mathbf{x}\right\rangle} \leq 1 \\
0<1 & \leq \frac{\left\langle\left(\hat{R}^{*} L Q \hat{R}\right)^{-1} \mathbf{x}, \mathbf{x}\right\rangle}{\left\langle\left(\begin{array}{cc}
\Sigma_{1 . . k} & \mathbf{0} \\
\mathbf{0} & I_{n_{c}-k}
\end{array}\right) \mathbf{x}, \mathbf{x}\right\rangle} \leq \frac{1}{1-K_{1} \sigma_{k}}
\end{aligned}
$$

in which case

$$
\left\|\left(\hat{P}^{*} Q L \hat{P}\right)^{\frac{1}{2}} \hat{L}_{c}^{-1}\left(\hat{R}^{*} L Q \hat{R}\right)^{\frac{1}{2}}\right\|^{2} \leq\left\|\left(\begin{array}{cc}
\Sigma_{1 . . k}^{\frac{1}{2}} & \mathbf{0}  \tag{7.12}\\
\mathbf{0} & I_{n c-k}
\end{array}\right) \hat{L}_{c}^{-1}\left(\begin{array}{cc}
\Sigma_{1 . . k}^{\frac{1}{2}} & \mathbf{0} \\
\mathbf{0} & I_{n c-k}
\end{array}\right)\right\|^{2}
$$

Instead of bounding in norm, we bound the inverse away from zero by proving appropriate bounds on each block and invoking Lemma 11. Recall from Lemma 10 and Corollary 2 that we can expand $W_{1}=V_{1}-\mathcal{N}_{1}$ and $Z_{1}=U_{1}-\mathcal{M}_{1}$. It then follows from Corollary 4 that $Z_{2}^{*} L W_{1}=-Z_{2}^{*} L \mathcal{N}_{1}$ and $Z_{1}^{*} L W_{2}=-\mathcal{M}_{1}^{*} L W_{2}$, and the inverse of (7.12) is given by

$$
\begin{align*}
\left(\begin{array}{cc}
\Sigma_{1 . . k}^{-\frac{1}{2}} & \mathbf{0} \\
\mathbf{0} & I_{n_{c}-k}
\end{array}\right) \hat{L}_{c}\left(\begin{array}{cc}
\Sigma_{1 . . k}^{-\frac{1}{2}} & \mathbf{0} \\
\mathbf{0} & I_{n_{c}-k}
\end{array}\right) & =\left(\begin{array}{cc}
\Sigma_{1 . . k}^{-\frac{1}{2}} Z_{1}^{*} L W_{1} \Sigma_{1 . . k}^{-\frac{1}{2}} & \Sigma_{1 . . k}^{-\frac{1}{2}} Z_{1}^{*} L W_{2} \\
Z_{2}^{*} L W_{1} \Sigma_{1 . . k}^{-\frac{1}{2}} & Z_{2}^{*} L W_{2}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\Sigma_{1 . . k}^{-\frac{1}{2}} Z_{1}^{*} L W_{1} \Sigma_{1 . . k}^{-\frac{1}{2}} & -\Sigma_{1 . . k}^{-\frac{1}{2}} \mathcal{M}_{1}^{*} L W_{2} \\
-Z_{2}^{*} L \mathcal{N}_{1} \Sigma_{1 . . k}^{-\frac{1}{2}} & Z_{2}^{*} L W_{2}
\end{array}\right) . \tag{7.13}
\end{align*}
$$

We will now bound the diagonal blocks in norm from below and the negative off-diagonal blocks from above.

First consider the upper right block:

$$
\begin{aligned}
\left\|\Sigma_{1}^{-\frac{1}{2}} \mathcal{M}_{1}^{*} L W_{2}\right\| & =\sup _{\mathbf{x}, \mathbf{y} \neq \mathbf{0}} \frac{\left\langle\Sigma_{1}^{-\frac{1}{2}} \mathcal{M}_{1}^{*} L W_{2} \mathbf{x}, \mathbf{y}\right\rangle}{\|\mathbf{x}\|\|\mathbf{y}\|} \\
& =\sup _{\mathbf{x}, \mathbf{y} \neq \mathbf{0}} \frac{\left\langle(Q L)^{\frac{1}{2}} W_{2} \mathbf{x},(Q L)^{\frac{1}{2}} \mathcal{M}_{1} \Sigma_{1}^{-\frac{1}{2}} \mathbf{y}\right\rangle}{\|\mathbf{x}\|\|\mathbf{y}\|} \\
& \leq \sup _{\mathbf{x}, \mathbf{y} \neq \mathbf{0}} \frac{\left\|(Q L)^{\frac{1}{2}} W_{2} \mathbf{x}\right\|\left\|(L Q)^{\frac{1}{2}} \mathcal{M}_{1} \Sigma_{1}^{-\frac{1}{2}} \mathbf{y}\right\|}{\|\mathbf{x}\|\|\mathbf{y}\|}
\end{aligned}
$$

Columns of $W_{2}$ are $Q L$-orthonormal, so $\frac{\|\left(Q L L^{\frac{1}{2}} W_{2} \mathbf{x} \|\right.}{\|\mathbf{x}\|}=1$. Defining $\mathbf{z}=\Sigma_{1}^{-\frac{1}{2}} \mathbf{y}$ and applying the SAP on $R$ with respect to $L Q$,

$$
\begin{align*}
\left\|\Sigma_{1}^{-\frac{1}{2}} \mathcal{M}_{1}^{*} L W_{2}\right\|^{2} & \leq \sup _{\mathbf{z} \neq \mathbf{0}} \frac{\left\langle L Q\left(I-\Pi_{2}\right) U_{1} \mathbf{z},\left(I-\Pi_{2}\right) U_{1} \mathbf{z}\right\rangle}{\left\langle\Sigma_{1} \mathbf{y}, \mathbf{y}\right\rangle} \\
& \leq \sup _{\mathbf{y} \neq \mathbf{0}} \frac{\frac{K_{R}}{\|L Q\|} \mathbf{y}^{*} U_{1}^{*} U \Sigma^{2} U^{*} U_{1} \mathbf{y}}{\mathbf{y}^{*} \Sigma_{1} \mathbf{y}}  \tag{7.14}\\
& =\frac{K_{R} \sigma_{k}}{\sigma_{n}}
\end{align*}
$$

An identical derivation bounds $\left\|Z_{2}^{*} L \mathcal{N}_{1} \Sigma_{1 . . k}^{-\frac{1}{2}}\right\|^{2} \leq \frac{K_{P} \sigma_{k}}{\sigma_{n}}$. Recall $K_{1}:=\max \left\{K_{P}, K_{R}\right\}$ and $L$ is scaled such that $\sigma_{n}=1$. Expanding the upper left block and using the reverse triangle inequality along with a similar proof to the off-diagonal blocks gives

$$
\left\|I-\Sigma_{1 . . k}^{-\frac{1}{2}} \mathcal{M}_{1}^{*} L \mathcal{N}_{1} \Sigma_{1 . . k}^{-\frac{1}{2}}\right\|^{2} \geq\left(1-3 \sigma_{k} K_{1}\right)^{2}
$$

Given bounds on each block, we can now bound the inverse (7.13) through Lemma 11. In this case, $a=1-3 \sigma_{k} K_{1}, b=c=\sqrt{\sigma_{k} K_{1}}$, and $d=\delta$. Recall from Lemma 11, we must have $d>\frac{b c}{a}$, in this case leading to the constraint $\delta>\frac{\sigma_{k} K_{1}}{1-3 \sigma_{k} K_{1}}$. Plugging in to (7.10) gives the bound

$$
\left\|\left(\begin{array}{cc}
\Sigma_{1 . . k}^{-\frac{1}{2}} & \mathbf{0} \\
\mathbf{0} & I_{n_{c}-k}
\end{array}\right) \hat{L}_{c}\left(\begin{array}{cc}
\Sigma_{1 . . k}^{-\frac{1}{2}} & \mathbf{0} \\
\mathbf{0} & I_{n_{c}-k}
\end{array}\right)\binom{\mathbf{x}_{1}}{\mathbf{x}_{2}}\right\|^{2} \geq \frac{1}{C_{\Pi}}\|\mathbf{x}\|^{2}>0
$$

where

$$
\begin{equation*}
C_{\Pi}:=\frac{2}{\left(1-3 \sigma_{k} K_{1}\right)^{2}+2 \sigma_{k} K_{1}+\delta^{2}-\sqrt{\left(\left(1-3 \sigma_{k} K_{1}\right)^{2}-\delta^{2}\right)^{2}+4 \sigma_{k}\left(1-3 \sigma_{k} K_{1}+\delta\right)^{2}}} . \tag{7.15}
\end{equation*}
$$

We then end up with the following chain of inequalities showing stability of $\Pi$ :

$$
\begin{aligned}
\|\Pi\|_{Q L}^{2} & \leq\left\|\left(\hat{P}^{*} Q L \hat{P}\right)^{\frac{1}{2}} \hat{L}_{c}^{-1}\left(\hat{R}^{*} L Q \hat{R}\right)^{\frac{1}{2}}\right\|^{2} \\
& \leq\left\|\left(\begin{array}{cc}
\Sigma_{1 . k}^{\frac{1}{2}} & \mathbf{0} \\
\mathbf{0} & I_{n c-k}
\end{array}\right) \hat{L}_{c}^{-1}\left(\begin{array}{cc}
\Sigma_{1 . k}^{\frac{1}{2}} & \mathbf{0} \\
\mathbf{0} & I_{n c-k}
\end{array}\right)\right\|^{2} \\
& =\sup _{\mathbf{y} \neq \mathbf{0}} \frac{\|\mathbf{y}\|^{2}}{\left\|\left(\begin{array}{cc}
\Sigma_{1 . . k}^{-\frac{1}{2}} & \mathbf{0} \\
\mathbf{0} & I_{n_{c}-k}
\end{array}\right) \hat{L}_{c}\left(\begin{array}{cc}
\Sigma_{1 . . k}^{-\frac{1}{2}} & \mathbf{0} \\
\mathbf{0} & I_{n_{c}-k}
\end{array}\right)\binom{\mathbf{y}_{1}}{\mathbf{y}_{2}}\right\|^{2}} \\
& \leq C_{\Pi} .
\end{aligned}
$$

Under the additional assumption that the SAP on $P$ holds for all vectors, two-grid convergence follows from Theorem 2 [27].

### 7.1.3 Discussion

In the SPD case, stability of coarse-grid correction is trivial. For general nonsymmetric matrices, stability and overcoming the typical loss of orthogonality is the crux in developing convergence theory as well as a convergent algorithm. Despite the change of basis from transfer operators used in practice, Theorem 3 provides important information on how to build $R$ and $P$ for a stable coarse-grid correction. As typical in AMG, $R$ and $P$ must satisfy the SAP, particularly for the lowest-energy left and right singular vectors, respectively. For larger singular values, the SAP holds trivially and, for SPD matrices, this effectively means that one only must pay attention to singular vectors with small singular values. In the nonsymmetric setting, stability requires the additional constraint there exists some $\delta$ such that $0<\frac{\sigma_{k} K_{1}}{1-3 \sigma_{k} K_{1}}\|\mathbf{x}\|<\delta\|\mathbf{x}\| \leq$ $\left\|Z_{2}^{*} L W_{2} \mathbf{x}\right\|$. Broadly, this means that the action of $R$ and $P$ on vectors associated with large singular values is also important.

By $Q L$ - and $L Q$-orthonormality of $W_{2}$ and $Z_{2}$, we know that

$$
\left(Z_{2}^{*} U \Sigma^{\frac{1}{2}}\right) \Sigma^{\frac{1}{2}} U^{*} Z_{2}=\left(W_{2}^{*} V \Sigma^{\frac{1}{2}}\right) \Sigma^{\frac{1}{2}} V^{*} W_{2}=I
$$

For stability, we are interested in the action of $Z_{2}^{*} L W_{2}=\left(Z_{2}^{*} U \Sigma^{\frac{1}{2}}\right)\left(\Sigma^{\frac{1}{2}} V^{*} W_{2}\right)$. In the SPD case, $U=V$, $Z_{2}=W_{2}$, and we have $Z_{2}^{*} L W_{2}=I$, implying $\delta=1$. In the nonsymmetric setting, we want the action of
$U^{*} Z_{2} \mathbf{x} \sim V^{*} W_{2} \mathbf{x}$. This is saying that we need left and right singular vectors associated with large singular values to have a similar action on $R$ and $P$, respectively. For example, if $v_{\ell} \notin \mathcal{R}(P)$, for some $\ell$ in the middle or upper part of the spectrum, it is important that $u_{\ell} \notin \mathcal{R}(R)$. Unlike in SPD problems when eigenvectors associated with large eigenvalues trivially satisfy the SAP (with the zero vector) and can be largely ignored when constructing a solver, the nonsymmetric setting requires attention in all parts of the spectrum for a bounded coarse-grid correction.

Although singular values and vectors are typically not available in practice, it is worth considering the bounds proved in Theorem 3 to make sure that they are reasonable; after all, potential increases in error due to a non-orthogonal coarse-grid correction must be overcome by effective relaxation. For example, if the best we can do is bound $C_{\Pi}<100$, this does not suggest that two-grid convergence is attainable in practice. Fortunately, if the assumptions of Theorem 3 are satisfied well, we attain nice bounds on $C_{\Pi}$, as shown in

Figure 7.1.



Figure 7.1: Explicit bounds $\|\Pi\|_{Q L}^{2} \leq C_{\Pi}$ as given in (7.15) and Theorem 3. The red line gives the boundary of the constraint $\delta>\frac{\sigma_{k} K_{1}}{1-3 \sigma_{k} K_{1}}$. For an appropriate choice of $k$ and sufficiently satisfied constraint $\delta$, the non-orthogonal coarse-grid correction can be bounded in norm with reasonable values, e.g., 1-5. Although the bounds appear tighter for $K=10$, larger $K$ means that $k$, the dimension of $W_{1}$ and $Z_{1}$, is likely smaller. In turn, the dimension of $W_{2}$ and $Z_{2}$ is larger and, thus, the constraint on $\delta$ must be satisfied for a larger set of vectors, which is likely more difficult.

It is worth pointing out that, consistent with traditional (SPD) AMG theory, the difficulty of a problem depends largely on the distribution of singular values. In the SPD case, many small eigenvalues means that more modes must be included in the range of interpolation with greater accuracy. Intuitively,
a subspace correction is difficult when a significant proportion of eigenmodes must be represented on the coarse space. In fact, for SPD matrices, it is well-known that the optimal two-grid convergence rate in the $A$-norm for a coarse grid of size $n_{c}$ is given by $\left\|E_{T G}\right\|_{A}^{2}=1-\lambda_{n_{c}+1}[24,57]$. Here, $\lambda_{i}$ is the $i$ th eigenvector of the generalized eigenvalue problem $A \mathbf{v}=\lambda_{i} M \mathbf{v}$, for symmetric relaxation scheme $M$. Thus, if the first $n_{c}+1$ eigenvalues are all approximately zero, AMG cannot achieve strong convergence factors. One practical example is elasticity with a Poisson ratio approaching 0.5 , which can prove difficult for AMG because there are many low-energy modes that are difficult to all be represented on a coarse grid. In the nonsymmetric setting, we have the additional $\delta$ constraint that must also be satisfied for stability. Above, it is somewhat implicitly assumed that the range of $W_{2}$ and $Z_{2}$ correspond to singular values that are not "too" small. However, accounting for very small singular values, $\sigma_{i} \approx 0$, in the $\delta$ constraint poses additional difficulties, due to scaling by $\Sigma$ in $Z_{2}^{*} L W_{2}$. Of course one can always decrease $K$ by making the SAP more accurate, thereby allowing for smaller $\delta$. Nevertheless, many near-zero singular values typically makes for a difficult problem for NS-AMG.

Finally, the bound on $B_{P}^{*} B_{P} \sim_{s} I$ (and similarly for $B_{R}$ ) in Lemma 10 is a subtle but important result. For stability, we must make some assumption on $Z_{2} * Q L W_{2}$ being nicely bounded below, independent of mesh. However, we want to be able to say something about how $P$ and $R$ relate on the high modes. The $W_{2}$ and $Z_{2}$ depend on $B_{P}$ and $B_{R}$. If the change-of-basis matrices are not also nicely bounded, then an assumption on $W_{2}$ and $Z_{2}$ does not translate to a reasonable assumption on the action of $P$ and $R$ on high modes.

### 7.2 Multigrid convergence

Recall from (7.7) that coarse-grid correction is invariant under a change of basis $P=\hat{P} B_{P}^{-1}$ and $R=\hat{R} B_{R}^{-1}$, for change of basis matrices $B_{P}$ and $B_{R}$ as designed in Lemma 10 . In this section we will work entirely in the basis $\hat{P}, \hat{R}$. For multilevel convergence, the key step is to prove the equivalence between inner products in the orthogonal coarse-grid, $\hat{P}^{*} Q L \hat{P}$, and the norm measured in practice, $\left(L_{c}^{*} L_{c}\right)^{\frac{1}{2}}$, which is done in Lemma 12 and the following corollaries.

Lemma 12 (Norm-equivalence of coarse-grid operators). Under the same assumptions as Theorem 3, $L_{c} \sim_{n}$ $\hat{P}^{*} Q L \hat{P}$, with constants specified below.

Proof. From Lemma 10 we have $\hat{P}^{*} Q L \hat{P} \sim_{n}\left(\begin{array}{cc}\Sigma_{1 . . k} & 0 \\ 0 & I\end{array}\right)$ so, by transitivity of norm equivalence [53], we can reduce the problem to proving $\left(\begin{array}{cc}\Sigma_{1 . . k} & 0 \\ 0 & I\end{array}\right) \sim_{n} L_{c}$. We again invoke Lemma 11 and bound each block of $L_{c}$ individually, where

$$
L_{c}=\left(\begin{array}{cc}
Z_{1}^{*} L W_{1} & Z_{1}^{*} L W_{2} \\
Z_{2}^{*} L W_{1} & Z_{2}^{*} L W_{2}
\end{array}\right)=\left(\begin{array}{cc}
\Sigma_{1 \ldots k}-U_{1}^{*} L \mathcal{N}_{1}-c M_{1}^{*} L V_{1}+\mathcal{M}_{1}^{*} L \mathcal{N}_{1} & -\mathcal{M}_{1}^{*} L W_{2} \\
-Z_{2}^{*} L \mathcal{N}_{1} & Z_{2}^{*} L W_{2}
\end{array}\right)
$$

Recall from Lemma 8 that the SAP with constant $K$ implies the NWAP with constant $K^{2}$. Then,

$$
\begin{aligned}
\left\|\mathcal{M}_{1}^{*} L \mathcal{N}_{1} \mathbf{x}\right\|= & \sup _{\mathbf{y} \neq \mathbf{0}} \frac{\left\langle(Q L)^{\frac{1}{2}} \mathcal{N}_{1} \mathbf{x},(L Q)^{\frac{1}{2}} \mathcal{M}_{1} \mathbf{y}\right\rangle}{\|\mathbf{y}\|}= \\
\left\|\mathcal{M}_{1}^{*} L V_{1} \mathbf{x}\right\|= & \sup _{\mathbf{y} \neq \mathbf{0}} \frac{\left\langle\left(I-\Pi_{1}\right) V_{1} \mathbf{x} \|_{Q L} \frac{\left\|\left(I-\Pi_{2}\right) U_{1} \mathbf{y}\right\|_{L Q}}{\|\mathbf{x}\|} \leq \mathcal{M}_{1} \mathbf{y}\right\rangle}{\|\mathbf{y}\|} \leq\left\|\Sigma_{1} \sigma_{k}\right\| \Sigma_{1} \mathbf{x}\left\|\frac{\left\|\left(I-\Pi_{2}\right) U_{1} \mathbf{y}\right\|}{\|\mathbf{y}\|} \leq K_{1} \sigma_{k}\right\| \Sigma_{1} \mathbf{x} \| \\
\left\|U_{1}^{*} L \mathcal{N}_{1} \mathbf{x}\right\|= & \sup _{\mathbf{y} \neq \mathbf{0}} \frac{\left\langle\mathcal{N}_{1} \mathbf{x}, V \Sigma_{1} \mathbf{y}\right\rangle}{\|\mathbf{y}\|} \leq\left\|\left(I-\Pi_{1}\right) V_{1} \mathbf{x}\right\| \frac{\left\|V \Sigma_{1} \mathbf{y}\right\|}{\|\mathbf{y}\|} \leq K_{1} \sigma_{k}\left\|\Sigma_{1} \mathbf{x}\right\| \\
\left\|\mathcal{M}_{1}^{*} L W_{2} \mathbf{x}\right\|= & \sup _{\mathbf{y} \neq \mathbf{0}} \frac{\left\langle(Q L)^{\frac{1}{2}} W_{2} \mathbf{x},(L Q)^{\frac{1}{2}} \mathcal{M}_{1} \mathbf{y}\right\rangle}{\|\mathbf{y}\|} \leq \\
& \left\|W_{2} \mathbf{x}\right\|_{Q L} \frac{\left\|\left(I-\Pi_{2}\right) U_{1} \mathbf{y}\right\|_{L Q}}{\|\mathbf{y}\|} \leq \sqrt{K_{1}\left\|\Sigma_{1} \mathbf{x}\right\|} \\
\left\|Z_{2}^{*} L \mathcal{N}_{1} \mathbf{x}\right\|= & \sup _{\mathbf{y} \neq \mathbf{0}} \frac{\left\langle(Q L)^{\frac{1}{2}} \mathcal{N}_{1} \mathbf{x},(L Q)^{\frac{1}{2}} Z_{2} \mathbf{y}\right\rangle}{\|\mathbf{y}\|} \leq \\
& \left\|\left(I-\Pi_{1}\right) V_{1} \mathbf{x}\right\|_{Q L} \frac{\left\|Z_{2} \mathbf{y}\right\|_{L Q}}{\|\mathbf{y}\|} \leq \sigma_{k} \sqrt{K_{1}\|\mathbf{x}\|}
\end{aligned}
$$

From above we have $\left(1-3 K_{1} \sigma_{k}\right)\left\|\Sigma_{1} \mathbf{x}\right\| \leq\left\|Z_{1}^{*} L W_{1} \mathbf{x}\right\| \leq\left(1+3 K_{1} \sigma_{k}\right)\left\|\Sigma_{1} \mathbf{x}\right\|$ and by assumption and construction $\delta \leq\left\|Z_{2}^{*} L W_{2}\right\| \leq 1$. Invoking Lemma 11, $a_{0}=1-3 K_{1} \sigma_{k}, a_{1}=1+3 K_{1} \sigma_{k}, b=\sqrt{K_{1}}, c=\sigma_{k} \sqrt{K_{1}}$, $d_{0}=\delta$, and $d_{1}=1$. This leads to the same constraint on $\delta$ as used in Theorem $3, \delta>\frac{K_{1} \sigma_{k}}{1-3 K_{1} \sigma_{k}}$. Then

$$
0<C_{\text {lower }} \leq \frac{\left\|L_{c} \mathbf{x}\right\|^{2}}{\left\|\left(\begin{array}{cc}
\Sigma_{1 . . k} & 0 \\
0 & I
\end{array}\right) \mathbf{x}\right\|^{2}} \geq C_{\text {upper }}
$$

where

$$
\begin{aligned}
2 C_{\text {lower }}= & \left(1-3 K_{1} \sigma_{k}\right)^{2}+K_{1}+\sigma_{k}^{2} K_{1}+\delta^{2}-\ldots \\
& \quad \sqrt{\left(\left(1-3 K_{1} \sigma_{k}\right)^{2}+K_{1}-\sigma_{k}^{2} K_{1}-\delta^{2}\right)^{2}+4 K_{1}\left(\left(1-3 K_{1} \sigma_{k}\right) \sigma_{k}+\delta\right)^{2}}, \\
2 C_{\text {upper }}= & \left(1+3 K_{1} \sigma_{k}\right)^{2}+K_{1}+\sigma_{k}^{2} K_{1}+1-\ldots \\
& \sqrt{\left(\left(1+3 K_{1} \sigma_{k}\right)^{2}+K_{1}-\sigma_{k}^{2} K_{1}-1\right)^{2}+4 K_{1}\left(\left(1+3 K_{1} \sigma_{k}\right) \sigma_{k}+1\right)^{2}} .
\end{aligned}
$$

Including the equivalence constants of $\hat{P}^{*} Q L \hat{P} \sim_{n}\left(\begin{array}{cc}\Sigma_{1 . . k} & 0 \\ 0 & I\end{array}\right)$ from Lemma 10,

$$
0<C_{\text {lower }}\left(1-K_{1} \sigma_{k}\right)^{2} \leq \frac{\left\|L_{c} \mathbf{x}\right\|^{2}}{\left\|P^{*} Q L \hat{P} \mathbf{x}\right\|^{2}} \leq C_{\text {upper }}\left(1+K_{1} \sigma_{k}\right)^{2}
$$

Corollary 5 (Spectral-equivalence of coarse-grid operators). Under the same assumptions as Theorem 3, $\left(L_{c}^{*} L_{c}\right)^{\frac{1}{2}} \sim_{s} \hat{P}^{*} Q L \hat{P}$ with the same constants as in Lemma 12.

Proof. Given that $\left(L_{c}^{*} L_{c}\right)^{\frac{1}{2}}$ and $\hat{P}^{*} Q L \hat{P}$ are both compact self-adjoint operators, norm equivalence implies spectral equivalence (with the same constants) [53]. Noting that $\left\|\left(L_{c}^{*} L_{c}\right)^{\frac{1}{2}} \mathbf{y}\right\|^{2}=\left\langle\left(L_{c}^{*} L_{c}\right)^{\frac{1}{2}} \mathbf{y},\left(L_{c}^{*} L_{c}\right)^{\frac{1}{2}} \mathbf{y}\right\rangle=$ $\left\langle L_{c} \mathbf{y}, L_{c} \mathbf{y}\right\rangle=\left\|L_{c} \mathbf{y}\right\|^{2}$, the result follows from Lemma 12.

Corollary 6 (Spectral-equivalence of inner products). Let $Q_{c} L_{c}:=\left(L_{c}^{*} L_{c}\right)^{\frac{1}{2}}$. Then for any coarse-grid vector $\mathbf{y}_{c}$,

$$
C_{\text {lower }}\left(1-K_{1} \sigma_{k}\right)^{2} \leq \frac{\left\|\mathbf{y}_{c}\right\|_{Q_{c} L_{c}}^{2}}{\left\|\hat{P} \mathbf{y}_{c}\right\|_{Q L}^{2}} \leq C_{\text {upper }}\left(1+K_{1} \sigma_{k}\right)^{2}
$$

Proof. The proof follows from the spectral equivalence shown in Corollary 5 and noting that $\left\|\hat{P} \mathbf{y}_{c}\right\|_{Q L}^{2}=$ $\left\langle\hat{P}^{*} Q L \hat{P} \mathbf{y}_{c}, \mathbf{y}_{c}\right\rangle$.

So far we have considered the the relation between the orthogonal coarse-grid operator and the coarse grid attained in practice. The final piece of the puzzle in showing multilevel convergence is considering how an error vector e can be decomposed in norm over the subspaces $\mathcal{R}(\Pi)$ and $\mathcal{R}(I-\Pi)$. For an orthogonal projection, say $\widehat{\Pi}$, in some norm $\|\cdot\|,\|\widehat{\Pi} \mathbf{e}\|^{2}+\|\widehat{\Pi}\|^{2}=\|\mathbf{e}\|^{2}$. Because $\Pi$ as used here is an oblique projection, this equality does not hold. However, bounds on the decomposition are closely related to stability as proved
in Section 7.1.2, each related to the angle between the subspaces $\mathcal{R}(\Pi)$ and $\mathcal{R}(I-\Pi)$. We start be reviewing the following results connecting the angle between subspaces of a Hilbert space, the norm of an oblique projection, and a strengthened Cauchy-Schwarz inequality [45, 172].

Lemma 13 (Strengthened Cauchy Schwarz). Define the minimal canonical angle between $\mathcal{R}(\Pi)$ and $\mathcal{R}(I-\Pi)$ in the $Q L$ inner product by

$$
\cos \left(\theta_{\text {min }}^{(\Pi)}\right):=\inf _{\substack{x \in \mathcal{R}(P),\|x\|_{Q L}=1, y \in \mathcal{R}(I-P),\|y\|_{Q L}=1}}\left|\langle x, r\rangle_{Q L}\right|
$$

Then for all $\mathbf{x} \in \mathcal{R}(\Pi)$ and $\mathbf{y} \in \mathcal{R}(I-\Pi)$,

$$
\begin{array}{r}
\|\Pi\|_{Q L}=\|I-\Pi\|_{Q L}=\frac{1}{\sin \left(\theta_{\min }^{(\Pi)}\right)} \\
\left|\langle\mathbf{x}, \mathbf{y}\rangle_{Q L}\right| \leq \cos \left(\theta_{\min }^{(\Pi)}\right)\|\mathbf{x}\|_{Q L}\|\mathbf{y}\|_{Q L}
\end{array}
$$

Corollary 7. Suppose $1 \leq\|\Pi\|_{Q L}^{2} \leq C_{\Pi}$. Then a decomposition of any vector $\mathbf{e}$ over $\mathcal{R}(P)$ and $\mathcal{R}(I-P)$ can be bounded as ${ }^{1}$

$$
\begin{aligned}
\left(C_{\Pi}-\sqrt{C_{\Pi}^{2}-C_{\Pi}}\right)\|\mathbf{e}\|_{Q L}^{2} & \leq\left(\|\Pi \mathbf{e}\|_{Q L}^{2}+\|(I-\Pi) \mathbf{e}\|_{Q L}^{2}\right) \\
& \leq\left(C_{\Pi}+\sqrt{C_{\Pi}^{2}-C_{\Pi}}\right)\|\mathbf{e}\|_{Q L}^{2}
\end{aligned}
$$

Proof. From Lemma 13, for all $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$

$$
\begin{aligned}
\left|\langle\Pi \mathbf{x},(I-\Pi) \mathbf{y}\rangle_{Q L}\right| & \leq \cos \left(\arcsin \left(\frac{1}{\|\Pi\|_{Q L}}\right)\right)\|\Pi \mathbf{x}\|_{Q L}\|(I-\Pi) \mathbf{y}\|_{Q L} \\
& =\sqrt{1-\frac{1}{\|\Pi\|_{Q L}^{2}}\|\Pi \mathbf{x}\|_{Q L}\|(I-\Pi) \mathbf{y}\|_{Q L}} \\
& \leq \sqrt{1-\frac{1}{C_{\Pi}}}\|\Pi \mathbf{x}\|_{Q L}\|(I-\Pi) \mathbf{y}\|_{Q L}
\end{aligned}
$$

Then,

$$
\begin{aligned}
\|\mathbf{e}\|_{Q L}^{2} & =\|\Pi \mathbf{e}\|_{Q L}^{2}+\langle\Pi \mathbf{e},(I-\Pi) \mathbf{e}\rangle_{Q L}+\|(I-\Pi) \mathbf{e}\|_{Q L}^{2} \\
& \geq\|\Pi \mathbf{e}\|_{Q L}^{2}-2 \sqrt{1-\frac{1}{C_{\Pi}}}\|\Pi \mathbf{e}\|_{Q L}\|(I-\Pi) \mathbf{e}\|_{Q L}+\|(I-\Pi) \mathbf{e}\|_{Q L}^{2}
\end{aligned}
$$

[^14]Using an $\epsilon$-inequality on the middle term with $\epsilon=1$ and noting that $\frac{1}{\sqrt{1-\frac{1}{C_{\Pi}}}}=C_{\Pi}-\sqrt{C_{\Pi}^{2}-C_{\Pi}}$ for $C_{\Pi}>1$,

$$
\left(C_{\Pi}-\sqrt{C_{\Pi}^{2}-C_{\Pi}}\right)\|\mathbf{e}\|_{Q L}^{2} \leq\left(\|\Pi \mathbf{e}\|_{Q L}^{2}+\|(I-\Pi) \mathbf{e}\|_{Q L}^{2}\right)
$$

For $C_{\Pi}=1,\left(C_{\Pi}-\sqrt{C_{\Pi}^{2}-C_{\Pi}}\right)\|\mathbf{e}\|_{Q L}^{2}=\|\mathbf{e}\|_{Q L}^{2}=\left(\|\Pi \mathbf{e}\|_{Q L}^{2}+\|(I-\Pi) \mathbf{e}\|_{Q L}^{2}\right)$. A similar proof leads to the upper bound.

We now have all of the tools to introduce multilevel convergence of NS-AMG. Note that due to the non-orthogonal coarse-grid correction, accuracy of the recursive coarse-grid solve must be progressively better on coarser levels in the hierarchy. This necessitates some form improved multilevel cycle with additional relaxation iterations or multigrid cycles on coarser levels in the hierarchy. Although the desired uniform V-cycle convergence does not hold in this setting, Theorem 4 remains the first proof of multilevel AMG convergence for nonsymmetric matrices. ${ }^{2}$

Theorem 4 (Multilevel convergence). Suppose we have an AMG hierarchy with $\ell$ levels, and assume the conditions for Theorem 3 hold on each level. Further, on level $\ell-1$ (the coarsest level in the hierarchy that is not a direct solve), assume that

$$
\left\|I-B_{\ell-1}^{-1} L_{\ell-1}\right\|_{\left(L_{\ell-1}^{*} L_{\ell-1}\right)^{\frac{1}{2}}} \leq \delta_{\ell-1}<1
$$

that is we have a convergent two-grid method on level $\ell-1$. Then there exists a convergent, multilevel cycle in the $Q L$ norm, with the number of relaxation and multigrid iterations per level that depend on the constants in Corollaries 6 and 7.

Proof. First consider the difference between the exact projection, $\Pi$, and the inexact projection, $\widetilde{\Pi}$, corresponding to the recursive application of a multilevel AMG cycle to the coarse-grid problem. From Corollary

[^15]6,

$$
\begin{aligned}
\left\|\left(\Pi_{0}-\widetilde{\Pi}_{0}\right) G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2} & =\left\|P_{0}\left(L_{1}^{-1}-B_{1}^{-1}\right) L_{1}\left(L_{1}^{-1} R_{0}^{*} L_{0} G_{0}\right) \mathbf{e}^{(i)}\right\|_{Q L}^{2} \\
& \leq \frac{1}{C_{\text {lower }}\left(1-K_{1} \sigma_{k}^{2}\right)}\left\|\left(L_{1}^{-1}-B_{1}^{-1}\right) L_{1}\left(L_{1}^{-1} R_{0}^{*} L_{0} G_{0}\right) \mathbf{e}^{(i)}\right\|_{Q_{c} L_{c}}^{2} \\
& \leq \frac{\delta_{1}}{C_{\text {lower }}\left(1-K_{1} \sigma_{k}^{2}\right)}\left\|L_{1}^{-1} R_{0}^{*} L_{0} G_{0} \mathbf{e}^{(i)}\right\|_{Q_{c} L_{c}}^{2} \\
& \leq \frac{\delta_{1} C_{\text {upper }}\left(1+K_{1} \sigma_{k}^{2}\right)}{C_{\text {lower }}\left(1-K_{1} \sigma_{k}^{2}\right)}\left\|P_{0} A_{1}^{-1} R_{0}^{*} A_{0} G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2} \\
& =\frac{\delta_{1} C_{\text {upper }}\left(1+K_{1} \sigma_{k}^{2}\right)}{C_{\text {lower }}\left(1-K_{1} \sigma_{k}^{2}\right)}\left\|\Pi_{0} G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2}
\end{aligned}
$$

Denote the leading constant $\lambda_{1}:=\frac{\delta_{i} C_{\text {upper }}\left(1+K_{1} \sigma_{k}^{2}\right)}{C_{\text {lower }}\left(1-K_{1} \sigma_{k}^{2}\right)}$. Then error can be expanded as

$$
\begin{aligned}
&\left\|\mathbf{e}^{(i+1)}\right\|_{Q L}^{2}=\left\|\left(I-\widetilde{\Pi}_{0}\right) G_{0} \mathbf{e}^{(i)}\right\|_{Q L} \\
& \leq\left\|\left(I-\Pi_{0}\right) G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2}+2\left\langle\left(I-\Pi_{0}\right) G_{0} \mathbf{e}^{(i)},\left(\Pi_{0}-\widetilde{\Pi}_{0}\right) G_{0} \mathbf{e}^{(i)}\right\rangle_{Q L}+\ldots \\
&\left\|\left(\Pi_{0}-\widetilde{\Pi}_{0}\right) G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2}
\end{aligned}
$$

Because $\mathcal{R}(\Pi)=\mathcal{R}(P)=\mathcal{R}(\widetilde{\Pi})$, we can use a strengthened Cauchy-Schwarz on the middle term (Lemma 13):

$$
\begin{aligned}
\left\|\mathbf{e}^{(i+1)}\right\|_{Q L}^{2} \leq & \left\|\left(I-\Pi_{0}\right) G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2}+\lambda_{1}\left\|\Pi_{0} G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2}+\ldots \\
& 2 \cos \left(\theta_{\min }^{\left(\Pi_{0}\right)}\right)\left\|\left(I-\Pi_{0}\right) G_{0} \mathbf{e}^{(i)}\right\|_{Q L}\left\|\left(\Pi_{0}-\widetilde{\Pi}_{0}\right) G_{0} \mathbf{e}^{(i)}\right\|_{Q L} \\
\leq & \left\|\left(I-\Pi_{0}\right) G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2}+\lambda_{1}\left\|\Pi_{0} G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2}+\ldots \\
& 2 \cos \left(\theta_{\min }^{\left(\Pi_{0}\right)}\right) \sqrt{\lambda_{1}}\left\|\left(I-\Pi_{0}\right) G_{0} \mathbf{e}^{(i)}\right\|_{Q L}\left\|\Pi_{0} G_{0} \mathbf{e}^{(i)}\right\|_{Q L} \\
= & \left(1+\frac{4 \lambda_{1} \cos ^{2}\left(\theta_{\min }^{\left(\Pi_{0}\right)}\right)}{\epsilon}\right)\left\|\left(I-\Pi_{0}\right) G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2}+\left(\lambda_{1}+\epsilon\right)\left\|\Pi_{0} G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2}
\end{aligned}
$$

for any $\epsilon>0$. We choose $\epsilon$ such that the leading constants are equal, which corresponds to solving for the single positive root of $\epsilon^{2}+\epsilon\left(\lambda_{1}-1\right)-4 \lambda_{1} \cos ^{2}\left(\theta_{\min }^{\left(\Pi_{0}\right)}\right)=0$, given by

$$
\epsilon_{\lambda_{1}}=\frac{1-\lambda_{1}+\sqrt{\left(\lambda_{1}-1\right)^{2}+16 \lambda_{1} \cos ^{2}\left(\theta_{\min }^{\left(\Pi_{0}\right)}\right)}}{2}
$$

Finally, we use the result from Corollary 7 to bound error propagation as

$$
\begin{equation*}
\left\|\mathbf{e}^{(i+1)}\right\|_{Q L}^{2} \leq\left(\lambda_{1}+\epsilon_{\lambda_{1}}\right)\left(C_{\Pi}+\sqrt{C_{\Pi}^{2}-C_{\Pi}}\right)\left\|G \mathbf{e}^{(i)}\right\|_{Q L}^{2} \tag{7.16}
\end{equation*}
$$

There are two important things to note on the bound in (7.16). First, for non-orthogonal coarse-grid correction, the bound is likely greater than one, and sufficient iterations of relaxation must be performed to overcome this constant and achieve a convergent method. Conceptually, this makes sense - non-orthogonal coarse-grid correction will likely increase error of components not in the range of $P$, and additional relaxation must then be performed to attenuate this error. Such a result is consistent with the two-grid theory developed in [27]. Second, the convergence factor on level zero is a function of (and greater than) the convergence factor on level one. This implies that a normal V-cycle will typically not be sufficient for convergence, or at least not scalable convergence as the problem size (and, thus, number of levels in the hierarchy) increases. This can be remedied by performing additional iterations of relaxation on coarser levels or by using a multigrid cycling strategy with multiple coarse-grid iterations such as F-, K-, or W-cycles. Unfortunately, the constants in (7.16) are not easily measured in practice, so experience and experimentation may be necessary to choose the appropriate cycle for a given problem.

Theorem 4 also sheds some light on why using $R:=P$ works for some nonsymmetric problems. Typically, nonsymmetry in PDE discretizations arises from advection, which becomes progressively smaller compared with diffusion as $h \rightarrow 0$. If we have only a slightly nonsymmetric matrix with a large symmetric component, the constants in (7.16) are likely small and reasonable convergence factors attainable.

Remark 9 (The symmetric case). Note that in the case of SPD matrices (or any orthogonal coarse-grid correction), $C_{\Pi}=1, \lambda_{1}=\delta_{1}<1$, and the projections are orthogonal, so $\cos \left(\theta_{\min }^{\left(\Pi_{0}\right)}\right)=0$. Then, from above,

$$
\left\|\mathbf{e}^{(i+1)}\right\|_{Q L}^{2} \leq\left\|\left(I-\Pi_{0}\right) G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2}+\delta_{1}\left\|\Pi_{0} G_{0} \mathbf{e}^{(i)}\right\|_{Q L}^{2}
$$

With minor modifications, a classical V-cycle proof follows from the assumption that relaxation is effective on modes that are not in the range of interpolation (and vice versa). That is, the proof is relatively tight in the multilevel case because it breaks down to an SPD V-cycle proof when we have an orthogonal coarse-grid correction. It is possible that some of the constants derived with respect to equivalence, stability, etc. are not tight, but they do provide reasonable bounds.

### 7.3 Discussion

Here we have established conditions on $R$ and $P$ for two-grid and multigrid convergence of NS-AMG in the $\sqrt{A^{*} A}$-norm. As common with convergence theory, the constants and bounds are not easily measured in practice. Nevertheless, they do provide a fundamental understanding of what a NS-AMG hierarchy needs to converge. The criteria for convergence developed here can largely be broken down into two simple guidelines:
(1) It is not enough for $R$ and $P$ to include low-energy left and right singular vectors in their range (classical approximation-property-based AMG approach). The action of $R$ and $P$ must lead to a non-singular (and reasonably conditioned) coarse-grid operator, which can be achieved by ensuring that their action on left and right singular vector, respectively, associated with larger singular values are similar.
(2) Multilevel convergence of NS-AMG may require additional iterations of relaxation or recursive multigrid cycles on coarser levels of the hierarchy to converge. It is almost invariably the case that an AMG hierarchy based on a nonsymmetric matrix (regardless of the chosen AMG framework) will consist of non-orthogonal coarse-grid corrections. In practice, such potential increases in error may need to be accounted for through additional work. That is, a divergent V-cycle for NS-AMG does not mean that an appropriately modified V-cycle or modified AMG cycle will also not converge.

The latter point on cycle-type does not provide explicitly useful information such as what kind of cycle is needed for convergence. However, it does inform a user that uniform V-cycle convergence of NS-AMG is not expected in theory and, moreover, that if a hierarchy does not converge, it may be remedied by some additional relaxation or multigrid cycles on coarser levels in the hierarchy.

One interesting aspect of this work is that it was developed around the same time as several very successful NS-AMG solvers [109, 110]. However, a brief look at some of the new NS-AMG solvers make it fairly clear that they do not satisfy the conditions for two-grid or multigrid convergence presented here. In the extreme case of triangular and block-triangular matrices considered in Chapter 8 [109], strong convergence rates are obtained using one-point interpolation (interpolate each F-point from its strongest C-neighbor) or injection (interpolate C-points by value; do not interpolate to F-points). This is generalized to other non-
symmetric matrices in Chapter 9 [110], but interpolation appears to still not be of fundamental importance. In both of these cases, it is almost certainly the case that the transfer operators do not satisfy the SAP or conditions presented here for convergence with respect to any norm. For [109, 110], the focus is on constructing a good approximation to the ideal restriction operator, and results suggest that, in terms of convergence, a good restriction operator allows for a lousy interpolation operator. Furthermore, results in [109, 110] also did not require multigrid cycles with additional smoothing or recursive cycles. The following chapters take a more practical approach, developing this reduction-based AMG method for highly nonsymmetric problems. The disconnect between successful results in $[109,110]$ and the relatively complete theory developed here suggest that there is still more to study on both the theoretical and practical side. In [110], a spectral analysis was used to motivated the AMG transfer operators. However, proving spectral- or norm-based convergence of [110] is ongoing work. Conversely, can the theory developed here lead to a new, robust AMG algorithm for nonsymmetric problems? The optimal restriction and interpolation operators with respect to the $\sqrt{A^{*} A}$-norm are the first $n_{c}$ left and right singular vectors, respectively. Recently, [24] looked at sparse approximations to optimal interpolation for SPD matrices with some success; perhaps such an approach can be extended to the nonsymmetric setting.

## Chapter 8

## Ideal restriction part I: reduction and upwind discretizations

### 8.1 Motivation

Iterative methods and AMG for elliptic and parabolic PDEs are well-studied and, in many cases, effective choices in practice. However, hyperbolic PDEs make up a large class of problems of interest and are typically difficult for solvers. In contrast to elliptic and parabolic PDEs, the solution of hyperbolic PDEs lies on characteristic curves, and the solution at any point depends only on the solution upwind along its given characteristic. This allows for very steep gradients or "fronts" to propagate through the domain in the direction of characteristics. Typical continuous finite-element or finite-difference discretizations often struggle to capture such behavior because fronts are effectively discontinuities in the discrete setting, and not necessarily grid-aligned. Due to the discontinuous-like behavior and the flow of information in a single direction along characteristics, discontinuous upwind discretizations are a natural approach to discretizing many hyperbolic PDEs [29, 116, 117, 141]. For a fully upwinded discretization, the resulting matrix has a block-triangular structure in some (although potentially unknown) ordering. Although solving a blocktriangular matrix is an easy task in the serial setting, direct solves are limited by scalability in the parallel setting and fast iterative methods have not been developed for such problems.

Solving triangular systems in a traditional context using a forward or backward solve is a strictly sequential operation and, thus, does not scale well in parallel. In the dense matrix setting, this offers limited opportunity for parallelism. However, for sparse matrices, scheduling algorithms have been developed that can add some level parallelism to this process $[3,5,99,101]$. In a sparse triangular matrix, there exists at
least one DOF, say $i_{0}$, that is independent of other DOFs and can be eliminated from the system. Then, by nature of a sparse matrix, we expect multiple DOFs to depend only on $i_{0}$, and can then be computed in parallel. In a discretization sense, these would be DOFs immediately downwind from $i_{0}$. Once new DOFs have been computed, DOFs downwind of them can be computed, and so on until the solution is obtained. This algorithm requires only $2 \cdot n n z$ floating point operations for a sparse matrix with $n n z$ nonzero entries, but the parallelism depends on the structure of the matrix. Much of the research on increased parallel performance for such problems is focused on shared memory environments such as GPUs [99, 101].

One problem and discretization that requires many parallel sparse triangular solves is the so-called "diffusion synthetic acceleration" (DSA) approach to solving the linear Boltzmann transport equation (socalled "synthetic acceleration" is simply preconditioning) [1, 37, 69, 141]. The full linear problem is seven dimensional, necessitating highly parallel solvers for even moderately refined grids, and is fundamental to studying neutron and radiation transport. DSA is effectively a two-level multigrid algorithm. A "transport sweep" acts as a surrogate for relaxation, and consists of discretizing in angle and solving a steady state transport equation over all angles in the spatial domain. An accurate transport sweep puts error in the range of a surrogate "coarse-grid" diffusion solve, and the process iterates back and forth [1]. AMG is a fast and scalable solver for the diffusion solve, but the transport sweep consists of solving many discretizations of a hyperbolic PDE, often based on an upwind discretization $[29,116,117,141]$, and is difficult for most iterative solvers [154].

Similar scheduling algorithms to those used for sparse triangular solves on GPUs have been developed in distributed memory environments to perform "transport sweeps" $[2,7,37,69]$. On a structured mesh, these algorithms were shown to have an optimal theoretical scaling over all angles of $O\left(d P^{\frac{1}{d}}\right)$, for $P$ processors and a problem of dimension $d[7]$. Although this is reasonable scaling in parallel, it is suboptimal on the so-called "road to exascale," as a steadily increasing number of processors become available. On irregular meshes, scheduling for the transport sweep becomes more difficult and this theoretical bound cannot be achieved. The sweeping algorithm has been shown to be a bottleneck in large simulation codes [133]. On the other hand, AMG scales like $O\left(\log _{2}(P)\right)$ in parallel [9] and $O(n)$ with respect to DOFs, even on irregular meshes. An effective AMG algorithm for triangular systems could prove faster than known scheduling algorithms for
transport sweeps in a highly parallel setting. For example, for $P=10^{6}$ and $d=3$, we have $d P^{\frac{1}{d}}=300$, while $\log _{2}(P) \approx 20$, yielding a factor of 15 improvement in parallel efficiency. Of course the leading constants may change this balance in either direction, especially on irregular meshes, but this suggests there is a reasonable $P$ for which AMG will outperform a traditional transport sweep.

This chapter develops a novel, reduction-based AMG method (AMGir) to solve systems with triangular structure, with a particular focus on upwind discretizations of hyperbolic PDEs. Although geometric multigrid has been applied to upwind discretizations and other hyperbolic-type problems [4, 188] using the well-known line-smoother approach [131], an effective AMG algorithm does not need geometric information, a structured grid, or a fixed/known direction over which to relax. For these reasons, an effective AMG solver is more robust and less intrusive because it can easily be used by software packages, regardless of their meshing, discretization, etc.. AMGir significantly out-performs current state-of-the-art iterative solvers in the context of steady state transport [154] and a space-time discretization of the wave equation. Even for highorder, discontinuous discretizations on unstructured grids, AMGir is able to achieve an order-of-magnitude residual reduction in 1-2 iterations.

Theoretical motivation for the new method and its relation to existing algorithms is discussed in Sections 8.1.1 and 8.1.2. The underlying premise is that certain "ideal" operators can lead to a reductionbased AMG method; in particular, we develop an AMG algorithm based on approximating ideal restriction. Section 8.2 introduces a natural way to approximate ideal operators for matrices with triangular structure, as well as theoretical results on the corresponding multigrid error propagation. The algorithm and possible variations are presented in Section 8.3, and numerical results and scaling studies in Section 8.4.

### 8.1.1 Ideal restriction

In a classical AMG sense, suppose that a CF-splitting has been performed on the current grid, that is, all degrees-of-freedom (DOFs) have been designated as either a coarse-point (C-point) or a fine-point (F-point) (see Section 5.1 and (5.4)).

Lemma 14 (Schur-complement coarse grid). Let $A$ take the block form as in (5.4) and $A_{\text {ff }}$ be nonsingular.

Define

$$
R_{i d e a l}:=\left(\begin{array}{ll}
-A_{c f} A_{f f}^{-1} & I
\end{array}\right), \quad P_{i d e a l}:=\binom{-A_{f f}^{-1} A_{f c}}{I}
$$

Then, for all $R$ and $P$ of the form in (5.4),

$$
R A P_{\text {ideal }}=R_{\text {ideal }} A P=R_{\text {ideal }} A P_{\text {ideal }}=S_{A}
$$

where $S_{A}:=A_{c c}-A_{c f} A_{f f}^{-1} A_{f c}$ is the Schur-complement of $A$ in $A_{c c}$. That is, the coarse-grid operator, $\mathcal{K}$, is given by the Schur complement of $A$.

Proof. Suppose $R=R_{\text {ideal }}$. Then, $Z=-A_{c f} A_{f f}^{-1}$ and

$$
\begin{aligned}
R_{\text {ideal }} A P & =Z A_{f f} W+A_{c f} W+Z A_{f c}+A_{c c} \\
& =-A_{c f} W+A_{c f} W-A_{c f} A_{f f}^{-1} A_{f c}+A_{c c} \\
& =S_{A}
\end{aligned}
$$

Identical steps show the equivalent result for $P_{\text {ideal }}$.

The operator $R_{\text {ideal }}$ defined in Lemma 14 is referred to here as "ideal restriction," a natural extension of the well-known "ideal interpolation" operator, $P_{\text {ideal }}$, also defined in Lemma 14 . Note that if $A$ is symmetric, $R_{\text {ideal }}=P_{\text {ideal }}^{T}$. Ideal interpolation is well-motivated under classical AMG theory (for example, see [55]). Here, we show that ideal restriction and ideal interpolation each have significance in the nonsymmetric setting as well. In Theorem 5, ideal restriction is shown to be ideal in a certain sense, albeit not the same sense for which ideal interpolation acquired its name. Thus, consider error-propagation for a coarse-grid correction applied to the current error vector, $\left(\mathbf{e}_{f}, \mathbf{e}_{c}\right)^{T}$ :

$$
\begin{align*}
(I-\pi) \mathbf{e} & =\left[\left(\begin{array}{cc}
I & 0 \\
0 & I
\end{array}\right)-\binom{W}{I} \mathcal{K}^{-1}\left(\begin{array}{ll}
Z & I
\end{array}\right)\left(\begin{array}{cc}
A_{f f} & A_{f c} \\
A_{c f} & A_{c c}
\end{array}\right)\right]\binom{\mathbf{e}_{f}}{\mathbf{e}_{c}}  \tag{8.1}\\
& =\left(\begin{array}{cc}
I-W \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right) & -W \mathcal{K}^{-1}\left(Z A_{f c}+A_{c c}\right) \\
-\mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right) & I-\mathcal{K}^{-1}\left(Z A_{f c}+A_{c c}\right)
\end{array}\right)\binom{\mathbf{e}_{f}}{\mathbf{e}_{c}} \\
& =\binom{\left[I-W \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right)\right] \mathbf{e}_{f}-W \mathcal{K}^{-1}\left(Z A_{f c}+A_{c c}\right) \mathbf{e}_{c}}{\left[I-\mathcal{K}^{-1}\left(Z A_{f c}+A_{c c}\right)\right] \mathbf{e}_{c}-\mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right) \mathbf{e}_{f}} .
\end{align*}
$$

Now, let $\mathbf{e}_{f}=W \mathbf{e}_{c}+\delta_{f}$, that is, let $\mathbf{e}_{f}$ be interpolated from $\mathbf{e}_{c}$ with some error term $\delta_{f}$, and recall $\mathcal{K}=Z A_{f f} W+A_{c f} W+Z A_{f c}+A_{c c}$. Then, plugging $W \mathbf{e}_{c}+\delta_{f}$ into the fine-grid block, and $Z A_{f c}+A_{c c}=$
$\mathcal{K}-Z A_{f f} W-A_{c f} W$ into the coarse-grid block gives:

$$
\begin{align*}
(I-\pi) \mathbf{e} & =\binom{\left[I-W \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right)\right]\left(W \mathbf{e}_{c}+\delta_{f}\right)-W \mathcal{K}^{-1}\left(Z A_{f c}+A_{c c}\right) \mathbf{e}_{c}}{\mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right)\left(W \mathbf{e}_{c}-\mathbf{e}_{f}\right)} \\
& =\binom{\left[I-W \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right)\right] \delta_{f}+W \mathbf{e}_{c}-W \mathcal{K}^{-1} \mathcal{K} \mathbf{e}_{c}}{-\mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right) \delta_{f}} \\
& =\binom{\left[I-W \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right)\right] \delta_{f}}{-\mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right) \delta_{f}} \tag{8.2}
\end{align*}
$$

The following theorem follows from (8.2).

Theorem 5 (Ideal restriction). For a given $C F$-splitting, assume that $A_{f f}$ is full rank and let $A$ take the block form as given in (5.4). Assume that C-points are interpolated and restricted by injection in a classical-AMG sense (5.4). Then, an exact coarse-grid correction at C-points is attained for all $\mathbf{e}$ if and only if

$$
R=R_{i d e a l}:=\left(\begin{array}{ll}
-A_{c f} A_{f f}^{-1} & I \tag{8.3}
\end{array}\right)
$$

Furthermore, the error in coarse-grid correction is given by

$$
\begin{equation*}
(I-\pi) \mathbf{e}=\binom{\mathbf{e}_{f}-W \mathbf{e}_{c}}{\mathbf{0}} \tag{8.4}
\end{equation*}
$$

where $P=\binom{W}{I}$. Finally, a coarse-grid correction using $R_{\text {ideal }}$ followed by an exact solve on $F$-points results in an exact two-grid method, independent of $W$.

Proof. From (8.2), coarse-grid correction as applied to some vector $\mathbf{e}=\left(\mathbf{e}_{f}, \mathbf{e}_{c}\right)^{T}$ and restricted to C-points is given by $\mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right)\left(W \mathbf{e}_{c}-\mathbf{e}_{f}\right)$. Noting that there does not exist a $W$ such that $W \mathbf{e}_{c}=\mathbf{e}_{f}$ for all vectors $\mathbf{e}=\left(\mathbf{e}_{f}, \mathbf{e}_{c}\right)^{T}$, it follows that $\mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right)\left(W \mathbf{e}_{c}-\mathbf{e}_{f}\right)=0$ if and only if $Z A_{f f}+A_{c f}=0$. Given that $A_{f f}$ is nonsingular, $Z A_{f f}+A_{c f}=0$ if and only if $Z=-A_{c f} A_{f f}^{-1}$. The error shown in (8.4) follows directly from plugging $R_{\text {ideal }}$ into (8.2). An exact solve on F-points would eliminate this error, providing an exact two-grid method.

Corollary 8 (Ideal interpolation). An exact solve on F-points followed by a coarse-grid correction using socalled "ideal interpolation," $P:=P_{\text {ideal }}$, as defined in Lemma 14 gives an exact two-level method, independent of $Z$.

Proof. An initial exact solve on F-point rows of the equation $A \mathbf{x}=\mathbf{b}$ means that the residual at F-point rows is zero. For given error vector $\mathbf{e}$, this is equivalent to updating $\mathbf{e}$ such that $A_{f f} \mathbf{e}_{f}+A_{f c} \mathbf{e}_{c}=0$, or $\mathbf{e}_{f}=-A_{f f}^{-1} A_{f c} \mathbf{e}_{c}$. Plugging this into the coarse-grid correction expansion in (8.1), along with $W=-A_{f f}^{-1} A_{f c}$ and $\mathcal{K}=S_{A}$ (see Lemma 14) gives

$$
\begin{aligned}
(I-\pi) \mathbf{e} & =\binom{-A_{f f}^{-1} A_{f c} \mathbf{e}_{c}}{\mathbf{e}_{c}}-\binom{-A_{f f}^{-1} A_{f c}}{I} \mathcal{S}_{\mathcal{A}}{ }^{-1}\left(\begin{array}{ll}
Z & I
\end{array}\right)\binom{\mathbf{0}}{S_{A} \mathbf{e}_{c}} \\
& =\mathbf{0}
\end{aligned}
$$

It follows from Theorem 5 and Corollary 8 that $R_{\text {ideal }}$ and $P_{\text {ideal }}$ each lead to an exact two-level method, independent of the accompanying interpolation and restriction operators, respectively, when coupled with an exact solve on F-points. Such a two-level method is in fact a reduction algorithm, as solving $A \mathbf{x}=\mathbf{b}$ is reduced to solving two smaller systems. Note that the ordering of solving the coarse- and fine-grid problems is fundamental to achieving reduction. That is, to achieve reduction, the F-point solve must follow coarse-grid correction with $R_{\text {ideal }}$, while the F-point solve must precede coarse-grid correction with $P_{\text {ideal }}$. Background on reduction algorithms and ideal restriction in the multigrid context is given in Section 8.1.2.

A natural corollary of Theorem 5 is that if we define "trivial interpolation" as $P_{0}=\binom{0}{I}$, then error propagation of coarse-grid correction with $R_{\text {ideal }}$ and $P_{0}$ is an $\ell^{2}$-orthogonal projection. Similarly, if we define "trivial restriction" as $R_{0}=\left(\begin{array}{ll}0 & I\end{array}\right)$, then residual propagation of coarse-grid correction with $R_{0}$ and $P_{\text {ideal }}$ is an $\ell^{2}$-orthogonal projection. This is consistent with the proofs of Theorem 5 and Corollary 8, that is, $P_{\text {ideal }}$ is based on eliminating residuals and $R_{\text {ideal }}$ on eliminating error. Despite orthogonality, in practice, choosing $W=0$ for interpolation of F-points does not always provide the best convergence factors. This is discussed in greater detail in Section 8.3.

### 8.1.2 Relation to existing AMG methods

The goal of a reduction-based algorithm is simply to take a problem and split its solving into smaller sub-problems. One way to enable reduction is through block row-elimination, where $A$ can be written as

$$
\left(\begin{array}{cc}
A_{f f} & A_{f c}  \tag{8.5}\\
A_{c f} & A_{c c}
\end{array}\right)=\left(\begin{array}{cc}
I & 0 \\
A_{c f} A_{f f}^{-1} & I
\end{array}\right)\left(\begin{array}{cc}
A_{f f} & 0 \\
0 & S
\end{array}\right)\left(\begin{array}{cc}
I & A_{f f}^{-1} A_{f c} \\
0 & I
\end{array}\right)
$$

Using (8.5), solving $A \mathbf{x}=\mathbf{b}$ is reduced to solving two systems of size $n_{F} \times n_{F}$ and $n_{C} \times n_{C}$, the latter of which is the Schur complement, $S:=A_{c c}-A_{c f} A_{f f}^{-1} A_{f c}$. Unfortunately, (8.5) is generally impractical as shown because of the need to compute the inverse of $A_{f f}$ and solve the typically dense Schur-complement system. However, such block decompositions have been used to motivate many algorithms, and a new approximation to inverting (8.5) can be found in Section 8.2.4.

The goal of this paper is to develop a reduction-based AMG algorithm for highly nonsymmetric linear systems. However, Schur-complement coarse-grid operators and reduction-based multigrid are not new to the multigrid literature. Reduction-based multigrid has been considered in many contexts, starting in the geometric multigrid setting [60, 143]. A high-performance variation of geometric multigrid based on a reduction point-of-view is the SMG solver in the Hypre library, which uses a sparse approximation to $P_{\text {ideal }}$ that reproduces the action of $P_{\text {ideal }}$ on the constant vector [56]. The SMG solver, however, assumes knowledge of an underlying structured grid, and forms symmetric, Galerkin coarse grids. More recently, an adaptive, two-level reduction-based AMG method was proposed in [22, 105], where an approximation to $P_{\text {ideal }}$ is developed through an adaptive process. This work provided interesting theoretical results; however, they are based in the $A$-norm, and thus again confined to the SPD setting. As seen in Section 8.1.1, a reduction-based algorithm is invariably linked to a Schur-complement coarse-grid operator. Other literature exists that is not explicitly marketed as reduction-based, but targets a Schur-complement coarse grid, for example, $[33,106,114,118,123,146]$. Finally, the multigrid reduction-in-time parallel-in-time algorithm $[49,58,59]$ is also based on (8.5), and in $[58,61]$ it was shown that the well-known parareal parallel-in-time method [61] is equivalent to a two-level multigrid reduction-in-time method.

Algebraic multigrid methods have also been developed that target nonsymmetric systems, but the theory is limited and the development of effective solvers is ongoing. The reduction-based decomposition
given in (8.5) was considered in [123] for nonsymmetric M-matrices resulting from convection-diffusion discretizations. An AMG algorithm for nonsymmetric systems was proposed in [184] based on (8.5), where it is shown that, coupled with an exact solve on F-points, convergence in the spectral sense is bounded based on how well the coarse grid approximates the Schur complement.

Ideal restriction and interpolation are approximated in [184] by performing a constrained minimization over a fixed sparsity pattern for $R$ and $P$, where known near-null space modes are interpolated exactly, and the remaining DOFs used to approximate the ideal operators. Such an approach is similar to the constrained minimization approach for nonsymmetric systems used in $[108,130]$, which approximates the ideal operators of $A^{*} A$ and $A A^{*}$ for $P$ and $R$, respectively. Although reduction is not achieved for ideal operators based on $A^{*} A$ and $A A^{*}$, such operators are well-motivated under traditional AMG convergence theory [108]. In fact, in the symmetric setting, approximating ideal operators for $A$ vs. $A^{2}$ through constrained energy-minimization produce nearly identical performance [108]. As an extension to the nonsymmetric setting, it is hypothesized that the AMG solvers in $[108,184]$ would achieve similar performance, although such a comparison has not yet been done. Regardless, the constrained approximation of ideal operators such as in [108, 184] is a broadly applicable solver that relies heavily on constraints for good convergence [108, 163].

This leads to the novelty of this work. Here, we show that matrices with triangular structure are amenable to a reduction-type algorithm (Section 8.2), and we develop a natural way to approximate ideal operators for triangular matrices. The resulting solver does not rely on constraints for strong convergence, and is based only on an appropriate CF-splitting and the approximation of $R_{\text {ideal }}$, which are discussed in Section 8.2.

### 8.2 Algebraic multigrid based on ideal restriction (AMGir)

### 8.2.1 Triangular structure and approximate ideal restriction

In Section 8.1.1, theory was developed to motivate ideal restriction and ideal interpolation for nonsymmetric linear systems. However, ideal operators are typically not formed in practice due to the complexity of forming $A_{f f}^{-1}$. This section shows that for block-triangular matrices, there is a natural way to approximate
$A_{f f}^{-1}$. Furthermore, approximating ideal operators in coarse-grid correction, coupled with Jacobi F-relaxation, gives a nilpotent multigrid error-propagation operator, that is, convergence to the exact solution is ultimately guaranteed (Section 8.2.2). Coupled with an appropriate CF-splitting (Section 8.2.3), this leads to a fast and practical solver for matrices with triangular structure.

Although direct solves of triangular matrices do not scale well in parallel, direct solve considerations suggest that a triangular matrix is amenable to a reduction-based algorithm, because each step in a forward or backward solve is effectively reduction by eliminating one DOF. Thus, the goal here is to develop a reductionbased solver for triangular systems, independent of matrix ordering, based on the concept of "approximate ideal restriction" (AIR). Moving forward, assume that $A$ is lower triangular with unit diagonal in some ordering. For theoretical purposes, we assume that $A$ is actually ordered to be lower triangular, but it is important to note that results presented here are independent of this ordering, and it is only used to simplify proofs. An in-depth discussion on handling of block-triangular matrices is given in Section 8.3.

Let $A_{f f}=I-L_{f f}$, where $L_{f f}$ is the strictly lower triangular part of $A_{f f}$, and is, thus, also nilpotent. Hence, $A_{f f}^{-1}$ can be written as a finite Neumann expansion:

$$
\begin{equation*}
A_{f f}^{-1}=\left(I-L_{f f}\right)^{-1}=\sum_{i=0}^{n} L_{f f}^{i} \tag{8.6}
\end{equation*}
$$

An order- $k$ approximation to $A_{f f}^{-1}$ is then given by truncating (8.6): $\Delta^{(k)}:=\sum_{i=0}^{k} L_{f f}^{i}$, for some $0 \leq k \leq n$. The error in $\Delta^{(k)}$ can be measured as $I-\Delta^{(k)} A_{f f}=L_{f f}^{k+1}$. Noting that $R_{\text {ideal }} A=\left(\begin{array}{ll}0 & S\end{array}\right)$, let $R=$ $\left(-A_{c f} \Delta^{(k)} \quad I\right)$ and consider its action on $A$ :

$$
\begin{aligned}
R A & =\left(\begin{array}{ll}
A_{c f}\left(I-\Delta^{(k)} A_{f f}\right) & A_{c c}-A_{c f} \Delta^{(k)} A_{f c}
\end{array}\right) \\
& =\left(\begin{array}{ll}
A_{c f} L_{f f}^{k+1} & A_{c c}-A_{c f} \Delta^{(k)} A_{f c}
\end{array}\right)
\end{aligned}
$$

Since $L_{f f}$ is nilpotent, approximating ideal restriction via a truncated Neumann expansion of $A_{f f}^{-1}$ can be seen as equivalent to approximating the action of $R_{\text {ideal }}$ on $A$, namely, trying to set $R A$ equal to zero within F-point columns. For certain structured matrices, the $k$ th-order Neumann expansion is exactly eliminating the contribution of F-points within distance $k$ for a given C-point (row of $R$ ). In fact, this was the original motivation for AIR - eliminating the contribution of error at F-points to the coarse-grid right-hand side.

Numerical results presented in Section 8.4 are based on two properties of the AMGir error-propagation operator. In a reduction context, the error-propagation operator in the multilevel setting is nilpotent, ensuring an (eventually) exact method (Section 8.2.2). In addition to the nilpotency, an appropriate CFsplitting such that off-diagonal elements of $A_{f f}$ are small additionally ensures effective error reduction at indices that are not "reduced" in a given iteration (Section 8.2.3). The latter is likely the primary reason for strong convergence, although both are important.

### 8.2.2 Nilpotency of error propagation

Lemma 15 and Corollary 9 below are presented as important pieces in motivating AMGir. Corollary 9 is fundamental to a multilevel implementation of AMGir, showing that as long as $A_{f f}^{-1}$ in ideal restriction and interpolation is approximated with a lower-triangular matrix, the coarse-grid operator retains the same triangular structure as the fine grid. Thus, the same algorithms for forming $P$ and $R$ are appropriate in a recursive and multilevel fashion. For given ideal restriction and interpolation approximations, coupled with Jacobi relaxation on F-points, Lemma 16 shows that the two-grid error propagation operator is nilpotent. Theorem 6 is the primary convergence result of this section, showing that a full multilevel implementation has a nilpotent error-propagation operator. A trivial corollary is that convergence to the exact solution is guaranteed within $n$ iterations. Although bounds of $O(n)$ iterations of $O(n)$ complexity is far removed from the typical linear or near-linear complexity of AMG, such a bound is at least of theoretical interest.

Lemma 15. Let $A$ be lower triangular and suppose the DOFs of $A$ have been partitioned into $C$-points and F-points. Then, if $\Delta \in \mathbb{R}^{n_{f} \times n_{f}}$ is lower triangular, $A_{c f} \Delta A_{f c}$ is nilpotent and strictly lower triangular. The same holds for $A_{f c} \hat{\Delta} A_{c f}$, where $\hat{\Delta} \in \mathbb{R}^{n_{c} \times n_{c}}$.

Proof. Let C-points be given by $\mathcal{C}=\left\{\mathcal{C}_{1}, \ldots, \mathcal{C}_{n_{c}}\right\}$, where $\mathcal{C}_{i}$ denotes the global index of the $i$ th C-point, and likewise for F-points. Furthermore, assume $\mathcal{C}$ and $\mathcal{F}$ are in increasing order, that is, $\mathcal{C}_{1}<\mathcal{C}_{2}<\ldots<\mathcal{C}_{n_{c}}$, and that global indices of $A$ are ordered such that $A$ is lower triangular, that is, $A_{i j}=0$ if $i \leq j$. In terms of paths in the graph of $A$, this means that from a given node $i$, there only exist paths to nodes $j \leq i$.

For $A_{c f} \Delta A_{f c}$ to be strictly lower triangular, we must have $\left(A_{c f} \Delta A_{f c}\right)_{j k}=0$ for all $0 \leq j \leq k \leq n_{c}$.

This can be shown by considering paths between the $j$ th and $k$ th C-points in the graph of $A_{c f} \Delta A_{f c}$.
(1) Starting at $\mathcal{C}_{j}, A_{f c}$ can only contain paths from $\mathcal{C}_{j}$ to F-points $\mathcal{F}_{i}<\mathcal{C}_{j}$.
(2) Then, $\Delta$ can only contain paths from $\mathcal{F}_{i}$ to F-points $\mathcal{F}_{\ell} \leq \mathcal{F}_{i}$.
(3) Finally, $A_{c f}$ maps from F-points $\mathcal{F}_{\ell}$ to C-points $\mathcal{C}_{k}<\mathcal{F}_{\ell}$.

Thus, the only possible paths in the graph of $A_{c f} \Delta A_{f c}$ are from points $\mathcal{C}_{j}$ to $\mathcal{C}_{k}<\mathcal{C}_{j}$. It follows that if $\mathcal{C}_{k} \geq \mathcal{C}_{j}$, or, equivalently, $k \geq j$, then $\left(A_{c f} \Delta A_{f c}\right)_{j k}=0$.

Corollary 9. Let $A$ be lower triangular and $\Delta_{R}$ and $\Delta_{P}$ be lower triangular approximations to $A_{f f}^{-1}$, and define $P:=\binom{-\Delta_{P} A_{f c}}{I}$ and $R:=\left(\begin{array}{ll}-A_{c f} \Delta_{R} & I\end{array}\right)$. Then, the coarse-grid operator $\mathcal{K}:=R A P(5.5)$ is lower triangular with diagonal given by that of $A_{c c}$.

Proof. First note that

$$
\mathcal{K}:=R A P=A_{c c}-A_{c f}\left(\Delta_{R}+\Delta_{P}-\Delta_{R} A_{f f} \Delta_{P}\right) A_{f c}
$$

We know that $A_{c c}$ is lower triangular. It follows from Lemma 15 that $A_{c f}\left(\Delta_{R}+\Delta_{P}-\Delta_{R} A_{f f} \Delta_{P}\right) A_{f c}$ is strictly lower triangular. Thus, $\mathcal{K}$ is lower triangular with the same diagonal as $A_{c c}$.

Lemma 16 (Nilpotent two-grid AMG). Let $A$ be lower triangular in some ordering and $\Delta_{R}$ and $\Delta_{P}$ be lower triangular approximations to $A_{f f}^{-1}$, and define $P:=\binom{-\Delta_{P} A_{f c}}{I}$ and $R:=\left(\begin{array}{ll}-A_{c f} \Delta_{R} & I\end{array}\right)$. Then, the two-grid AMG preconditioner with coarse-grid correction and Jacobi F-relaxation is strictly lower triangular, and thus nilpotent.

Proof. Define C-points as the set $\mathcal{C}=\left\{\mathcal{C}_{1}, \ldots, \mathcal{C}_{n_{c}}\right\}$, where $\mathcal{C}_{i}$ is the global index of the $i$ th C-point, and likewise for F-points. Furthermore, let $\mathcal{C}$ and $\mathcal{F}$ be in increasing order, that is, $\mathcal{C}_{1}<\mathcal{C}_{2}<\ldots<\mathcal{C}_{n_{c}}$, and let global indices of $A$ be ordered such that $A$ is lower triangular, that is, $A_{i j}=0$ if $i<j$. Then, for a given node $i$ in $A$, there only exists paths to nodes $j \leq i$. It follows that off-diagonal block $A_{c f}$ only maps from $F_{i}$ to $C_{j}<F_{i}$, and similarly for $A_{f c}$.

The two-grid AMG error-propagation operator with relaxation scheme $M^{-1}$ looks like $E_{T G}=(I-$ $\left.M^{-1} A\right)\left(I-P(R A P)^{-1} R A\right)$. First consider the coarse-grid correction term:

$$
\begin{align*}
I-P(R A P)^{-1} R A & =\left(\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right)-\binom{-\Delta_{P} A_{f c}}{I} \mathcal{K}^{-1}\left(\begin{array}{ll}
-A_{c f} \Delta_{R} & I
\end{array}\right)\left(\begin{array}{ll}
A_{f f} & A_{f c} \\
A_{c f} & A_{c c}
\end{array}\right) \\
& =\left(\begin{array}{cc}
I+\Delta_{P} A_{f c} \mathcal{K}^{-1} A_{c f}\left(I-\Delta_{R} A_{f f}\right) & \Delta_{P} A_{f c} \mathcal{K}^{-1}\left(A_{c c}-A_{c f} \Delta_{R} A_{f c}\right) \\
-\mathcal{K}^{-1} A_{c f}\left(I-\Delta_{R} A_{f f}\right) & I-\mathcal{K}^{-1}\left(A_{c c}-A_{c f} \Delta_{R} A_{f c}\right)
\end{array}\right) \tag{8.7}
\end{align*}
$$

Note that $I-\Delta_{R} A_{f f}$ is strictly lower triangular, and $\mathcal{K}$ and $A_{c c}-A_{c f} \Delta_{R} A_{f c}$ are lower triangular. Then, the action of the lower-left block in (8.7) can be seen as three steps, mapping $F_{i} \rightarrow F_{j} \rightarrow C_{k} \rightarrow C_{\ell}$, where $C_{\ell} \leq C_{k}<F_{j}<F_{i}$. A similar result holds for the upper-right block, showing that, in the global ordering, the off-diagonal blocks of (8.7) are strictly lower triangular. For the lower-right block, it follows from Corollary 9 and Lemma 15 that $\mathcal{K}^{-1}\left(A_{c c}-A_{c f} \Delta_{R} A_{f c}\right)$ is lower triangular with unit diagonal. Subtracting from the identity gives a strictly lower triangular block. Finally, given that the product of a strictly lower triangular matrix and lower triangular matrix is strictly lower triangular, it follows from Lemma 15 that $\Delta_{P} A_{f c} \mathcal{K}^{-1} A_{c f}\left(I-\Delta_{R} A_{f f}\right)$ is strictly lower triangular. Then, the upper left block is lower triangular with unit diagonal.

Thus, the error-propagation operator for coarse-grid correction is lower triangular with unit diagonal in the FF-block, and strictly lower triangular in other blocks. Furthermore, the error-propagation matrix for Jacobi relaxation on F-points is strictly lower triangular in the FF-block and lower triangular elsewhere. It follows that the AIR two-grid error-propagation operator given by the product of F-Jacobi relaxation and coarse-grid correction is a strictly lower triangular and, thus, nilpotent, operator.

Theorem 6 (Nilpotent AMG). Let $A$ be lower triangular in some ordering and $\Delta_{R}$ and $\Delta_{P}$ be lower triangular approximations to $A_{f f}^{-1}$, and define $P:=\binom{-\Delta_{P} A_{f c}}{I}$ and $R:=\left(\begin{array}{ll}-A_{c f} \Delta_{R} & I\end{array}\right)$. Then, the multilevel AMG preconditioner with coarse-grid correction and Jacobi F-relaxation is strictly lower triangular, and thus nilpotent.

Proof. In proving a nilpotent error-propagation for a multilevel algorithm, we proceed in a recursive fashion. Consider the error-propagation of coarse-grid correction with an inexact coarse-grid solve. Error propagation of coarse-grid correction takes the form $\mathbf{e}_{\text {new }}=\mathbf{e}_{\text {old }}-P \mathbf{x}_{c}$, for some coarse-grid correction $\mathbf{x}_{c}$. In the case of
an exact coarse-grid solve, $P \overline{\mathbf{x}}_{c}=P \mathcal{K}^{-1} R A \mathbf{e}_{\text {old }}$ and $\mathbf{e}_{\text {new }}=\left(I-P \mathcal{K}^{-1} R A\right) \mathbf{e}_{\text {old }}$. For an inexact coarse-grid solve, the correction can be written as some perturbation of the exact solve, $\mathbf{x}_{c}=\overline{\mathbf{x}}_{c}+\left(\mathbf{x}_{c}-\overline{\mathbf{x}}_{c}\right)$, where the error in the correction is given by $\mathbf{e}_{c}=\mathbf{x}_{c}-\overline{\mathbf{x}}_{c}$. The error propagation of the inexact coarse-grid solve, that is, the coarse-grid V-cycle, then operates on $\mathbf{e}_{c}$, that is, $E_{c}\left(\mathbf{e}_{c}\right)=E_{c}\left(\mathbf{x}_{0}-\overline{\mathbf{x}}\right)$, for some initial guess $\mathbf{x}_{0}$. Assuming a zero initial guess on the coarse-grid problem as is standard in AMG, then

$$
\begin{aligned}
\mathbf{e}_{n e w} & =\mathbf{e}_{\text {old }}-P\left(\overline{\mathbf{x}}_{c}-E_{c} \overline{\mathbf{x}}_{c}\right) \\
& =\mathbf{e}_{o l d}-P\left(I-E_{c}\right) \overline{\mathbf{x}}_{c} \\
& =\mathbf{e}_{\text {old }}-P\left(I-E_{c}\right) \mathcal{K}^{-1} R A \mathbf{e}_{o l d} \\
& =\left[\left(I-P \mathcal{K}^{-1} R A\right)+P E_{c} \mathcal{K}^{-1} R A\right] \mathbf{e}_{\text {old }}
\end{aligned}
$$

Lemma 16 showed that $\left(I-P \mathcal{K}^{-1} R A\right)$ is strictly lower triangular when coupled with Jacobi F-relaxation. Now, we must show that the error term $P E_{c} \mathcal{K}^{-1} R A$ is also strictly lower triangular. Given that $A$ is lower triangular, it is sufficient to show that $P E_{c} \mathcal{K}^{-1} R$ is strictly lower triangular. Expanding, we get

$$
P E_{c} \mathcal{K}^{-1} R=\left(\begin{array}{cc}
\Delta_{P} A_{f c} E_{c} \mathcal{K}^{-1} A_{c f} \Delta_{R} & -\Delta_{P} A_{f c} E_{c} \mathcal{K}^{-1}  \tag{8.8}\\
-E_{c} \mathcal{K}^{-1} A_{c f} \Delta_{R} & E_{c} \mathcal{K}^{-1}
\end{array}\right)
$$

An analogous result to Lemma 16 confirms that if $E_{c} \mathcal{K}^{-1}$ is strictly lower triangular, then so is (8.8).
Let $E_{i}$ be the error-propagation operator for a V-cycle starting on the $i$ th level of the hierarchy. On the coarsest level of the hierarchy, say $\ell=0, E_{0}=\mathbf{0}$ because the solve is exact. Then, on level $\ell=1$, $E_{c} \mathcal{K}^{-1}=E_{0} \mathcal{K}^{-1}=\mathbf{0}$ is strictly lower triangular. It follows that the error-propagation operator on level $\ell=1, E_{1}$, is strictly lower-triangular. On level $\ell=2, E_{c} \mathcal{K}^{-1}=E_{1} \mathcal{K}^{-1}$ is again strictly lower triangular, because $E_{1}$ is strictly lower triangular and $\mathcal{K}$ lower triangular. By induction, the error-propagation operator $E_{\ell}$ for a multilevel hierarch with $\ell$ levels is strictly lower triangular and, thus, nilpotent.

For triangular systems, it is easy to see that simple Jacobi relaxation also produces a nilpotent errorpropagation operator. The significance of Lemma 16 and Theorem 6 is in showing analytically that (at least in the spectral sense) coarse-grid correction does not cause divergent behavior, and AMGir is asymptotically robust for triangular systems.

### 8.2.3 CF-splitting and $L_{f f}$

Although nilpotency of error-propagation is a nice property to have, it does not necessarily imply fast convergence. To understand what else is contributing to good convergence, we further examine the errorpropagation operator. First note that error propagation for Jacobi F-relaxation is given by $I-D_{f f}^{-1} A_{f f}=$ $L_{f f}$. Letting $\Delta_{P}=\Delta_{R}:=\Delta^{(k)}$ for some $k \geq 0$, then the following identities hold, which we will need later:

$$
\begin{align*}
\mathcal{K} & =A_{c c}-A_{c f} \Delta^{(2 k+1)} A_{f c} \\
\left(\Delta^{(2 k+1)}\right)^{-1} & =\left(I+L_{f f}^{k+1}\right)^{-1}\left(\Delta^{(k)}\right)^{-1} \\
\left(\Delta^{(2 k+1)}\right)^{-1} \Delta^{(k)} & =I+\sum_{j=1}^{n}\left(-L_{f f}^{k+1}\right)^{j} \tag{8.9}
\end{align*}
$$

For ease of notation, let $\Delta:=\Delta^{(k)}$ and $\tilde{\Delta}:=\Delta^{(2 k+1)}$. Then, using (8.9) and a Woodbury inverse expansion for $\mathcal{K}^{-1}$, we get

$$
\begin{align*}
\mathcal{K}^{-1}\left(A_{c c}-A_{c f} \Delta A_{f c}\right) & =\left(A_{c c}^{-1}+A_{c c}^{-1} A_{c f}\left(\tilde{\Delta}^{-1}-A_{f c} A_{c c}^{-1} A_{c f}\right)^{-1} A_{f c} A_{c c}^{-1}\right)\left(A_{c c}-A_{c f} \Delta A_{f c}\right) \\
& =\left(I+A_{c c}^{-1} A_{c f}\left(\tilde{\Delta}^{-1}-A_{f c} A_{c c}^{-1} A_{c f}\right)^{-1} A_{f c}\right)\left(I-A_{c c}^{-1} A_{c f} \Delta A_{f c}\right) \\
& =I+A_{c c}^{-1} A_{c f}\left(\tilde{\Delta}^{-1}-A_{f c} A_{c c}^{-1} A_{c f}\right)^{-1}\left(I-\tilde{\Delta}^{-1} \Delta\right) A_{f c} \\
& =I-A_{c c}^{-1} A_{c f}\left(\tilde{\Delta}^{-1}-A_{f c} A_{c c}^{-1} A_{c f}\right)^{-1} \sum_{j=1}^{n}\left(-L_{f f}^{k+1}\right)^{j} A_{f c} . \tag{8.10}
\end{align*}
$$

Plugging (8.10) and the identity $I-\Delta^{(k)} A_{f f}=L_{f f}^{k+1}$ into the coarse-grid correction (8.7) shows that error propagation for coarse-grid correction can be written as

$$
\begin{aligned}
\mathbf{e}_{f}^{(1)}= & \left(I+\Delta A_{f c} \mathcal{K}^{-1} A_{c f} L_{f f}^{k+1}\right) \mathbf{e}_{f}^{(0)}+ \\
& \Delta A_{f c}\left(I-A_{c c}^{-1} A_{c f}\left(\tilde{\Delta}^{-1}-A_{f c} A_{c c}^{-1} A_{c f}\right)^{-1} \sum_{j=1}^{n}\left(-L_{f f}^{k+1}\right)^{j} A_{f c}\right) \mathbf{e}_{c}^{(0)}, \\
\mathbf{e}_{c}^{(1)}= & -\mathcal{K}^{-1} A_{c f} L_{f f}^{k+1} \mathbf{e}_{f}^{(0)}+A_{c c}^{-1} A_{c f}\left(\tilde{\Delta}^{-1}-A_{f c} A_{c c}^{-1} A_{c f}\right)^{-1} \sum_{j=1}^{n}\left(-L_{f f}^{k+1}\right)^{j} A_{f c} \mathbf{e}_{c}^{(0)} .
\end{aligned}
$$

Define $\mathcal{A}:=\Delta A_{f c}, \mathcal{B}:=\mathcal{K}^{-1} A_{c f}$, and $\mathcal{C}:=A_{c c}^{-1} A_{c f}\left(\tilde{\Delta}^{-1}-A_{f c} A_{c c}^{-1} A_{c f}\right)^{-1}$. Then, if we consider the highest-order term of $L_{f f}$, error propagation takes the form

$$
\begin{align*}
& \mathbf{e}_{f}^{(i+1)}=\left(I+\mathcal{A B} L_{f f}^{k+1}\right) \mathbf{e}_{f}^{(i)}+\mathcal{A}\left(I-\mathcal{C} L_{f f}^{k+1} A_{f c}\right) \mathbf{e}_{c}^{(i)},  \tag{8.11}\\
& \mathbf{e}_{c}^{(i+1)}=-\mathcal{B} L_{f f}^{k+1} \mathbf{e}_{f}^{(i)}+\mathcal{C} L_{f f}^{k+1} A_{f c} \mathbf{e}_{c}^{(i)} .
\end{align*}
$$

The key thing to notice in (8.11) is that each error update on C-points is hit with $L_{f f}^{k+1}$. Note that $\ell$ iterations of F-Jacobi relaxation has error propagation

$$
\binom{\mathbf{e}_{f}^{(i+\ell)}}{\mathbf{e}_{c}^{(i+\ell)}}=\left(\begin{array}{cc}
L_{f f}^{\ell} & -\Delta^{(\ell-1)} A_{f c}  \tag{8.12}\\
0 & I
\end{array}\right)\binom{\mathbf{e}_{f}^{(i)}}{\mathbf{e}_{c}^{(i)}}
$$

Then, coupling coarse-grid correction (8.11) with $k+1$ iterations of pre- or post-F-relaxation scales the error at all points by $L_{f f}^{k+1}$.

Such a scaling of error by $L_{f f}^{k+1}$ is a complementary contribution to strong convergence factors achieved by AMGir. Ensuring that $L_{f f}$ is not only nilpotent, but also has very small elements, is key to achieving a fast reduction in error. Here, we focus on matrices that result from the discretization of differential operators, in which case off-diagonal entries are typically expected to be smaller in magnitude than the diagonal. In fact, the traditional AMG motivation for a CF-splitting, picking F-points such that $A_{f f}$ is well-conditioned, is also appropriate for AMGir. A classical AMG coarsening approach targets $A_{f f}$ to be strictly diagonally dominant, which is equivalent to minimizing the size of elements in $L_{f f}$. Figure 8.1 demonstrates that for a model problem introduced in Section 8.4, $L_{f f}$ has very small row sums, although very few rows of $A_{f f}$ are diagonal (in which case the row of $L_{f f}$ is empty). Similar results hold on all levels of the hierarchy, as well as for other discretizations and finite element orders.


Figure 8.1: Data on CF-splitting and $L_{f f}$ for the first level in a hierarchy built on a second-order finite element discretization of the inset model problem (see Section 8.4).

Small row sums of $L_{f f}$ reduce error efficiently for most rows. For rows without small row sums in $L_{f f}$, we rely on the redistribution of error through operators $\mathcal{A}, \mathcal{B}$, and $\mathcal{C}$, as well as the nilpotency of
error propagation to reduce error. Specifically, larger row sums in $L_{f f}$ typically occur near the boundary of the domain. Near the boundary, a nilpotent error-propagation operator reaches the exact solution in $O(1)$ iterations.

### 8.2.4 Schur-complement preconditioning

This work focuses on a traditional AMG framework. However, preconditioners are often developed by approximating the block decomposition of $A$ in (8.5). An analogous result to Theorem 6 holds for the block preconditioner

$$
\widehat{M}=\left(\begin{array}{cc}
I & 0  \tag{8.13}\\
A_{c f} \Delta_{R} & I
\end{array}\right)\left(\begin{array}{cc}
\Delta^{-1} & 0 \\
0 & \widehat{\mathcal{K}}
\end{array}\right)\left(\begin{array}{cc}
I & \Delta_{P} A_{f c} \\
0 & I
\end{array}\right)
$$

where $\Delta, \Delta_{R}$, and $\Delta_{P}$ are lower-triangular approximations to $A_{f f}^{-1}$ and $\widehat{\mathcal{K}}$ some approximation to the Schur complement (not necessarily $R A P$ ), that is, the multilevel error-propagation operator, $I-\widehat{M}^{-1} A$, is nilpotent. Letting $\Delta=\Delta_{P}=\Delta_{R}$ be an order- $k$ truncated Neumann expansion as in (8.6) and $\widehat{\mathcal{K}}:=A_{c c}-A_{c f} \Delta A_{f c}$ gives the relation $A=\widehat{M}+N$, where $N=\left(\begin{array}{cc}A_{f f}-\Delta^{-1} & 0 \\ 0 & 0\end{array}\right)$. Some linear algebra then shows that

$$
I-\widehat{M}^{-1} A=\left(\begin{array}{cc}
I+\Delta A_{f c} \mathcal{K}^{-1} A_{c f} & 0  \tag{8.14}\\
-\mathcal{K}^{-1} A_{c f} & 0
\end{array}\right)\left(\begin{array}{cc}
\left(D_{f f}^{-1} L_{f f}\right)^{k+1} & 0 \\
0 & 0
\end{array}\right)
$$

Note that here we have only assumed $A_{f f}$ to be nonsingular. An interesting result of (8.14) is that the error after $\ell>0$ iterations only depends on previous error at F-points, that is, at each iteration, C-point error is eliminated and then acquired based on error at F-points. In the case of lower triangular $A_{f f}$, (8.13) can act as a preconditioner with very similar properties to AMGir. Although we do not numerically explore preconditioning with $\widehat{M}$ here, its theoretical similarity to AMGir is worth demonstrating for future work.

Remark 10. An infinite Neumann expansion (8.6) can be used to approximate $A_{f f}^{-1}$ for general nontriangular matrices, and similar algorithms developed (8.11) and (8.14). However, in the case of triangular matrices, an order- $k$ Neumann approximation to $A_{f f}^{-1}$ is exact on the diagonal and first $k$ sub-diagonals. For general matrices, such accuracy cannot be guaranteed. Even in the case of symmetric positive definite matrices, where off-diagonal entries decay exponentially fast for well-conditioned $A_{f f}$ [20], a truncated Neumann expansion does not necessarily provide a good approximation to $A_{f f}^{-1}$ (or its diagonal for that matter). The application of AMGir to matrices with non-triangular components is on-going work.

### 8.3 Algorithm

Algorithmically, AMGir takes on the traditional structure of an AMG method. Building on the theoretical motivation provided in Section 8.2, here we develop a practical AMGir algorithm, with particular attention paid to limiting the setup and solve complexity, while retaining strong convergence.

Blocks: In certain cases, matrix equations solved by AMG admit a natural block structure, the most common of which are from systems of PDEs, where a single spatial node has several variables, say $k$, discretized over it. Two traditional approaches to handling such a system are (i) to treat each variable as a block, resulting in a decomposition of the matrix $A$ into $n / k \times n / k$ blocks, or (ii) to treat each node over which multiple variables are discretized as a block or "super-node," resulting in a decomposition of the matrix $A$ into $k \times k$ blocks. For the super-node approach, coarsening, interpolation, etc., are all done in a block sense, e.g., each block of $k$ DOFs is designated either a C-block or an F-block [145]. A conceptually similar approach was used for discontinuous discretizations of elliptic PDEs in [129]. Typically, adjacent elements in a discontinuous discretization each have an independent DOF defined on the same spatial node and, thus, [129] defines a block in the initial matrix as all nodes defined at a given spatial location.

The problems considered here are not systems and do not contain super-nodes in the traditional sense, but discontinuous discretizations do lead to an inherent block structure. Recall that AMGir is designed for matrices with a triangular structure. Discontinuous upwind discretizations result in a block lower-triangular matrix in some ordering, where each block corresponds to a discontinuous finite element. Three approaches for AMGir applied to $A \mathbf{x}=\mathbf{b}$ are then as follows:
(a) Ignore block structure and treat $A \mathbf{x}=\mathbf{b}$ as a scalar problem.
(b) Let $D_{b}$ be the block diagonal of $A$, and solve $D_{b}^{-1} A \mathbf{x}=D_{b}^{-1} \mathbf{b}$, that is, scale the block diagonal of $A$ to consist of identity blocks.
(c) Treat $A \mathbf{x}=\mathbf{b}$ as a block system, that is, perform coarsening, relaxation, interpolation, and restriction in a block setting.

Ignoring block structure altogether achieves reasonable convergence factors for some problems, but
also diverges for others. As it turns out, some consideration of the element-wise block structure is generally necessary for strong convergence of AMGir. Such results highlight the significance of $A$ being triangular for successful reduction. This leaves options (b) and (c) for handling the block structure. With respect to convergence, all tests have indicated comparable convergence rates for these two options. However, setup and cycle complexities increase when using the full block-approach (c) as opposed to scaling by the block-inverse and solving as a scalar problem (b). For this reason, the first step of AMGir scales by the block-inverse of $A$, after which everything is done in a scalar setting. It is worth pointing out that in terms of finite-element order, the cost of constructing high-order discretizations becomes intractable far before the cost of computing $D_{b}^{-1}$, that is, computing $D_{b}^{-1}$ is not a limiting factor for finite element order.

Remark 11. Depending on the discretization, scaling by $D_{b}^{-1}$ can increase the number of nonzeros in the matrix by up to 1.5 times, thus increasing complexities. This is accounted for in numerical results presented in Section 8.4, that is, presented complexities are based on the number of nonzeros in the initial matrix.

Matrix truncation: For scalable convergence of AMGir in serial and in parallel, it is important to limit the complexity of coarse-grid operators. This motivates building $R$ only based on strong connections and, thus, the truncating or lumping of weak connections. The idea is very simple: remove entries from a matrix in the hierarchy, $A_{\ell}$, that are smaller than some threshold, typically with respect to the diagonal element of the given row. Such methods have been used in AMG for symmetric problems with diffusive components (see, for example, $[13,54,176])$. Heuristically, eliminating small entries is even more appropriate in the hyperbolic setting, because the solution at any given point only depends on the solution at other points upwind along the characteristic. In the discrete setting, small entries that arise in matrix operations are often not aligned with the characteristic and are more of a numerical effect, suggesting that some can be eliminated without a significant degradation of convergence. In AMGir, elements $\left\{a_{i j}\left|j \neq i,\left|a_{i j}\right| \leq \varphi\right| a_{i i} \mid\right\}$ are eliminated (that is, set to zero) for each row $i$ of matrix $A_{\ell}$, and some drop-tolerance $\varphi$.

Remark 12. In a more traditional $A M G$ approach, one can also eliminate small off-diagonal entries from a matrix by "lumping" or adding them to the diagonal. The purpose of lumping is to preserve the row-sum of the matrix; however, numerical tests indicate no improvement in performance by lumping entires over
eliminating them, and thus it is not explored further in this work.

Coarsening: Recall that the staple of AMGir is approximating $-A_{c f} A_{f f}^{-1}$ in ideal restriction and coupling coarse-grid correction with relaxation on F-points. The effectiveness of each of these processes depends heavily on $A_{f f}$ being well-conditioned and diagonally dominant. Such goals are consistent with the goals of coarsening in classical AMG [15]. Thus, the so-called classical strength of connection (SOC) and classical AMG CF-splitting are used as the coarsening procedure for AMGir [15, 145]. For coarsening, the SOC takes the hard minimum approach, that is, the set of strong connections for a given row consists of negative entries that are large with respect to the largest negative off-diagonal in that row:

$$
\mathcal{N}_{\ell}=\left\{a_{\ell k} \mid-a_{\ell k} \geq \psi \max _{j \neq \ell}-a_{\ell j}\right\} .
$$

Various alternative SOC measures and coarsening routines were tested as well, such as an absolute value as opposed to a hard minimum, a symmetric smoothed aggregation measure, and an evolution measure [128], but the classical measure emphasizing large negative values consistently performs best. Once a SOC matrix has been built, this is used to compute a classical AMG CF-splitting of DOFs [15], and the algorithm proceeds to approximating $R_{\text {ideal }}$.

Relaxation: Because ideal restriction is designed to eliminate error at C-points (Theorem 5), coarse-grid correction was coupled with Jacobi F-relaxation (8.12) in designing and analyzing AMGir (Section 8.2). One F-Jacobi iteration takes the form

$$
\begin{equation*}
\mathbf{x}_{f}^{i+1}=\mathbf{x}_{f}^{i}+D_{f f}^{-1}\left(\mathbf{b}_{f}-A_{f f} \mathbf{x}_{f}^{i}-A_{f c} \mathbf{x}_{c}^{i}\right) \tag{8.15}
\end{equation*}
$$

where $D_{f f}$ is the diagonal of $A_{f f}$. Interestingly, error propagation for $\ell$ F-Jacobi iterations (8.12) exactly takes the form of using an $\ell$ th-order Neumann approximation to interpolate a coarse-grid correction. In both cases, an accurate coarse-grid correction at C-points is used to reduce error at F-points. In fact, given a correction term $(R A P)^{-1} R A \mathbf{e}$ to be interpolated to the fine grid, the following two algorithms are equivalent:

$$
\text { - Interpolate the correction using } \hat{P}=\binom{-\Delta^{(\ell)} A_{f c}}{I} \text {. }
$$

- Interpolate the correction to C-points only using $\hat{P}=\binom{0}{I}$, but perform $\ell$ iterations of F-Jacobi relaxation on the correction before updating the solution.

Stronger still in terms of error reduction is performing $\ell$ iterations of F-Jacobi relaxation on the system, following the correction. Given this equivalence, AMGir relies on F-relaxation to reduce error at F-points, and uses a very sparse and low-order approximation to $P_{\text {ideal }}$ to limit OC and CC.

Restriction: Controlling the sparsity-pattern fill-in of coarse-grid operators is important in controlling complexity of the method, and this fill-in depends on the sparsity of $R$ and $P$. Thus, in practice, restriction operators are built in AMGir by using a truncated Neumann expansion (8.6) on a SOC matrix, as opposed to directly on $A$, to reduce the number of nonzeros in $R$. Here, strong connections are defined through a classical SOC based on the absolute value, that is, strong connections to node $i$ are given by the set

$$
\begin{equation*}
\widehat{\mathcal{N}}_{i}=\left\{a_{i j}| | a_{i j}\left|\geq \phi \max _{\ell \neq j}\right| a_{\ell j} \mid\right\} . \tag{8.16}
\end{equation*}
$$

Restriction is then built as follows: let $C$ be the SOC matrix associated with (8.16). Then $A_{c f} A_{f f}^{-1}$ is approximated by $C_{c f} \widehat{\Delta}^{(k)}$, where $\widehat{\Delta}^{(k)}$ is a $k$ th-order Neumann approximation to $C_{f f}^{-1}$ (8.6).

Interpolation: As mentioned previously, AMGir can and does rely primarily on relaxation to reduce error at F-points. Thus, the main role of interpolation is in defining the coarse-grid operator, $\mathcal{K}:=R A P$. Continuing with the goal of limiting coarse-grid fill in, we want to keep $P$ as sparse as possible, while retaining certain properties important to AMGir. Specifically, we want to maintain the constant vector as an algebraically smooth mode in $\mathcal{K}$, because this is a fundamental assumption to the chosen SOC and coarsening routine. This motivates a one-point interpolation. One-point interpolation determines each F-point value from, and only from, the value at its strongest-connected C-point neighbor (like a truncated $A_{f c}$ ). In this case, each row of $P$ has exactly one nonzero, equal to one.

Remark 13. Although using a more accurate approximation to $P_{\text {ideal }}$ for $P$ also gives a more accurate coarse-grid operator with respect to the Schur complement, in practice the improvement in convergence of such an approach does not overcome the increase in CC.

Parameter choice: More robust AMG solvers such as root-node AMG [108], which are designed to solve a wider class of problems than traditional AMG methods, have many parameters to tune for optimal convergence. One of the novel features of AMGir is its relative insensitivity to parameter choice, that is, a "good" set of parameters has proved effective on all discretizations and problems that AMGir has been applied to. To demonstrate this robustness, all results are presented with a fixed set of parameter values. The matrix $A$ is initially scaled by a block-diagonal inverse, after which the system is treated as a scalar problem. No Krylov acceleration is used in the solve phase, and $V\left(0,2_{F}\right)$-cycles are applied, with two iterations of Jacobi F-relaxation applied as post-relaxation. Classical AMG coarsening is used to generate a CF-splitting, based on a classical SOC with threshold $\psi=0.3$. The truncation tolerance is chosen as $\varphi=10^{-3}$, which is numerically motivated in Section 8.4.0.2. A degree-one Neumann expansion (8.6) is used to build $R$ with SOC tolerance $\phi=0.025$, and so-called one-point interpolation is used.

### 8.4 Steady state transport

The model problem used here is the steady state transport equation:

$$
\begin{align*}
\mathbf{b}(x, y) \cdot \nabla u+c(x, y) u & =q(x, y) \quad \Omega  \tag{8.17}\\
u & =g(x, y) \quad \Gamma_{\mathrm{in}}
\end{align*}
$$

for domain $\Omega$ and inflow boundary $\Gamma_{\mathrm{in}}$. Multiple cases are studied that encompass spatially dependent source terms, $q(x, y)$, discontinuities in the material coefficient, $c(x, y)$, and constant and non-constant flow direction, $\mathbf{b}(x, y)$, over structured and unstructured meshes. Two domains and the respective solution for a constant flow are given in Figure 8.2. Several variations of the inset domain with non-constant flow are shown in Figure 8.4 in Section 8.4.0.1.

To accompany the different domains considered, multiple upwind discretizations are implemented. A first-order lumped finite element discretization $[116,117]$ is applied on structured and unstructured meshes. Standard fully upwinded discontinuous Galerkin (DG) discretizations [98, 142] are also tested, with finite element orders $0-6$, and the boundary conditions strongly- and weakly-imposed. A comprehensive introduction can be found in [46]. Standard upwinded DG methods arise as special cases in [29] and for almost-scattering-free problems in [141]. In all problems tested, AMGir performs near identically on strongly


Figure 8.2: Two domains for the steady state transport equation. Inflow boundaries consist of the south and west boundaries with inflow $u=1$. Material coefficient $c(x, y)$ is piecewise constant in both cases, with changes of eight orders of magnitude. The block-source domain has an interior source $q(x, y)=1$ in the interior block and $q(x, y)=0.5 \cdot 10^{4}$ in the lower left block.
and weakly enforced boundary conditions; thus, moving forward, weakly-enforced boundary conditions are (arbitrarily) used.


Figure 8.3: Convergence factors and work-per-digit-of-accuracy for AMGir applied to LCB discretizations of the inset problem, with angles between 0 and $\pi / 2$, on unstructured and structured meshes, and $\approx 2.25 \mathrm{M}$ DOFs.

### 8.4.0.1 Non-constant flow and angular variation

Anisotropies on unstructured meshes and strong non-grid-aligned anisotropies can prove difficult for AMG solvers $[108,152]$. An additional novel feature of AMGir is its robustness with respect to problems defined on structured and unstructured meshes. Figure 8.3 demonstrates this robustness for LCB discretizations of the inset problem on structured and unstructured meshes, with fixed angle $\Omega:=\mathbf{b}(x, y)=(\cos (\theta), \sin (\theta))$, for angles $\theta \in[0, \pi / 2]$.

Because unstructured meshes are often used in practice and typically more difficult from a solver perspective, further results in Section 8.4 are presented for unstructured meshes. By nature of the relative invariance of convergence and complexity with respect to angle, further tests in Section 8.4 arbitrarily fix $\theta=3 \pi / 16$ for the inset and block-source problems.


Figure 8.4: Solution of three different moving flows defined on the inset domain.

Remark 14. For some angles, AMGir performs better in terms of convergence factor and work per digit of accuracy on an unstructured mesh compared with a structured mesh. However, even when these measures favor an unstructured mesh, the wall-clock time of the setup and solve phase is at least $2 \times$ faster in all cases for a structured mesh over an unstructured mesh. It is possible that a structured mesh makes for a more structured matrix amenable to matrix-vector operations, but a detailed analysis is outside the scope of this work.

In addition to being robust with respect to angular variations, AMGir is generally insensitive to flow direction $\mathbf{b}(x, y)$. Figure 8.4 shows the solution to three different non-constant $\mathbf{b}(x, y)$ defined on the inset
domain. Table 8.1 then shows the convergence factor, CC, and work-per-digit-of-accuracy of AMGir applied to a constant flow, and each of the moving flows shown in Figure 8.4.

| $\mathbf{b}(x, y)$ | $\Omega$ | $\mathbf{b}_{1}(x, y)$ | $\mathbf{b}_{2}(x, y)$ | $\mathbf{b}_{3}(x, y)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\rho$ | 0.10 | 0.11 | 0.09 | 0.10 |
| CC | 7.58 | 7.49 | 7.54 | 7.51 |
| $\chi_{\mathrm{WPD}}$ | 7.56 | 7.86 | 7.17 | 7.63 |

Table 8.1: Convergence factor, CC, and work-per-digit-of-accuracy for AMGir applied to variations in flow direction, $\mathbf{b}(x, y)$, and constant flow direction $\mathbf{b}(x, y)=\Omega=(\cos (3 \pi / 16), \sin (3 \pi / 16))$. Discretizations are defined on the inset domain with an unstructured mesh, using upwind DG with linear elements and $\approx 2.7 \mathrm{M}$ DOFs.

### 8.4.0.2 Truncation and building restriction

Truncating coarse-grid operators as introduced in Section 8.3 offers a significant improvement in AMGir performance when considering work-per-digit-of-accuracy. One of the difficulties with scaling AMGir to progressively larger problems is the fill-in of the coarse-grid operators, which can greatly increase the CC. However, as discussed in Section 8.3, many of the non-zero entries in $A_{i}$ for $i$ lower in the AMGir hierarchy are likely to be relatively small with respect to diagonal elements, and can be removed without substantial degradation in convergence. Figure 8.5 shows work-per-digit-of-accuracy as a function of truncation tolerance for many combinations of problems considered here. All discretizations, all domains, and finite elements of order $0-6$ are tested and shown in Figure 8.5. Despite matrices with very different element magnitude and connectivity, a truncation tolerance of $\varphi=10^{-3}$ (shown in dotted black) is an effective choice in all cases, leading to a $20-50 \%$ reduction in iteration cost. Setup cost is not measured in detail, but setup wall-clock times are reduced by comparable amounts.

Remark 15. It is worth pointing out that $\varphi=10^{-3}$ is not the best choice of truncation tolerance for all problems considered, only that it is an effective choice in all cases. For matrices with high connectivity such as higher order finite elements, a larger $\varphi$ reduces the work-per-digit-of-accuracy. Conversely, matrices with very low connectivity, such as a degree zero $D G$ discretization, favor smaller $\varphi$.


Figure 8.5: Work-per-digit of accuracy as a function of truncation tolerance for AMGir applied to various discretizations of the steady state transport equation. The dotted block line shows $\varphi=10^{-3}$, which is an effective choice for all problems tested.

### 8.4.0.3 Scaling in $h$ and element order

The final numerical study presented here is the scaling of AMGir with respect to DOFs, as well as finite-element degree. One of the exciting features of AMGir is its ability to solve high-order finiteelement discretizations, something that AMG methods often struggle with. This is done in two parts: first, a finite-element degree is fixed and the performance of AMGir is examined as spatial resolution tends to zero; and, second, the spatial resolution is fixed and AMGir is applied to finite element discretizations of degree $d=1, \ldots, 6$. Two cycle types will be considered: a V-cycle and an F-cycle. An F-cycle consists of first restricting all the way to the coarsest grid (as in a V-cycle) without relaxing along the way, followed by performing an additional V-cycle at each level of the hierarchy when traversing back to the finest grid. The complexity of an F-cycle is typically 1.5-3 times that of a V-cycle. Although F-cycles originate in full multigrid and full AMG, which focus on achieving discretization-level accuracy in a single F-cycle, accuracy with respect to discretization is not considered in this work. Instead, the F-cycle is used as it can provide more robust convergence and scaling than a V-cycle, at a much lower cost than alternatives such as W-cycles and K-cycles.

Figure 8.6 shows AMGir scaling of work-per-digit-of-accuracy and convergence factor as a function of


Figure 8.6: Scaling of convergence factor and work-per-digit-of-accuracy as a function of DOFs, for AMGir applied to upwind DG discretizations of the block-source problem, with finite-element degrees 1-6.
number of DOFs. Low-order elements have reached asymptotic behavior in V- and F-cycles, thus showing AMGir to be a scalable method up to $\approx 40 \mathrm{M}$ DOFs. Convergence factors and work-per-digit-of-accuracy are still slowly increasing for higher-order elements; however, memory constraints in the serial setting prevented scaling to larger problems. Figure 8.7 shows scaling of convergence and work-per-digit-of-accuracy as a function of finite element order. Notice that for F-cycles in particular, scaling with respect to work is nearperfect for all spatial resolutions tested. Based on Figure 8.6, it is unlikely for such perfect scaling to continue as $h \rightarrow 0$; nevertheless, it is encouraging that AMGir performs so well on high-order elements.


Figure 8.7: Scaling of convergence factor and work-per-digit-of-accuracy as a function of finite-element degree, for AMGir applied to upwind DG discretizations of the block-source problem, with spatial resolution $h=\frac{1}{50}$ to $h=\frac{1}{800}$.

## Chapter 9

## Ideal restriction part II: extensions and applications

### 9.1 Ideal transfer operators and AMG

In Chapter 8, a reduction-based AMG method was introduced based on approximating the ideal restriction operator. The approximation is based on a truncated Neumann expansion to $A_{f f}^{-1}$, which is effective for triangular or block-triangular matrices, but whose accuracy decreases when non-triangular components are introduced to the matrix. Ideal interpolation and restriction have come up regularly in this work so far in general theory, energy minimization, and AMGir. This chapter looks at the role of ideal transfer operators with respect to error and residual reduction, and develops a block spectral analysis of AMG error propagation that suggests F-relaxation with a good approximation to the ideal transfer operators should lead to a generally robust solver. A new approximation to ideal restriction is then developed, referred to as AIR, which limits to the Neumann expansion in the case of triangular matrices, but provides robust approximations for symmetric matrices as well. Numerical results on advection-diffusion-reaction equations, from strictly advective to diffusion dominated, demonstrate AIR to be a robust solver for symmetric and nonsymmetric problems.

### 9.1.1 Advection-diffusion-reaction

In terms of solver development, a good model problem to study AMG for nonsymmetric systems is the advection-diffusion-reaction equation, which comes up in fluid flow and particle transport equations, among others. Let $\kappa$ be the diffusion coefficient, $\beta$ a measure of the size of advection, and $h$ the mesh spacing. Then $R_{h}:=\frac{\beta h}{\kappa}$, often called the grid Reynold's number, is a measure of the numerical balance between
advection and diffusion. For $R_{h}>1$, the problem is advection-dominated. Under appropriate boundary conditions, the limit of the weak form as $\kappa \rightarrow 0$ is the purely hyperbolic steady-state transport equation, which is well-discretized by upwinding, resulting in a triangular or block-triangular matrix. Conversely, for $R_{h}<1$, the resulting discretization is diffusion dominated, converging to an operator that numerically looks like a diffusion discretization as $\kappa$ grows (i.e., the advection component is arbitrarily small and the matrix is effectively SPD). AMG (and many other iterative methods) are designed for elliptic, diffusion-like problems, and in many cases achieve excellent convergence rates for the diffusion-dominated case. Recently, a reduction-based AMG method was developed that is highly effective on the hyperbolic limit [109], but deteriorates when significant diffusion is introduced. The goal of this work is to bridge this gap and develop an AMG solver that is robust across the spectrum of diffusivity and, in particular, well-suited for a highperformance parallel implementation. Note that a scalar model problem is chosen here intentionally to isolate the effects of nonsymmetry. Linear systems with block structure resulting from a system of PDEs can be difficult for AMG, often requiring individual attention that is outside the scope of this work (for example, [36]).

There have been many efforts at developing robust iterative methods specifically for advection-diffusion-type problems. Geometric multigrid (GMG) methods for problems with advection are often based on the concept of semi-coarsening or line-relaxation in the direction of advection [131, 149, 187, 188]; however, such approaches have several drawbacks, including requiring a priori knowledge of the underlying problem and discretization, as well as limitations with respect to unstructured meshes and parallelism. Overall, robust convergence was obtained in [187] for a range of advection and diffusion, but the method employed a line Gauss-Seidel smoother in the $x$ - and $y$-direction, which are strictly serial algorithms and not well-suited for parallel environments. Several efforts have been made to develop AMG algorithms that are robust for advection-dominated problems [10, 65, 94, 126, 185]. Generally strong convergence was obtained in [10] and [126]; however, the results in each were based on multigrid K- or W-cycles, which come with a substantially higher communication cost in parallel than a normal V-cycle, thus limiting their parallel efficiency. Analysis has also been done in the scope of Krylov methods, for example, [100, 160], and other algebraic solvers such as [12] and [97]. However, a solver that is robust across the spectrum of diffusivity and, in particular, scalable
and parallelizable, has proven difficult to achieve.

### 9.1.2 Error and residual

Let $\overline{\mathbf{x}}$ be the exact solution to $A \mathbf{x}=\mathbf{b}$ and $\mathbf{x}$ some approximation. Two measures of convergence used in iterative methods are the error, $\mathbf{e}:=\overline{\mathbf{x}}-\mathbf{x}$, and residual, $\mathbf{r}:=\mathbf{b}-A \mathbf{x}=A \mathbf{e}$. Although eliminating error is typically the true goal of an iterative method, for nonsingular $A, \mathbf{e}=\mathbf{0}$ if and only if $\mathbf{r}=\mathbf{0}$. Since $\mathbf{r}$ is measurable in practice and $\mathbf{e}$ is not, it is worth considering both. Error-propagation and residual-propagation of coarse-grid correction take on the following operator form:

$$
\begin{align*}
& \mathbf{e}_{\text {new }}=\mathcal{E} \mathbf{e}_{\text {old }}:=\left(I-P(R A P)^{-1} R A\right) \mathbf{e}_{\text {old }}  \tag{9.1}\\
& \mathbf{r}_{\text {new }}=\mathcal{R} \mathbf{e}_{\text {old }}:=\left(I-A P(R A P)^{-1} R\right) \mathbf{r}_{\text {old }} \tag{9.2}
\end{align*}
$$

Note that these operators are similar: $\mathcal{E}=A^{-1} \mathcal{R} A$. In the case of a symmetric matrix, $A$, and Galerkin coarse grid, $R:=P^{T}$, then $\mathcal{E}=\mathcal{R}^{T}$. In general, for symmetric $A$, the roles of restriction and interpolation are more-or-less interchangeable. Suppose $A$ is symmetric and $P_{0}$ and $R_{0}$ are effective transfer operators at reducing the error in the $\ell^{2}$-norm: $1 \gg\left\|I-P(R A P)^{-1} R A\right\|=\left\|I-A R^{T}\left(P^{T} A R^{T}\right)^{-1} P^{T}\right\|$. Then defining $R_{1}:=P_{0}^{T}$ and $P_{1}:=R_{0}^{T}$ make for effective transfer operators in reducing the residual. A similar result based on symmetry holds for the spectral radius. Although convergence is not necessarily measured in the $\ell^{2}$ - or spectral-sense, this is indicative that the same principles can be effective for building $R$ and $P$ for symmetric matrices. For nonsymmetric matrices, the relation between restriction and interpolation is less clear. In particular, for a nonsymmetric problem, if an AMG solver based on $P_{0}$ and $R_{0}$ effectively reduces the error, then an AMG solver based on $P_{1}:=R_{0}^{T}$ and $R_{1}:=P_{0}^{T}$ will effectively reduce the residual with respect to $A^{T}$. However, this does not indicate that a solver based on $P_{1}$ and $R_{1}$ will be effective when applied to $A$.

This work focuses on so-called ideal interpolation and ideal restriction operators. When considered in a reduction setting [90, 105, 109, 143], each of these operators is tightly coupled with an exact solve or effective relaxation on F-points. The idea behind F-relaxation is to improve the solution at F-points, and then distribute this accuracy to C-points via coarse-grid correction (ideal interpolation), or get an accurate coarse-grid correction at C-points and distribute this accuracy to F-points via F-relaxation (ideal restriction).

Here we consider some F-relaxation scheme where $\Delta$ is an approximation to $A_{f f}^{-1}$. Assuming F-points have been chosen such that $A_{f f}$ is well-conditioned, then F-relaxation should be effective at reducing F-point residuals and/or errors. Residual propagation and error propagation for F-relaxation are given respectively by

$$
\begin{align*}
\mathbf{r}^{(i+1)} & =\left(\begin{array}{cc}
I-A_{f f} \Delta & 0 \\
-A_{c f} \Delta & I
\end{array}\right)\binom{\mathbf{r}_{f}}{\mathbf{r}_{c}}  \tag{9.3}\\
\mathbf{e}^{(i+1)} & =\left(\begin{array}{cc}
I-\Delta A_{f f} & -\Delta A_{f c} \\
0 & I
\end{array}\right)\binom{\mathbf{e}_{f}}{\mathbf{e}_{c}} \tag{9.4}
\end{align*}
$$

For symmetric $A$, residual and error propagation are adjoints of each other. For nonsymmetric matrices, we can note that in relaxing only on $A_{f f}$, error propagation and residual propagation are similar: $I-\Delta A_{f f}=$ $\Delta\left(I-A_{f f} \Delta\right) \Delta^{-1}$. This ensures that, asymptotically, our relaxation scheme on $A_{f f}$ provides similar behavior on errors and residuals. However, the connection between error and residual reduction in practice is less clear, particularly when considering C-points and F-points, as in (9.3) and (9.4). Residual reduction is based on the column scaling of $A$ and error reduction on the row-scaling. For results presented here, $\Delta$ corresponds to 1-2 iterations of Jacobi F-relaxation.

Moving forward, recall we assume a block form of $A, P$, and $R$, as given in Section 5.1 and (5.4).

### 9.1.3 Ideal interpolation and residual reduction

Suppose that the error after relaxation is in the range of interpolation, that is, $\mathbf{e}_{\text {old }}=P \mathbf{v}_{c}$ for some coarse-grid vector $\mathbf{v}_{c}$. Then coarse-grid correction yields

$$
\mathbf{e}_{\text {new }}=\mathbf{e}_{\text {old }}-P \mathcal{K}^{-1} R A P \mathbf{v}_{v}=\mathbf{e}_{o l d}-P \mathbf{v}_{c}=\mathbf{0}
$$

Obviously, it is advantageous for relaxation to put error in the range of interpolation or, conversely, for interpolation to accurately represent relaxed error. This is the motivation for the interpolation definition used in classical AMG [111, 145]. A basic assumption in AMG is that C-points and F-points are chosen such that F-point relaxation can efficiently reduce the residual at F-points, that is, $A_{f f}$ is well-conditioned, which is also the basis of compatible relaxation [19, 102]. Returning to the error, let $\mathbf{e}_{c}$ and $\mathbf{e}_{f}$ be the current error restricted to C-points and F-points, respectively, and $\mathbf{r}=\mathbf{b}-A \mathbf{x}$ the current residual. Since $A_{f f}$ is assumed
to be well-conditioned, at convergence of F-relaxation we have $\mathbf{r}_{f}=\mathbf{0}$, which implies

$$
A_{f f} \mathbf{e}_{f}+A_{f c} \mathbf{e}_{c}=\mathbf{0} \quad \Longrightarrow \quad \mathbf{e}_{f}=-A_{f f}^{-1} A_{f c} \mathbf{e}_{c}
$$

This is the basis for so-called ideal interpolation,

$$
\begin{equation*}
P_{\text {ideal }}=\binom{-A_{f f}^{-1} A_{f c}}{I} \tag{9.5}
\end{equation*}
$$

which exactly represents the error in the range of interpolation.
Noting that ideal interpolation is based on an assumption of zero residuals at F-points, consider the effect of ideal interpolation on residual propagation of coarse-grid correction (9.2):

$$
\begin{aligned}
& \mathbf{r}_{f}^{(i+1)}=\mathbf{r}_{f}^{(i)}-\left(A_{f f} W+A_{f c}\right)(R A P)^{-1}\left(Z \mathbf{r}_{f}^{(i)}+\mathbf{r}_{c}\right)^{(i)} \\
& \mathbf{r}_{c}^{(i+1)}=\mathbf{r}_{c}^{(i)}-\left(A_{c f} W+A_{c c}\right)(R A P)^{-1}\left(Z \mathbf{r}_{f}^{(i)}+\mathbf{r}_{c}\right)^{(i)}
\end{aligned}
$$

For $P=P_{\text {ideal }}, W:=-A_{f f}^{-1} A_{f c}$ and $R A P=A_{c c}-A_{c f} A_{f f}^{-1} A_{f c}$, independent of $Z$ (Lemma 1, [109]). Then (9.2) reduces to

$$
\begin{equation*}
\mathbf{r}_{n e w}=\binom{\mathbf{r}_{f}}{-Z \mathbf{r}_{f}} \tag{9.6}
\end{equation*}
$$

That is, ideal interpolation (i) eliminates the contribution of coarse-grid correction to the F-point residual, and (ii) eliminates the contribution of the previous C-point residual to the updated residual. This is consistent with the notion of preceding coarse-grid correction based on ideal interpolation with an exact F-point solve: we use F-relaxation to make $\mathbf{r}_{f}$ small (or zero for an exact solve) and follow with coarse-grid correction that does not change $\mathbf{r}_{f}$, but updates $\mathbf{r}_{c}$ with the new $\mathbf{r}_{f}$.

Looking at (9.6) suggests that $Z=\mathbf{0}$ is a good choice for restriction when coupled with $P_{\text {ideal }}$, as the residual at C-points is then eliminated with coarse-grid correction. In fact, if $Z=0, R A P=A_{c f} W+A_{c c}$ and (9.2) results in an $\ell^{2}$-orthogonal coarse-grid correction, meaning that $Z=\mathbf{0}$ is optimal in an $\ell^{2}$-sense. In this case, the $\ell^{2}$-orthogonal coarse-grid correction also eliminates C-point residuals. However, from a practical perspective, $Z=\mathbf{0}$ is often not the best choice. This is because $Z=\mathbf{0}$ does not focus on a decomposition of the error such that coarse-grid correction focuses on algebraically smooth modes, and, additionally, $P_{\text {ideal }}$ is typically not obtained in practice. In this case, it is important that $Z$ contributes to making $R A P$ "close" to the Schur complement [184].

A theoretical understanding of ideal interpolation in two-grid convergence for SPD matrices and exactly how it is ideal can be found in [55]. In general, ideal interpolation may result in a dense $W$, and is impractical to form. However, the goal in much of AMG literature (aside from choosing a good C/F splitting) is to build a sparse approximation to $P_{\text {ideal }}$. If F-relaxation converges quickly, $A_{f f}$ should be well-conditioned, and a sparse approximation to $A_{f f}^{-1}$ is possible [20].

### 9.1.4 Ideal restriction and error reduction

The focus in AMG (and most multigrid methods) has long been the accuracy of interpolation. The above seems to suggest that the choice of restriction is less important than interpolation. For symmetric matrices, there are good reasons to take $R=P^{T}$ : the coarse-grid matrix remains symmetric and, moreover, coarse-grid correction is then an orthogonal projection in the $A$-norm, which is typically what AMG convergence is measured in. In this setting, interpolation really is the determining factor in AMG convergence. For nonsymmetric problems, $A$ no longer defines a valid norm, and the loss of orthogonality in coarse-grid correction is difficult to avoid. In this case, the choice $R=P^{T}$ is somewhat arbitrary, although in some cases this can be effective [145]. However, other choices are possible; for example, see [104, 108, 109, 130, 147, 184]. Here, we consider the fact that, as with interpolation, there is in a sense an "ideal" restriction operator. Recall that ideal interpolation was based on the residual; ideal restriction is instead based on the error.

One role of restriction can be seen as attenuating the effect of error components not in the range of interpolation. In geometric MG, full weighting acts as a filter, thereby reducing the high-frequency contamination of the resulting coarse grid correction [18]. When residuals are smooth, injection approximates full weighting. When red-black relaxation is used with a 5 -point stencil, residuals are often smooth at red points and zero at black points. There, half injection approximates full weighting. In any case, let $P$ be interpolation as in (5.4). Then the error e can be written as

$$
\mathbf{e}=\binom{\mathbf{e}_{f}}{\mathbf{e}_{c}}=\binom{W \mathbf{e}_{c}+\delta \mathbf{e}_{f}}{\mathbf{e}_{c}}
$$

where $\delta \mathbf{e}_{f}$ is the "contamination" of the F-point error. If $\delta \mathbf{e}_{f}=\mathbf{0}$, then the F-point error is in the range of interpolation, and coarse-grid correction is exact (see Section 9.1.3). Here, we focus on the effect of restriction
on error-propagation of coarse-grid correction (9.1):

$$
\begin{align*}
\mathbf{e}^{(i+1)} & =\binom{\mathbf{e}_{f}^{(i)}}{\mathbf{e}_{c}^{(i)}}-P(R A P)^{-1} R A\left[\binom{W \mathbf{e}_{c}^{(i)}}{\mathbf{e}_{c}^{(i)}}+\binom{\delta \mathbf{e}_{f}^{(i)}}{\mathbf{0}}\right] \\
& =\binom{\mathbf{e}_{f}^{(i)}}{\mathbf{e}_{c}^{(i)}}-P(R A P)^{-1} R A\left[P \mathbf{e}_{c}^{(i)}+\binom{\delta \mathbf{e}_{f}^{(i)}}{\mathbf{0}}\right] \\
& =\binom{\mathbf{e}_{f}^{(i)}-W \mathbf{e}_{c}^{(i)}}{\mathbf{0}}-P(R A P)^{-1} R A\binom{\delta \mathbf{e}_{f}^{(i)}}{\mathbf{0}} . \tag{9.7}
\end{align*}
$$

Eliminating the contribution of $\delta \mathbf{e}_{f}$ to the coarse-grid right-hand side consists of setting $R A\binom{\delta \mathbf{e}_{f}}{\mathbf{0}}=\mathbf{0}$ for all $\delta \mathbf{e}_{f}$. Doing so gives an exact correction at C-points (9.7) independent of the current error vector, and F-points are updated as $\mathbf{e}_{f}^{(i+1)}=\mathbf{e}_{f}^{(i)}-W \mathbf{e}_{c}^{(i)}$. Expanding $R A$, we have

$$
\mathbf{0}=\left(\begin{array}{ll}
Z & I
\end{array}\right)\left(\begin{array}{cc}
A_{f f} & A_{f c}  \tag{9.8}\\
A_{c f} & A_{c c}
\end{array}\right)\binom{\delta \mathbf{e}_{f}}{\mathbf{0}}=\left(Z A_{f f}+A_{c f}\right) \delta \mathbf{e}_{f},
$$

which is satisfied by $Z=-A_{c f} A_{f f}^{-1}$. This leads to the ideal restriction operator,

$$
R_{\mathrm{ideal}}=\left(\begin{array}{ll}
-A_{c f} A_{f f}^{-1} & I \tag{9.9}
\end{array}\right) .
$$

In fact, $R_{\text {ideal }}$ is the unique operator that gives an exact correction at C-points, independent of the interpolation operator [109]. Similar to the case of ideal interpolation, letting $W:=\mathbf{0}$ gives an $\ell^{2}$-orthogonal coarse-grid correction, although there are typically more effective choices of $W$ in practice. Regardless, the exact correction at C-points obtained with $R_{\text {ideal }}$ is best followed by F-relaxation to distribute the new accuracy at C-points to F-points.

### 9.1.5 Block-Analysis of AMG

Let $\Delta$ be some approximation to $A_{f f}^{-1}$ defining our F-relaxation scheme, and $W$ and $Z$ some interpolation and restriction operators over F-points, respectively. Then error propagation of a two-level scheme with post F-relaxation takes the form

$$
\begin{aligned}
\mathcal{E} \mathbf{e} & =\underbrace{\left(\begin{array}{cc}
I-\Delta A_{f f} & -\Delta A_{f c} \\
0 & I
\end{array}\right)}_{F-\text { relaxation }} \underbrace{\left(\begin{array}{cc}
I-W \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right) & -W \mathcal{K}^{-1}\left(Z A_{f c}+A_{c c}\right) \\
-\mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right) & I-\mathcal{K}^{-1}\left(Z A_{f c}+A_{c c}\right)
\end{array}\right)}_{\text {Coarse-grid correction }}\binom{\mathbf{e}_{f}}{\mathbf{e}_{c}} \\
& =\left(\begin{array}{cc}
I-\Delta A_{f f}-\widehat{W} \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right) & -\Delta A_{f f}-\widehat{W} \mathcal{K}^{-1}\left(Z A_{f c}+A_{c c}\right) \\
-\mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right) & I-\mathcal{K}^{-1}\left(Z A_{f c}+A_{c c}\right)
\end{array}\right)\binom{\mathbf{e}_{f}}{\mathbf{e}_{c}}
\end{aligned}
$$

where $\widehat{W}:=\left(I-\Delta A_{f f}\right) W-\Delta A_{f c}$ and $\mathcal{K}:=R A P=Z A_{f f} W+Z A_{f c}+A_{c f} W+A_{c c}$. We refer to $\widehat{W}$ as the effective interpolation, because a little bit of algebra shows that we can expand error-propagation to take the form of an approximate LDU preconditioner for $A$ :

$$
\begin{aligned}
\mathcal{E} & =I-M^{-1} A \\
& =\left(\begin{array}{ll}
I & 0 \\
0 & I
\end{array}\right)-\left(\begin{array}{cc}
I & \widehat{W} \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
\Delta & 0 \\
0 & \mathcal{K}^{-1}
\end{array}\right)\left(\begin{array}{ll}
I & 0 \\
Z & I
\end{array}\right) A .
\end{aligned}
$$

Here, the LDU preconditioner, $M$, can be collapsed:

$$
\begin{aligned}
M & =\left(\begin{array}{cc}
I & 0 \\
-Z & I
\end{array}\right)\left(\begin{array}{cc}
\Delta^{-1} & 0 \\
0 & \mathcal{K}
\end{array}\right)\left(\begin{array}{cc}
I & -\widehat{W} \\
0 & I
\end{array}\right) \\
& =\left(\begin{array}{cc}
\Delta^{-1} & A_{f c}+\left(A_{f f}-\Delta^{-1}\right) W \\
-Z \Delta^{-1} & \left(Z \Delta^{-1}+A_{c f}\right) W+A_{c c}
\end{array}\right) .
\end{aligned}
$$

In looking at convergence of preconditioners, it is useful to let $A=M+N$ and notice that $I-M^{-1} A=$ $-M^{-1} N$. Here, $N$ reduces to the following outer product:

$$
\begin{aligned}
N & =\left(\begin{array}{cc}
A_{f f}-\Delta^{-1} & -\left(A_{f f}-\Delta^{-1}\right) W \\
Z \Delta^{-1}+A_{c f} & -\left(A_{c f}+Z \Delta^{-1}\right) W
\end{array}\right) \\
& =\binom{A_{f f}-\Delta^{-1}}{Z \Delta^{-1}+A_{c f}}\left(\begin{array}{ll}
I & -W
\end{array}\right)
\end{aligned}
$$

Then,

$$
\begin{aligned}
\left(I-M^{-1} A\right) \mathbf{e} & =-\left(\begin{array}{cc}
I & \widehat{W} \\
0 & I
\end{array}\right)\left(\begin{array}{cc}
\Delta & 0 \\
0 & \mathcal{K}^{-1}
\end{array}\right)\left(\begin{array}{cc}
I & 0 \\
Z & I
\end{array}\right)\binom{A_{f f}-\Delta^{-1}}{Z \Delta^{-1}+A_{c f}}\left(\begin{array}{ll}
I & -W) \mathbf{e} \\
& =\binom{I-\Delta A_{f f}-\widehat{W} \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right)}{-\mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right)}\left(\begin{array}{ll}
I & -W) \mathbf{e}
\end{array}\right.
\end{array} .=\begin{array}{ll}
\end{array}\right)
\end{aligned}
$$

Denoting $H:=I-\Delta A_{f f}-\widehat{W} \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right)$ and $G:=-\mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right)$, then the null space and range of $I-M^{-1} A$ are given respectively by

$$
\begin{array}{ll}
\mathcal{N}\left(I-M^{-1} A\right)=\binom{W}{I} \bar{\zeta} & \forall \bar{\zeta} \in \mathbb{R}^{n_{c}} \\
\mathcal{R}\left(I-M^{-1} A\right)=\binom{H}{G} \bar{\eta} & \forall \bar{\eta} \in \mathbb{R}^{n_{f}}
\end{array}
$$

Note that the null space is just the range of interpolation because we have an exact coarse-grid solve. Eigenvectors of $I-M^{-1} A$ with nonzero eigenvalues must then take the form $\binom{H}{G} \eta$ for some $\eta \in \mathbb{R}^{n_{f}}$.

Then the eigenvalue problem $\left(I-M^{-1} A\right) \mathbf{v}=\lambda \mathbf{v}$ takes the form

$$
\begin{aligned}
\binom{H}{G}\left(\begin{array}{ll}
I & -W
\end{array}\right) \mathbf{v} & =\lambda \mathbf{v} \\
\binom{H}{G}\left(\begin{array}{ll}
I & -W
\end{array}\right)\binom{H}{G} \eta & =\lambda\binom{H}{G} \eta \\
\binom{H}{G}(H-W G) \eta & =\binom{H}{G} \lambda \eta
\end{aligned}
$$

Thus, eigenvalues of $I-M^{-1} A$ corresponding to the range are given by eigenvalues of

$$
\begin{align*}
H-W G & =I-\Delta A_{f f}-\widehat{W} \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right)+W \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right) \\
& =I-\Delta A_{f f}-(\widehat{W}-W) \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right) \\
& =\left(I-\Delta A_{f f}\right)+\Delta\left(A_{f f} W+A_{f c}\right) \mathcal{K}^{-1}\left(Z A_{f f}+A_{c f}\right) \tag{9.10}
\end{align*}
$$

Terms $\left(A_{f f} W+A_{f c}\right)$ and $\left(Z A_{f f}+A_{c f}\right)$ represent how close to ideal our given interpolation and restriction operators are. If $E_{T G}$ is the two-grid error-propagation operator. then if $W$ or $Z$ are ideal, $\rho\left(E_{T G}\right)=$ $1-\Delta A_{f f}$. Similarly, for an exact solve on F-points $\left(\Delta:=A_{f f}^{-1}\right)$ and general $W$ and $Z$,

$$
\begin{equation*}
\rho\left(E_{T G}\right)=\rho\left(\left(A_{f f} W+A_{f c}\right) \mathcal{K}^{-1}\left(Z+A_{c f} A_{f f}^{-1}\right)\right) \tag{9.11}
\end{equation*}
$$

An exact solve on F-points coupled with ideal interpolation or ideal restriction results in $\rho\left(E_{T G}\right)=0$.
Looking at (9.10), the first term corresponds to F-relaxation and the second to coarse-grid correction. For SPD matrices, it is natural to make the coarse-grid correction term small when relaxation error is large, and vice versa. In the nonsymmetric setting, such an approach is not necessarily well motivated because error modes with large positive eigenvalues with respect to relaxation (i.e., error not effectively reduced by relaxation), could hypothetically be cancelled out by large negative eigenvalues in coarse-grid correction. Thus all we can definitively glean from (9.10) for convergence of AMG is: (i) it is important that $A_{f f}$ be well conditioned and $\Delta$ a good approximation to $A_{f f}^{-1}$, and (ii) it is important to approximate the ideal operators. If $\rho\left(I-\Delta A_{f f}\right) \ll 1$, then (9.10) and (9.11) show that how well we approximate the ideal operators largely governs convergence. This motivates the development of a local approximation to the ideal restriction operator (AIR) that is cheap to compute, parallelizable, and, moreover, an accurate approximation to the action of $R_{\text {ideal }}$, which is introduced in Section 9.2.

Remark 16. As will be seen in Section 9.3, focusing on approximations to both ideal restriction and ideal interpolation is not effective for diffusion-dominated problems. Instead, good convergence requires that we approximate ideal restriction, while taking a more traditional approach to interpolation where the range of interpolation contains low-energy modes not attenuated by relaxation.

Due to the accuracy of a Neumann approximation for approximating the inverse of a triangular matrix [109] as well as the fact that the condition number of an advection discretization typically scales like $1 / h$ while diffusion scales like $1 / h^{2}$, it makes sense that more accurate approximations to ideal operators are attained for advection-dominated problems. As can be seen in (9.10), a sufficiently accurate approximation to $R_{\mathrm{ideal}}$ makes the choice of interpolation largely irrelevant, and vice versa. For diffusion-dominated problems, we cannot rely on such accurate approximations to ideal transfer operators. However, since diffusion-dominated also corresponds to increasingly symmetric matrices, it makes sense to bring in traditional $A M G$ techniques, in particular including low-energy modes in the range of interpolation.

### 9.2 Local approximate Ideal restriction (AIR)

### 9.2.1 Local approximate ideal restriction

As shown in Section 9.1.4, ideal restriction can be motivated through eliminating the contribution of error at F-points to the coarse-grid right-hand side. Thus, we will try to do this "locally" for each C-point (corresponding to a given row of $R$ ). For each $i$ th C-point, a restriction neighborhood $\mathcal{R}_{i}$ (consisting of some "nearby" F-points) is chosen, and the idea is to choose restriction weights $z_{i k}$ for each $k \in \mathcal{R}_{i}$ so that the effect of perturbing error at any $j \in \mathcal{R}_{i}$ on the residual at $i$ is zero. Note that a unit change in error at point $j$ changes the residual at point $i$ by $a_{i j}$ and the residual at each point $k$ in $\mathcal{R}_{i}$ by $a_{k j}$. Requiring that restriction weights be defined so that the total effect of these changes on the residual at point $i$ is zero gives the following equation:

$$
\begin{equation*}
a_{i j}+\sum_{k \in \mathcal{R}_{i}} z_{i k} a_{k j}=0 \tag{9.12}
\end{equation*}
$$

Solving (9.12) for all $j \in \mathcal{R}_{i}$ determines the $i$ th row of $Z$, where $R=(Z, I)$, and is equivalent to setting $(R A)_{i k}=0$ for all $k$ such that $(i, k) \in \mathcal{R}_{i}$. This is simply setting $R A$ equal to zero within a pre-determined

F-point sparsity pattern for $R$. Note that this can also be seen as directly approximating the action of $R_{\text {ideal }}$ on F-points, where $R_{\text {ideal }} A=\left(\mathbf{0}, S_{A}\right)$, for Schur complement $S_{A}$. In either case, denoting indices of the sparsity pattern for the $i$ th row of $R$ as $\mathcal{R}_{i}=\left\{\ell_{1}, \ldots, \ell_{S_{i}}\right\}$, where $S_{i}=\left|\mathcal{R}_{i}\right|$ is the size of the sparsity pattern, the resulting linear system takes the form

$$
\left(\begin{array}{cccc}
a_{\ell_{0} \ell_{0}} & a_{\ell_{1} \ell_{0}} & \ldots & a_{\ell_{S_{i}} \ell_{0}}  \tag{9.13}\\
a_{\ell_{0} \ell_{1}} & a_{\ell_{1} \ell_{1}} & \ldots & a_{\ell_{i} \ell_{1}} \\
\vdots & & \ddots & \vdots \\
a_{\ell_{0} \ell_{S_{i}}} & a_{\ell_{1} \ell_{S_{i}}} & \ldots & a_{\ell_{S_{i}} \ell_{S_{i}}}
\end{array}\right)\left(\begin{array}{c}
z_{i \ell_{0}} \\
z_{i \ell_{1}} \\
\vdots \\
z_{i \ell_{S_{i}}}
\end{array}\right)=-\left(\begin{array}{c}
a_{i \ell_{0}} \\
a_{i \ell_{1}} \\
\vdots \\
a_{i \ell_{S_{i}}}
\end{array}\right)
$$

For matrices with a $k \times k$ block structure, an equivalent system to (9.13) can be formed based on block connections, where $a_{\ell_{i}, \ell_{j}}$ is a $k \times k$ block in the matrix $A$ and $z_{i, \ell_{j}}$ a $k \times k$ block in $R$. Solving (9.13) for $k$ right-hand sides determines all elements for $R$ in block form. If $A_{f f}$ is diagonally dominant, which should be the case given an appropriate CF-splitting, then (9.13) is nonsingular and has a unique solution. However, there have been situations on coarse levels in the hierarchy where a local linear system is singular, and (9.13) is formulated as a least-squares problem to pick the minimal norm solution. Although other solutions could be chosen, such as a solution with the minimum number of nonzeros, singular local systems are sufficiently rare that the choice of solution has a negligible effect on the resulting solver. We refer to the proposed method for building $R$ as local approximate ideal restriction (AIR).

Remark 17 (Row scaling). In some cases, the row scaling of a matrix can cause problems for classical AMG interpolation formulae, leading to negative diagonal entries in the coarse-grid operator. Although such discretizations are not commonplace, it is worth pointing out that AIR is insensitive to row scaling. Suppose that the fine-grid matrix is scaled by some diagonal matrix, $D: \tilde{A}:=D A$. Then let $\tilde{R}$ and $\tilde{Z}$ denote the corresponding local approximate ideal restriction operator and its $F$-block, respectively. Weights $\tilde{z}_{i k}$ are given by solving

$$
\tilde{a}_{i j}+\sum_{k \in \mathcal{R}_{i}} \tilde{z}_{i k} \tilde{a}_{k j}=d_{i} a_{i j}+\sum_{k \in \mathcal{R}_{i}} \tilde{z}_{i k} d_{k} a_{k j}=0
$$

for all $(i, k) \in \mathcal{R}_{i}, i=0, \ldots, n_{c}-1$. This is satisfied by $\tilde{z}_{i k}:=d_{i} z_{i k} d_{k}^{-1}$, where $z_{i k}$ are the weights for $A$ satisfying (9.12) and (9.13). It follows that $\tilde{Z}:=D_{c} Z D_{f}^{-1}$ and $\tilde{R}:=D_{c} R D^{-1}$. The resulting coarse-grid
operator is then defined as

$$
\tilde{R} \tilde{A} P=D_{c} R D^{-1} D A P=D_{c} R A P,
$$

which is simply maintaining the fine-grid row scaling in the coarse-grid operator. In fact, looking at the error-propagation operator,

$$
\begin{aligned}
I-P(\tilde{R} \tilde{A} P)^{-1} \tilde{R} \tilde{A} & =I-P\left(D_{c} R A P\right)^{-1} D_{c} R A \\
& =I-P(R A P)^{-1} R A
\end{aligned}
$$

we see that error propagation of two-grid coarse-grid correction is independent of row-scaling. The same idea can be applied in a recursive manner for a full multilevel hierarchy. This is a subtle feature of AIR that makes it robust for a wider class of problems and discretizations.

### 9.2.2 Comparison with Neumann series

In Chapter 8, ideal restriction was approximated in the context of an AMG algorithm targeting triangular or block-triangular matrices. For ease of of notation, assume that $A$ is lower triangular with unit diagonal. Then $A_{f f}=I-L_{f f}$, for strictly lower triangular matrix $L_{f f}$, and $A_{f f}^{-1}$ can be written as a finite Neumann expansion:

$$
A_{f f}^{-1}=\sum_{i=0}^{n_{f}} L_{f f}^{i}
$$

Ideal restriction in Chapter 8 is then approximated using a $k$ th order Neumann approximation for some $k \ll n_{f}:$

$$
R=\left(\begin{array}{ll}
-A_{c f} \sum_{i=0}^{k} L_{f f}^{i} \quad I \tag{9.14}
\end{array}\right)
$$

For matrices with triangular structure, the $k$ th order Neumann approximation is exact for entries within path distance $k$ of the diagonal. In fact, this is equivalent to eliminating the contribution of F-point error within distance $k$ to the coarse-grid right-hand side. For example, the Neumann expansion for $k=0$ is given by $R=\left(\begin{array}{ll}-A_{c f} & I\end{array}\right)$. If $A_{f f}$ is lower triangular, this is exactly eliminating the contribution of error at F-points distance one away from a given C-point:

$$
R A=\left(\begin{array}{ll}
-A_{c f}\left(I-L_{f f}\right)+A_{c f} & I
\end{array}\right)=\left(\begin{array}{ll}
A_{c f} L_{f f} & I
\end{array}\right)
$$

Noting that $L_{f f}$ is strictly lower triangular, $A_{c f} L_{f f}$ equals zero within the sparsity pattern of $A_{c f}$. Thus, for C-point $C_{i}$, this is equivalent to eliminating the contribution of F-points within distance one of $C_{i}$ to the coarse-grid right-hand side at index $i$. For lower triangular matrices, this generalizes to any $k$, as well as the filtered Neumann approximations used in practice in Chapter 8. That is, Neumann approximations of ideal restriction are equivalent to AIR as proposed here in the case of lower triangular matrices.

A Neumann approximation to ideal restriction can also be used for a general (not necessarily lower triangular) matrix, but, in that case, even the diagonal of a truncated Neumann expansion is not necessarily exact. That is, when a matrix is not lower triangular in some ordering, a truncated Neumann approximation to $A_{f f}^{-1}$ is likely to be much less accurate, and does not necessarily eliminate the contribution of F -point error to the coarse-grid right-hand side. Here, we recognize this as an important function of the restriction operator and have developed a general approach to approximate ideal restriction that eliminates the contribution of F-point error to the coarse-grid right-hand side. To demonstrate this, consider two model problems: (i) the steady-state transport equation considered in Chapter 8, and (ii) a streamline upwind Petrov-Galerkin (SUPG) discretization of an advection-dominated recirculating flow. Steady-state transport is scaled to be triangular in some ordering, while recirculating flow has small symmetric diffusion components, and advection is not triangular due to the recirculating velocity field. Table 9.1 gives a relative measure of how well we approximate the ideal operator using distance-one and -two Neumann and AIR for each problem. As expected, for the transport equation, AIR and Neumann perform identically. However, in the recirculating case, Neumann is hardly a more accurate approximation to ideal restriction than just letting $Z=\mathbf{0}$, while AIR retains a similar accuracy of approximation to the triangular case. Note that convergence factors of the resulting solvers are relatively consistent with the accuracy of approximating $R_{\text {ideal }}$.

|  | Problem | Neumann $_{1}$ | Neumann $_{2}$ | AIR $_{1}$ | AIR $_{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\frac{\left\\|Z+A_{c f} A_{f f}^{-1}\right\\|_{F}}{\left\\|A_{c f} A_{f f}^{-1}\right\\|_{F}}$ | Transport | 0.46 | 0.11 | 0.46 | 0.11 |
|  | Recirculating | 0.99 | 0.99 | 0.46 | 0.17 |

Table 9.1: Relative Frobenius error in approximating the F-block of ideal restriction using distance-one and -two Neumann and AIR approximations, for steady-state transport and a recirculating flow. Each problem has approximately 6000 DOFs, and classical AMG coarsening is used to form a CF-splitting.

Although AIR is a generalization of the Neumann approximation, the latter is an important contribution conceptually, as it provides insight into how AMGir is able to achieve strong convergence factors on difficult problems and high-order finite elements. In the triangular setting, it is relatively well understood how good convergence is obtained with AMGir (see Chapter 8.2). Despite the block analysis in Section 9.1.5, a good understanding of when and why AIR performs well is ongoing work. The equivalence is also interesting from an implementation perspective, as the two methods are quite different in that regard. In terms of floating point operations, the Neumann approach is cheaper in setup than AIR. However, the dense local solves are more amenable to a parallel implementation, as these can be done locally.

### 9.2.3 Filtering and lumping

A simple but effective technique for complexity reduction was used in Chapter 8 that consisted of eliminating relatively small entries from each row in the matrix, on every level in the hierarchy. For the steady-state transport equation considered there, it was found that entries could be eliminated rather greedily without causing a significant degradation in convergence; for example, for all test problems, entries were eliminated in row $i$ that were smaller than $0.001 \cdot \max _{j}\left|a_{i j}\right|$. It is known that such an approach is typically not effective on diffusive matrices, prompting research into more advanced techniques for reducing the number of matrix nonzeros $[13,54,176]$. Here, we use a similar technique to the elimination used previously, but instead of actually eliminating entries, we add them to the diagonal in order to preserve the row sum. The concept of collapsing entries to the diagonal is one of the original pieces of AMG [15, 145], and proves to be a more robust technique than elimination when diffusion is introduced.

As an example, we test elimination and lumping on the discontinuous Galerkin (DG) discretization of advection-diffusion-reaction considered in Section 9.3.2. Table 9.2 shows the average convergence factor (CF) and so-called work-unit-per-digit-of-accuracy, denoted WPD, for various complexity reduction strategies. The WPD is introduced in detail with numerical results in Section 9.3; for now, consider it as a linear measure of time to solution, that is, dropping from 20 WPD to 10 is a $2 \times$ speedup in the solver.

A lumping tolerance of 0.001 has proven to be an effective choice for all problems we have tested. Solver complexity is typically reduced $10-50 \%$, and convergence factors increase a small amount or none.

| $\kappa$ | None |  | Lumping |  |  |  |  |  | Elimination |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\theta_{D}$ | 0 |  | 0.001 |  | 0.01 |  | 0.1 |  | 0.001 |  | 0.01 |  | 0.1 |  |
|  | WPD | CF | WPD | CF | WPD | CF | WPD | CF | WPD | CF | WPD | CF | WPD | CF |
| $10^{-10}$ | 12.2 | 0.37 | 9.5 | 0.38 | 9.1 | 0.38 | 11.3 | 0.49 | 9.6 | 0.38 | 9.1 | 0.38 | 12.7 | 0.53 |
| $10^{-7}$ | 12.1 | 0.37 | 9.3 | 0.37 | 8.5 | 0.36 | 11.8 | 0.51 | 9.7 | 0.38 | 8.8 | 0.37 | 13.2 | 0.55 |
| $10^{-4}$ | 20.1 | 0.51 | 17.7 | 0.51 | 18.0 | 0.56 | 114.7 | 0.93 | 17.9 | 0.52 | 27.3 | 0.68 | 267.9 | 0.97 |
| $10^{-1}$ | 38.0 | 0.56 | 32.8 | 0.57 | 42.1 | 0.71 | DN |  | 94.6 | 0.82 | 223.7 | 0.94 | DN |  |
| 10 | 45.0 | 0.61 | 38.4 | 0.62 | 48.9 | 0.74 | DN |  | 105.7 | 0.84 | 179.6 | 0.92 | DN |  |

Table 9.2: Results for various complexity-reduction techniques applied to a DG discretization of advection-diffusion-reaction with diffusion coefficient $\kappa$ and elimination/lumping tolerance $\theta_{D}$. For all cases tested, lumping entries in row $i$ smaller than $0.001 \cdot \max _{j}\left|a_{i j}\right|$ to the diagonal results in convergence factors approximately equal to those achieved without lumping/elimination, while decreasing the time to solution by $10-25 \%$. DNC denotes that the iterations did not converge.

For all AIR results presented, all matrices in the hierarchy are lumped with tolerance 0.001 . Although this is not a fundamental part of the solver, it provides a nice reduction in complexity.

### 9.3 AIR applied to advection-diffusion-reaction

The model problem considered is the advection-diffusion-reaction equation,

$$
\begin{equation*}
-\nabla \cdot \kappa \nabla u+\beta(x, y) \cdot \nabla u+\sigma u=f \quad \text { in } \Omega \tag{9.15}
\end{equation*}
$$

defined over a convex domain, $\Omega$, with Lipschitz continuous boundary, $\Gamma$. This allows us to focus on a broad class of PDEs and the effects of nonsymmetry on the solver. Specifically, we take two cases of (9.15). First, we consider a divergence-free recirculating flow with Dirichlet boundary conditions, discretized using an SUPG method. This problem comes up fairly often, and is a good initial test; however, in the hyperbolic limit of no diffusion, the recirculating flow problem is not well-posed. In this sense, the recirculating flow can be thought of as a diffusion problem with added advection. In order to consider the hyperbolic limit (and most nonsymmetric case), Section 9.3.2 then considers an upwind discontinuous Galerkin (DGu) discretization of an advection-diffusion-reaction equation with Dirichlet inflow boundaries, Neumann outflow boundaries, and a velocity field $\beta$ with no closed curves or stationary points $[6,171]$. In the hyperbolic limit of no diffusion, this problem reduces to the steady-state transport equation, and can be thought of as steady-state transport with added diffusion. Further details on the discretization and results can be found in Section
9.3.1. Discretizations are generated using the Dolfin finite element package [103].

All results presented here use AMG V-cycles as a preconditioner for GMRES. Note that in Chapter 8, no Krylov acceleration was used because Krylov acceleration did not improve convergence in the strictly advective case, but increased wall-clock times due to additional floating-point operations and memory requirements. Because the error-propagation operator of AMGir was shown to be nilpotent in the strictly advective case, it makes sense that GMRES would not offer significant improvement in convergence. Here, we introduce diffusion to the problem, the error-propagation operator is no longer nilpotent, and Krylov acceleration tends to improve overall performance.

Coarsening is done using a classical AMG CF-splitting, with no second pass [145]. A second pass is not used because it is not well suited for parallel environments (for example, it is not used in Hypre [74]), and an algorithm amenable to parallelization is one of the important features of AIR. The lack of a second pass in coarsening to adjust C-points and F-points is accounted for through modified interpolation routines [42] that are used here. Strong connections for coarsening and the interpolation and restriction neighborhoods are determined using a classical strength of connection (SOC) based on a hard minimum:

$$
\mathcal{N}_{i}=\left\{j\left|i \neq j,-a_{i j} \geq \theta \max _{k \neq i}\right| a_{i k} \mid\right\}
$$

for some tolerance $\theta$, where $\mathcal{N}_{i}$ is the neighborhood of strong connections to node $i$. For degree-two neighborhoods in AIR, we only consider F-F-C connections, not F-C-C connections. This is consistent with the goal of approximating $A_{c f} A_{f f}^{-1}$ in $R_{\text {ideal }}$, which does not contain F-C-C connections. For coarsening, we use $\theta_{C}=0.4$. It is interesting to note that tests indicate AIR and classical interpolation methods perform well with similar values of $\theta$. Thus, strong connections for degree-one interpolation and restriction use $\theta_{1}=0.1$, and strong connections for degree-two interpolation and restriction use $\theta_{2}=0.2$. The larger $\theta$ for degree-two operators is meant to limit fill-in of the sparsity pattern.

All results based on AIR use one iteration of F-F-C Jacobi relaxation following coarse-grid correction, corresponding to two iterations of F-relaxation followed by one iteration of C-relaxation. Previously, in AMGir and in theory, we only discuss using F-relaxation. In fact, for almost all problems, F-relaxation is sufficient and adding one iteration of C-relaxation does not improve convergence. However, for a few
cases, typically either higher-order finite elements and/or diffusion-dominated problems, one iteration of C-relaxation is necessary for good convergence. Thus, in order to demonstrate the method as robust with minimal parameter tuning, we use F-F-C relaxation for all results. Classical AMG does not perform well with just F-relaxation, requiring a global relaxation scheme for optimal results. To ensure the algorithms are similar from a comparative perspective, we run classical AMG methods with one pre- and post-relaxation sweep of weighted Jacobi.

In the results shown below, we denote the methods used to build restriction and interpolation, $R_{\text {build }}$ and $P_{\text {build }}$, respectively, as a pair $\left(R_{\text {build }}, P_{\text {build }}\right) . \mathrm{AIR}_{1}$ refers to degree-one AIR and $\mathrm{AIR}_{2}$ to degree-two AIR, and likewise for $\mathrm{AMG}_{1}$ and $\mathrm{AMG}_{2}$, specifically referring to modified classical interpolation (Eq. (4.4) in [42]) and Extended $+i$ interpolation (Eqs. (4.10-4.11) in [43]), respectively. One-point interpolation introduced in Chapter 8.3, where each F-point is interpolated by value from its strongest C neighbor, is denoted 1 P , and letting $R:=P^{T}$ for a Galerkin coarse grid is denoted $P^{T}$. All problems are solved to a $10^{-12}$ relative residual tolerance with zero right-hand side and random initial guess. The approximate spatial mesh size is denoted $h$.

### 9.3.1 SUPG and Recirculating flow

One of the most popular discretizations for flow-problems is a stabilized upwind discretization, in particular, the streamline upwind Petrov-Galerkin (SUPG) finite element discretization, where artificial numerical diffusion is added in the direction of the velocity field for stabilization purposes [32]. Our first test problem is a two-dimensional recirculating flow discretized with an SUPG discretization on a random, triangular, unstructured mesh. The continuous problem on domain $\Omega$ with boundary $\Gamma$, diffusion coefficient $\kappa$, and velocity field $\beta$ is given as

$$
\begin{aligned}
-\nabla \cdot \kappa \nabla u+\beta \cdot \nabla u=f & \text { in } \Omega \\
u=0 & \text { on } \Gamma_{0} \\
u=1 & \text { on } \Gamma_{1}
\end{aligned}
$$

where $\Omega=(0,1) \times(0,1), \Gamma_{1}=\{(x, y) \mid x=1, y \in[0,1]$ or $y=1, x \in[0,1]\}$, and $\Gamma_{0} \cup \Gamma_{1}=\Gamma$. The velocity field is a divergence-free recirculating flow given by

$$
\beta(x, y)=(x(1-x)(2 y-1),-(2 x-1)(1-y) y)
$$

The solution for varying levels of diffusion, $\kappa$, is shown in Figure 9.1.


Figure 9.1: Solution of SUPG discretization of recirculating flow with varying diffusion coefficients, $\kappa \in$ $\left\{10^{-4}, h, 1\right\}$, representing the advection-dominated, equal advection and diffusion, and diffusion-dominated cases, respectively.

Here we show the results of AIR and classical AMG applied to the recirculating flow. In this case, as $\kappa \rightarrow 0$, the problem is not well-posed and, in particular, the matrix becomes singular. Because of this, results are not expected to be good for $\kappa \approx 0$. As an example, Table 9.3 shows the approximate condition number of the matrices $A$ and $A_{f f}$ for $\kappa \in\left[10^{-10}, 100\right]$ and $h=\frac{1}{70}$. A pure diffusion discretization should have an approximate condition number of $\frac{1}{h^{2}}$, while a pure advection discretization should have a condition number of approximately $\frac{1}{h}$. For $\kappa=1$, the conditioning of the SUPG discretization is close to the expected $\frac{1}{h^{2}}$, but as $\kappa \rightarrow 0, \operatorname{cond}(A) \rightarrow \infty$ as opposed to $\frac{1}{h}$, indicating a singular matrix.

| $\kappa$ | $10^{-10}$ | $10^{-7}$ | $10^{-5}$ | 0.001 | 0.01 | 0.1 | 1 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{cond}(A)$ | $7.1 \cdot 10^{9}$ | $4.5 \cdot 10^{9}$ | $1.23 \cdot 10^{8}$ | $1.23 \cdot 10^{6}$ | 123,300 | 12,332 | 2,279 |
| $\operatorname{cond}\left(A_{f f}\right)$ | 197,562 | 194,147 | 73,183 | 2,962 | 331 | 36 | 6.7 |

Table 9.3: Condition number of $A$ and $A_{f f}$ as a function of diffusion coefficient $\kappa$ for degree-one finite elements on an unstructured mesh, with $h \approx \frac{1}{70}$ and 6300 DOFs (computed using NumPy [182]).

AIR performs well for reasonable values of $\kappa$. For linear finite elements (Figure 9.2), AIR slightly
outperforms AMG for all $\kappa$ in terms of WPD and, moreover, is able to effectively solve the problem for diffusion coefficients 1-2 orders of magnitude smaller than AMG, corresponding to matrix condition numbers likely two orders of magnitude larger (Table 9.3). Although results demonstrate AIR as a robust solver and an improvement over existing methods, we are not able to explore the highly nonsymmetric setting for which AIR is designed because the problem is not well-posed. This leads us to consider a time-dependent recirculating flow, where the linear system associated with pure advection is well posed (Section 9.3.1.1), followed by a different variation of steady-state advection-diffusion-reaction that is well-posed in the hyperbolic limit (Section 9.3.2).


Figure 9.2: WPD for AIR and classical AMG applied to an SUPG discretization of a recirculating flow on an unstructured mesh, using degree $1-3$ finite elements. Spatial resolution is given by $h=\frac{1}{1250}, \frac{1}{625}, \frac{1}{400}$, respectively, leading to $\approx 2 \cdot 10^{6}$ DOFs for each problem. Classical AMG $\left(R:=P^{T}\right)$ results are shown in a dotted line, and variations in AIR in solid lines. As a reference, the typical convergence factor for $\chi_{w p d}$ of $20-25$ WUs is $\rho \approx 0.5$.

### 9.3.1.1 Time-dependent recirculating flow

Thus far we have only considered the steady-state advection-diffusion equation which, in the case of a recirculating flow, is not well-posed for the purely advective case. However, an alternative approach is to consider the time-dependent advection-diffusion equation:

$$
\begin{equation*}
u_{t}-\nabla \cdot \kappa \nabla u+\beta \cdot \nabla u=f \quad \text { in } \Omega \tag{9.16}
\end{equation*}
$$

with spatial boundary conditions as before and some initial condition, $u=u_{0}$ at time $t=0$. As an example, consider using a first-order implicit backward Euler discretization in time and SUPG in space. Let $\mathcal{S}$ denote the discrete matrix associated with an SUPG spatial discretization of (9.16) and $u^{(i)}$ denote the solution at the $i$ th time step with step size $\delta t$. Each time step then consists of solving the linear system

$$
\begin{equation*}
(I+\delta t \mathcal{S}) u^{(i+1)}=u^{(i)}+\delta t f \tag{9.17}
\end{equation*}
$$

Table 9.4 shows the average convergence factor of AIR as applied to (9.17) for various parameter choices. Here, AIR proves to be an effective solver for implicit time-stepping of a recirculating flow, even with large time steps, pure advection, and higher-order finite elements. In practice, considerations must be taken for an appropriate combination of spatial and temporal discretization (e.g., CFL condition, $h$ vs. $\delta t$, etc.); nevertheless, results indicate that AIR is a fast and robust solver for discretizations using implicit time-stepping. Interestingly with AIR, time-stepping in the advection-dominated regime is actually faster in all cases than the diffusion-dominated regime, sometimes significantly. It is worth noting that using solution $x^{(i)}$ as the initial guess to solve for $x^{(i+1)}$ gives an initial residual of $O\left(10^{-7}\right)$, but the average convergence factor is the same with a random initial guess.

### 9.3.2 Upwind-DG and advection-diffusion-reaction

The second case of advection-diffusion-reaction that we will consider is a more general flow problem, written in conservative form $[6,171]$. Let $\Gamma=\partial \Omega$ be the boundary of our domain, with inflow boundary

|  | Degree-one elements |  |  |  |  | Degree-two elements |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\kappa$ | 0 |  |  |  | 1 |  | 0 |  | 1 |  |  |  |
| $\delta t$ | $d x^{2}$ | $d x$ | $\sqrt{d x}$ | $d x^{2}$ | $d x$ | $\sqrt{d x}$ | $d x^{2}$ | $d x$ | $\sqrt{d x}$ | $d x^{2}$ | $d x$ | $\sqrt{d x}$ |
| CF | $10^{-8}$ | 0.01 | 0.29 | 0.1 | 0.38 | 0.49 | $10^{-8}$ | 0.01 | 0.27 | 0.14 | 0.36 | 0.45 |
| WPD | 0.75 | 3.0 | 12.5 | 5.8 | 13.1 | 17.4 | 0.74 | 3.3 | 11.0 | 6.2 | 11.6 | 14.8 |

Table 9.4: Convergence factor (CF) of AIR applied to (9.17) with various choices of time step, diffusion coefficient, and initial guess, for $d x=\frac{1}{1000}$ and about $1.25 \cdot 10^{6}$ DOFs. For the advection-dominated case, even with a relatively large time step of $\delta t=\sqrt{d x}$, AIR achieves accuracy on the order of floating point precision in one iteration or, equivalently, for the computational cost of approximately five matrix-vector multiplies.
$\Gamma_{\text {in }}=\{x \in \Gamma \mid \beta(x) \cdot \mathbf{n}(x)<0\}$ and outflow boundary $\Gamma_{\text {out }}=\{x \in \Gamma \mid \beta(x) \cdot \mathbf{n}(x) \geq 0\}$. Then consider

$$
\begin{aligned}
\nabla \cdot \sigma(u)+\gamma u & =f & & \text { in } \Omega \\
u & =g_{D} & & \text { on } \Gamma_{i n} \\
-\kappa \nabla u \cdot \mathbf{n} & =g_{N} & & \text { on } \Gamma_{\text {out }}
\end{aligned}
$$

where $\sigma:=-\kappa \nabla u+\beta u$ is the physical flux. We make the additional assumptions that $\beta(x)$ has no closed curves and that $|\beta(x)| \neq 0$ for all $x \in \Omega$ to ensure that the hyperbolic limit of steady-state transport for $\kappa=0$ is well-posed. In the spirit of steady-state transport, $\gamma$ represents the total cross section and is taken to be piecewise constant over the domain, varying by multiple orders of magnitude, and representing the thickness of the background material. Specifically, we let our domain be $\Omega=(0,1) \times(0,1)$, with $\Gamma_{D}=\Gamma^{-}$


Figure 9.3: Solution of DGu discretization of the specified advection-diffusion-reaction equation for varying diffusion coefficients, $\kappa \in\{0, h, 1\}$, representing the purely advective, equal advection and diffusion, and diffusion-dominated cases, respectively.
being the south and west boundaries and $\Gamma_{N}=\Gamma^{+}$the north and east boundaries. Then, let $g_{N}(x, y)=0$, $g_{D}(x, y)=1$, and

$$
\gamma(x, y)=\left\{\begin{array}{ll}
10^{4} & x, y \in(0.25,0.75) \\
10^{-4} & \text { otherwise }
\end{array}, \quad \beta(x, y)=\left(y^{2}, \cos (\pi x / 2)^{2}\right)\right.
$$

Such choices correspond to a curved velocity field, facing straight north at $y=0$ and straight east at $x=1$, with a total cross section that is thick $(\gamma \gg 1)$ in a block in the center of the domain and thin $(\gamma \ll 1)$ outside of this block. An upwind discontinuous Galerkin (DGu) formulation is used to discretize (Eq. 3.4 in [6]) on an unstructured mesh, and the solution for varying levels of diffusion is shown in Figure 9.3.

### 9.3.2.1 DG block structure

One of the unique features of a DG discretization is the inherent block structure associated with it, where each element comprises a set or block of DOFs in the matrix. In Chapter 8, the resulting linear system was scaled by the block-diagonal inverse, $A \mathbf{x}=\mathbf{b} \mapsto D_{B}^{-1} A \mathbf{x}=D_{B}^{-1} \mathbf{b}$, where $D_{B}$ is the block-diagonal of $A$, in order to maintain a lower-triangular structure for the Neumann series approximation to $A_{f f}^{-1}$. In adding diffusion (that is, symmetric components to the matrix) and using generalized AIR that does not depend on a triangular structure to the matrix, it is not obvious that scaling by the block-diagonal inverse, or generally utilizing the block structure, is important. However, using the block structure significantly improves convergence of AIR for all advection-dominated problems. One possible explanation is the effect of block-diagonal scaling on the condition number of the matrix: ${ }^{1}$

| $\kappa$ | 0 | $10^{-6}$ | $10^{-4}$ | 0.001 | 0.01 | 0.1 | 1 | 10 | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{cond}(A)$ | 1164172 | 1074536 | 187700 | 92619 | 37836 | 7422 | 1132 | 413 | 684 |
| $\operatorname{cond}\left(D_{B}^{-1} A\right)$ | 86.7 | 86.7 | 85.2 | 77.9 | 125 | 228 | 296 | 359 | 619 |

Table 9.5: Condition number of $A$ and $D_{B}^{-1} A$ as a function of diffusion coefficient $\kappa$ for degree-one finite elements on an unstructured mesh, with $h \approx \frac{1}{25}$ and 3030 DOFs (computed using NumPy [182]).

For advection-dominated problems, scaling by the block-diagonal inverse maps a near-singular matrix

[^16]to one conditioned about as we would expect for a pure advection problem $\left(\frac{1}{h}\right)$. Such improvement of conditioning of the linear system is good for iterative solvers in general. However, the importance to AIR is specifically that if $D_{B}^{-1} A$ is well-conditioned, then we should be able to pick F-points such that the resulting submatrix of F-F connections is also well-conditioned. Then (i) we should be able to form a good approximation to $-A_{c f} A_{f f}^{-1}$ in ideal restriction, and (ii) F-relaxation should converge well. The effect of scaling by $D_{B}^{-1}$ on relaxation can be seen in Table 9.6 , which shows the average convergence factor of Jacobi relaxation on the larger matrices, $A$ and $D_{B}^{-1} A$, and the F-F submatrices, $A_{f f}$ and $\left(D_{B}^{-1} A\right)_{f f}$. In the advection-dominated case, Jacobi relaxation does not converge on the submatrix $A_{f f}$, and diverges as applied to $A$. After scaling by $D_{B}^{-1}$, the pure advection case achieves convergence factors of $\approx 0.1$ on the F-F block.

For diffusion-dominated problems, scaling by the block-diagonal inverse does not improve conditioning significantly, but convergence of Jacobi relaxation improves by a factor of about two. Scaling by $D_{B}^{-1}$ in the diffusion-dominated case also maps a near-symmetric matrix to be nonsymmetric, which does not agree with classical AMG theory based on symmetric matrices. Perhaps due to these conflicting effects, tests confirm that for most diffusion-dominated problems, convergence of AMG and AIR are approximately the same when applied to $A$ and $D_{B}^{-1} A$. As seen in the following sections, AMG and AIR both struggle with the diffusiondominated case for higher-order finite elements and in three dimensions. However, it is well known that AMG can solve discretizations of scalar elliptic problems, including high-order DG discretizations using a different block approach [129]; here we are interested in developing a solver for nonsymmetric, advection-dominated problems, and include results on the diffusion-dominated case for completeness.

| $\kappa$ | 0 | $10^{-8}$ | $10^{-7}$ | $10^{-6}$ | $10^{-5}$ | $10^{-4}$ | 0.001 | 0.01 | 0.1 | 1 | 10 | 100 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\mathrm{CF}(A)$ | 1.58 | 1.58 | 1.58 | 1.57 | 1.54 | 1.28 | 0.99 | 0.97 | 0.94 | 0.94 | 0.94 | 0.93 |
| $\mathrm{CF}\left(D_{B}^{-1} A\right)$ | 0.95 | 0.95 | 0.95 | 0.95 | 0.94 | 0.91 | 0.89 | 0.88 | 0.89 | 0.89 | 0.88 | 0.88 |
| $\mathrm{CF}\left(A_{f f}\right)$ | 1.00 | 1.00 | 1.00 | 1.00 | 0.98 | 0.94 | 0.83 | 0.65 | 0.67 | 0.70 | 0.71 | 0.73 |
| $\mathrm{CF}\left(\left(D_{B}^{-1} A\right)_{f f}\right)$ | 0.12 | 0.33 | 0.38 | 0.47 | 0.47 | 0.51 | 0.52 | 0.49 | 0.54 | 0.50 | 0.50 | 0.50 |

Table 9.6: Average convergence factor of 50 iterations of Jacobi relaxation on $A, A_{f f}, D_{B}^{-1} A$, and $\left(D_{B}^{-1} A\right)_{f f}$. Degree-one finite elements are used on an unstructured mesh, with $h=\frac{1}{500}$, approximately $2 \cdot 10^{6}$ DOFs, and $\kappa \in[0,100]$.

Block-matrix structure can be handled in a number of ways. Three natural approaches are (i) treating the matrix as is, without considering block structure, (ii) scaling the system by the block-diagonal inverse, and (iii) treating the entire AMG hierarchy nodally, that is, computing the SOC, CF-splitting, and transfer operators by block. If the block structure is not accounted for, no combinations of AIR and AMG converge in the advection-dominated case, which is the focus of this paper. Treating the system nodally leads to similar convergence factors to those obtained on the block-diagonally scaled matrix. However, wall-clock times are typically higher as well because a block neighborhood in AIR is larger than a scalar neighborhood, and solving the dense linear system for each row of $R$ is more expensive. The block-diagonal-inverse scaling leads to the best WPD and wall-clock times for all problems and is used for results presented here.


Figure 9.4: WPD for AIR and classical AMG applied to a DGu discretization of advection-diffusion-reaction on an unstructured mesh and degree 1-3 finite elements. The spatial resolution for high-order finite element matrices was chosen so that all matrices have approximately the same number of degrees of freedom as the linear element matrix, that is, $h=\frac{1}{500}, \frac{1}{350}, \frac{1}{275}$, respectively, leading to $\approx 2 \cdot 10^{6}$ DOFs for each problem Classical AMG $\left(R:=P^{T}\right)$ did not converge for any $\kappa$ for second- and third-order finite elements. As a reference, the typical convergence factor for $\chi_{w p d}$ of $20-25$ WUs is $\rho \approx 0.5$.

### 9.3.2.2 AIR and convergence as a function of $\kappa$

Figure 9.4 shows WPD of AIR and classical AMG applied to the block-diagonally scaled system for $\kappa \in\left[10^{-10}, 100\right]$. For linear finite elements in Figures 9.4 a and 9.4 b , classical AMG performs reasonably well only for the diffusion-dominated case $(\kappa>h)$, and approximating ideal operators for both $R$ and $P$ works well only for the advection-dominated case $(\kappa<h)$. But, combinations of AIR and AMG such as $\left(\mathrm{AIR}_{1}, \mathrm{AMG}_{1}\right)$ perform consistently well across the entire spectrum of diffusivity. In fact, even in the diffusion-dominated case for this problem, using AIR for restriction performs better than $R:=P^{T} .{ }^{2}$

AIR also performs well with higher-order elements in the advection-dominated case. Figures 9.4c and 9.4 d show the results of variations in AIR applied to degree-two and degree-three finite elements. For advection-dominated problems, the WPD is approximately equal to that for degree-one elements. Note that the actual convergence factors are larger for higher-order elements, but the CCs are lower, resulting in an approximately equal WPD.

### 9.3.2.3 Three-dimensional advection-diffusion-reaction

Moving from two-dimensional problems to three-dimensional problems can be difficult for solvers, so this section extends the DGu discretization of advection-diffusion-reaction to three dimensions. Here, we choose two sample variations in $\mathrm{AIR},\left(\mathrm{AIR}_{1}, \mathrm{AMG}_{1}\right)$ and $\left(\mathrm{AIR}_{2}, 1 \mathrm{P}\right)$, and show the WPD and convergence factor for $\kappa \in\left[10^{-10}, 100\right]$ and degree $1-3$ finite elements in Figure 9.5. The key result here is that for advection-dominated problems, AIR performs equally well in three dimensions as in two, even for thirdorder finite elements. ${ }^{3}$

[^17]

Figure 9.5: WPD and convergence factors for $\left(\mathrm{AIR}_{1}, \mathrm{AMG}_{1}\right)$, solid line, and $\left(\mathrm{AIR}_{2}, \mathrm{P}\right)$, dotted line, applied to a DGu discretization of 3 d advection-diffusion-reaction on an unstructured mesh, with approximately $2 \cdot 10^{6}$ DOFs. Mesh size, $h$, is given by $\left\{\frac{1}{85}, \frac{1}{60}, \frac{1}{45}\right\}$ for degree one, two and three finite elements ( $h$ is shown for degree-two).
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[^0]:    ${ }^{1}$ Integrating particle charge in the Jupiter/Europa system also offers additional complications over Saturn/Enceladus. In Saturn, the magnetic field rigidly co-rotates with Saturn. Jupiter's fields are more complicated and do not co-rotate with Jupiter in the same sense as Saturn, making their inclusion in the integration more difficult and expensive.

[^1]:    ${ }^{2}$ Equation 1.4 includes a correction of $1 / v_{g a s}$ that was omitted in Schmidt et al. [151]. That correction also appeared without comment in Southworth et al. [161].

[^2]:    ${ }^{3}$ Exporting a residence time profile for a fixed opening angle and particle size as opposed to, e.g., all opening angles for a given particle size, serves two purposes. First, we are free to post-process data with different size distributions and polar-angle

[^3]:    distributions. However, we only consider one polar-angle distribution moving forward, as it is well-motivated by Cassini data. The main purpose of exporting each opening angle is to limit the size in memory at runtime that the residence-time profile occupies. In particular, when multiple opening angles are simulated without exporting the data and starting a new residencetime data structure, the global residence-time profile can extend well beyond the cache in memory. Insertion then becomes several orders of magnitude slower and the code's performance can suffer significantly.

[^4]:    1 Note that for a well-defined size distribution and average plume particle mass, we must choose some minimum and maximum particle radius, $r_{\min }>0$ and $r_{\max }<\infty$. The minimum size particle is largely based on the mechanical origin of

[^5]:    the particle, of which we are interested in frozen ice grains from the subsurface ocean. A separate population of nano grains likely result from supersonic bursts through Laval nozzles in the fractures, and corresponding to a different size distribution. A maximum size is necessary to bound the average mass of particles, but also makes sense physically because ejecta particle size is at least limited by the channel width of fractures from which particles are emitted (and likely much smaller).

[^6]:    2 The last bin contains a large range of sizes because there are very few particles of that size, and they do not travel far from the fractures

[^7]:    ${ }^{1}$ Notice that number densities for jets in the left of Figure 3.2 have discrete lines in the density profiles like a contour map, while the curtain density profile is relatively smooth in every direction. This is an effect of the jets being simulated for a set of exact opening angles at $0.5^{\circ}$ separation to verify that a $\cos ^{2}$-angular distribution makes sense vs., for example, a uniform angular distribution. Curtain simulations were done after it was verified with jet simulations that a $\cos ^{2}$-angular distribution is appropriate. To reduce this numerical effect, each half-angle was then simulated following a $\cos ^{2}$ distribution over small intervals, for example at a $1^{\circ}$ opening angle, all particles are simulated as a random variable in a cos ${ }^{2}$ distribution over $\left[0.75^{\circ}, 1.25^{\circ}\right]$.

[^8]:    ${ }^{2}$ A simple adjustment of other jet weights can reproduce the impact rate of the first two detectors for each flyby near perfectly. However, such a problem is underdetermined, meaning that there are many solutions that would be a near-perfect fit, none of which would provide reliable information on emission levels across the fractures.

[^9]:    ${ }^{3}$ It is also possible that the size distribution changed between 2009 and 2015, or varies by fracture or fracture location due to tidal stresses and fracture fill-in. However, more data is needed for such analysis as well.

[^10]:    ${ }^{1}$ Note that this work was done prior to the parameter analysis in Chapter 3, and the chosen values of $r_{c}$ for Europa are likely larger than encountered on Enceladus. However, it is not necessarily the case that parameters on Enceladus will also be seen on Europa. Here, we simulate a range of parameters and expect (at least some of) our results to be fairly representative of potential plumes on Europa.

[^11]:    ${ }^{1}$ For a more thorough treatment of this result, see [55, 179].

[^12]:    ${ }^{2}$ Note that $R$ is not the same as $\widehat{R}$.

[^13]:    ${ }^{3}$ Note that RN AMG does require normal-equation relaxation for some highly nonsymmetric systems [108].

[^14]:    ${ }^{1}$ Note that we can also bound $\left(\|\Pi \mathbf{e}\|_{Q L}^{2}+\|(I-\Pi) \mathbf{e}\|_{Q L}^{2}\right) \leq 2 C_{\Pi}\|\mathbf{e}\|_{Q L}^{2}$. Although Corollary 7 only decreases this bound by $\frac{1}{2}$ to 1 , depending on $C_{\Pi}$, it does make the bound tight as $C_{\Pi} \rightarrow 1$, corresponding to an orthogonal projection.

[^15]:    ${ }^{2}$ In [109], the multilevel error propagation operator was shown to be nilpotent, that is, asymptotically guaranteed to converge, for triangular or block-triangular matrices. However, [109] only applied to a small class of nonsymmetric problems and only proved asymptotic convergence

[^16]:    ${ }^{1}$ Due to the significant difference in conditioning of $A$ and $D_{B}^{-1} A$, a detailed analysis connecting the finite element theory and linear algebra in this regard is likely in order, but outside the scope of this paper.

[^17]:    ${ }^{2}$ Interestingly, classical AMG performs well for small problem sizes, but convergence degrades substantially as problem size increases. For example, for $h=\frac{1}{50}$, corresponding to about 20,000 DOFs, classical AMG achieves a WPD of less than 50 across the entire range of $\kappa$. However, this steadily grows as $h \rightarrow 0$ and, for the problems considered in Figure 9.4, classical AMG methods did not converge for $\kappa<10^{-6}$.
    ${ }^{3}$ In three dimensions, classical AMG either required a WPD $\gg 500$ or did not converge for all $\kappa$, so results are not presented. Similar to higher-order finite elements in two-dimensions, all methods struggle with the diffusion-dominated case in 3d; however, it is well known that existing AMG methods are able to solve standard discretizations of three-dimensional diffusion.

