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The exponential growth of popularity of online social networks in the last decade has un-
fortunately paved the way for the threat of cyberbullying to rise to an unprecedented level. So a
research that provides insights into the analysis of cyberbullying incidents and building a system
that is highly scalable and responsive is of unparalleled need. This dissertation gathers insights into
cyberbullying incidents in video and image-based social networks (Vine and Instagram respectively)
and then presents a system solution that makes use of the gained insights to improve efficiency and
efficacy of cyberbullying detection. First, it presents detailed analyses of cyberbullying incidents in
the Vine social network by collecting data and labeling them by CrowdFlower. Second, it performs
a thorough investigation of the differentiating factors of cyberbullying in online social networks.
Third, it implements a highly scalable and responsive system solution for cyberbullying detection
along with a comprehensive evaluation of its performances in terms of timeliness and scalability
against a highly popular online social network. Fourth, it outlines design, implementation and
preliminary user experience analysis of an android application, BullyAlert, that was developed
to enable guardians to get adaptive notifications for cyberbullying based on their individual sub-
jective tolerance levels. Finally, it shows that using textual and video feature greatly improves

cyberbullying detection classifier’s performances.
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Chapter 1

Overview

1.1 Thesis Statement

The first part of this thesis provides valuable insights into the nature of cyberbullying in Vine,
a video-based online social network. It investigates profanity word usage and categories of media
shared, labels the media sessions (video and its associated comments) and then develops an accurate
classifier model that detects cyberbullying in Vine. The second part explores the differentiating
factors of cyberbullying by leveraging labeled data-sets from two social networks, namely Vine and
Instagram. The third part introduces the practical challenges of scalability and responsiveness
when building a cyberbullying detection system. It tackles those challenges by implementing a
solution that consists of two novel components, namely dynamic priority scheduler and incremental
feature extraction-classification. Then it demonstrates the improvements that the aforementioned
components help to materialize over the current state-of-the-art. The fourth part of the dissertation
deals with the challenges encountered when facing the subjective tolerance levels of the guardians
for cyberbullying. It develops an android application, BullyAlert which allows guardians to get
personalized cyberbullying notifications based on their individual tolerance levels. After that, it
delineates a preliminary user-experience analysis of the application. Finally, the thesis goes beyond
the basic textual features and explores video-content and topical features and incorporates those

to get an improved performance for cyberbullying classification.



1.2

Contributions

This dissertation makes the following contributions.

Collecting data from Vine, an online video-based social network

Labeling shared-media and associated comments by CrowdFlower and use the labeled data-

set as ground-truth to develop cyberbullying detection classifier

Analyzing differentiating factors of cyberbullying using labeled data-sets from Vine and

Instagram

Presenting design, implementation and performance evaluation of a scalable and highly

responsive cyberbullying detection system

Outlining design and implementation of an Android application, BullyAlert that allows
users to get personalized cyberbullying notifications based on their individual tolerance

levels

Performing a preliminary analysis of user-experience of BullyAlert

Incorporating topical and video features into cyberbullying detection classifier to achieve

better performance



Chapter 2

Introduction

Online Social Networks (OSNs) have seen an exponential growth in recent times. With the
advent of the advancements and innovations made in this area, the threats of online predators,
stalkers, and cyberbullies have also reached an unprecedented extent. The constant threat of
cyberbullying in these multitudes of social networks has become so expansive and pervasive that it
has been reported that in America alone, more than fifty percent of teenage OSNs users have been
affected by the threat of cyberbullying [23]. While real-life bullying may involve verbal and/or
physical assault, cyberbullying is different in the sense that it occurs under the umbrella of an
electronic context that is available 24/7, thereby rendering the victims vulnerable to its threats
on a constant and relentless basis. This unique feature of cyberbullying subjects the victim to
devastating psychological effects that later cause nervous breakdown, low self-esteem, self-harm,
clinical depression and in some extreme cases, suicides [45],[34]. Recently there have been some
disturbing press reports about some teens committing suicides after being victimized by cyberbullies
in OSNs like Facebook [36] and Ask.fm [105]. To make matters worse, nine suicide cases have already
been attributed to cyberbullying in Ask.fm alone [IT]. Although the causes of these suicides cannot
be directly or solely attributed to cyberbullying, it has been reported as one of the potential factors
[15]. Figure shows an example of a cyberbullying instance in Vine.

Mobile social networks like Vine, Instagram and SnapChat have been hugely popular among
teenagers, thus representing a potential target for investigating cyberbullying behavior. The im-

portance of a holistic and elaborate research to develop a methodical and complete understanding



I'm #generous even to my
#haters

._-nu're a waste of your *
daddy's sperm. Your mom shouldve

swallowed you

.MDONT FUCKING TALK

1OM AND DADIIIE

ESPECIALLY MY DADIINI @ @@ @@
(111}

. at my fatwhite hairy

merican ass, you trailer cuntt

. and those stupid ass

emoticons? Get ihe fuck outofhere!

Figure 2.1: An example of cyberbullying on Vine. The image is just a snapshot of the 6-second
video.

of cyberbullying behavior in OSNs is significant so as to make sure we can thwart the inadvertent
and potentially destructive consequences it may lead the vulnerable victims to. A thorough un-
derstanding of cyberbullying behavior can be properly utilized to build an effective and efficient
system that can accurately detect potential instances of cyberbullying and take necessary measures
to tackle the situation. Vine (purchased by Twitter) in particular is interesting because it offers
the opportunity to explore cyberbullying in the context of video-based communication, which has
been gaining popularity recently. It is a popular mobile application that enables its registered users
to record and edit six-second looping videos, which they can share on their profiles for others to
see, like, revine (similar to retweeting) and comment upon. Cyberbullying can happen in Vine in
many ways, including posting mean, aggressive and hurtful comments, recording video of others
without their knowledge and then sharing the Vines as a way to make fun of or mock them, and
playing “the slap game” in which one person records video while another person slaps or hits a
person in order to record a reaction. They later share the Vine for the world to see. There are even
violent versions called “knock-out” where someone punches an unsuspecting person in an attempt

to knock them out [37].



There are four key challenges a potential cyberbullying detection system has to address.

e A clear distinction between cyberaggression and cyberbullying has to be made by perform-
ing thorough analyses of the labeled media sessions from a social network. Cyberaggression
is defined as a type of behavior in an electronic context that is meant to intentionally harm
another person [65]. Cyberbullying is defined in a stronger and more specific way as an
aggressive behavior that is carried out repeatedly in OSNs against a person who cannot eas-
ily defend himself or herself, creating a power imbalance [65],[86],[55],[65],[81],[104]. Thus,
in order to understand cyberbullying behavior, the factors of repetition of aggression and

imbalance of power must be considered.

e Scalability challenges of a potential cyberbullying detection solution. While progress has
been made to improve the performance of classifiers for cyberbullying detection [79} 31, (54,
49], scalability (and timeliness, as described in the next point) challenges have largely been
ignored. OSNs, of course, involve an enormous amount of data, on the order of several
hundred gigabytes per day. For example, it has been reported that for Vine, around 39
million videos have been shared since it was introduced [102] while for Instagram, the

amount of shared media is 40 billion[67].

e Timeliness challenge of raising alerts whenever cyberbullying incidents are suspected. Cy-
berbullying is different from traditional, face-to-face bullying, because it can occur 24/7,
and perpetrators can stay anonymous and have easy access to sophisticated tools to launch
attacks. The consequences of cyberbullying can be disastrous, which is why it is extremely
important to provide the necessary support to the victims as early as possible. So, a timely

detection of cyberbullying is a vital necessity.

e Different parents may wish to get different levels of notifications based on their own indi-
vidual tolerance/preference levels for cyberbullying. So it is imperative to design a system

that accommodates the individual tolerance levels of the guardians, thus making the alert



levels personalized and adaptive.

This thesis aims to address these four challenges.



Chapter 3

Related Work

Related works in the area of cyberbullying can be partitioned into four sections. They
are: definition of cyberbullying, cyberbullying research in online social networks, cyberbullying
detection techniques and systems, applications and tools for detection of cyberbullying in online

social networks. Past works in each of these four areas are explored in the following four sections.

3.1 Definition of Cyberbullying

Cyberbullying is defined as an aggressive, intentional act that is carried out by a group
or an individual, using electronic/digital /multi-modal forms of contact/messaging/communication,
repeatedly against a victim who cannot easily defend him or herself [I03], 110]. One huge distinction
between traditional bullying and cyberbullying is that the perpetrator of cyberbullying really wants
to hurt the feelings of the victim [I12]. Intending to hurt the feelings of the victim, imbalance of
power and the repetitive nature are the unique traits of cyberbullying. Although cyberbullying is
sometimes defined as an electronic form of face-to-face bullying rather than a distinct phenomenon
[65], considering cyberbullying as merely the electronic form of face-to-face bullying may overlook
intricacies of these behaviors [33], such as repetition of aggression and imbalance of power in
an electronic context. Repetition in cyberbullying is problematic to contextualize, as there can
be differences between the perpetrator and victim when it comes to the conceptualization of how
many incidents occur and their potential consequences. A single aggressive act such as uploading an

embarrassing picture to the internet can result in continued and widespread ridicule and humiliation



for the victim. While the aggressive act is not repeated, the damages caused by the act is relived
by the victim through an elongated humiliation [33]. Power imbalance in an electronic context can
be defined as the perpetrators having superior technological skills [33] or the victim being “shy”
or “modest” and the perpetrator knowing the victim in real world[I12]. From over-viewing the
existing literature, around eight types of cyberbullying behaviors can be recognized [72 85 [119].

The types are the following:

e Flooding involves the bullies sending repeated frequent nonsensical comments/posts in

order to not allow the targeted victim to participate in the conversation [72]

e Masquerade involves the bullies pretending to mimic or impersonate the target victim

[119]

e Flaming/Bashing involves an online fight where the bully sends and/or posts insulting,
hurtful and vulgar contents to the targeted victim privately or publicly in an online group

[119]

e Trolling involves purposely publishing comments which disagree with other comments in
order to incite arguments or negative emotions although the comments themselves might

not be vulgar or hurtful in themselves [75]

e Harassment is the kind of conversation where the bullies frequently send insulting and

rude messages to the victim [75], [119]

e Denigration, also called ”dissing”, happens when the bullies send or publish gossips or
untrue statements about the victims in order to damage the victims’ friendships/reputations

75, 119]

e Outing occurs when bullies send or publish private or embarrassing information in public
chat-rooms or forums. This type of cyberbullying is similar to the denigration. However,

in the outing, the relationship between bully and victim is close [75] 119



e Exclusion involves intentionally excluding someone from an online group. This type of

cyberbullying happens among youth and teenagers more prominently [75] [85]

3.2 Cyberbullying Research on Online Social Networks

Analysis and detection of cyberbullying/profanity /harassing incidents in several online social
networks like Twitter [96], Ask.fm [47], YouTube, FormSpring [30], chat-services [62] have been
performed.

Twitter is a text-based social network where a user can update their status by not more
than 280 characters [44]. Opinion mining and sentiment analysis techniques have been used to
detect cyberbullying in Twitter [96]. A negative word list was leveraged to streamline the tweets
that contained those negative words [96]. After that, a sentiment classifier was built with four
classes: negative with bullying intentions, negative without bullying intentions, positive or good
content and neutral. The labeling of the tweets was performed using the Amazon Mechanical Turk
platform which was then employed to build and evaluate the classifier. The reported performance
was 67.3%.

The relationship between cyberbullying and anonymity in online social networks have been
explored in depth as well [47]. Ask.fm is a semi-anonymous online social network, where the
users have the option to hide their identity when posting questions/comments on a profile [6]. In
[47], using snowball sampling [10], around 30,000 profiles were collected. These profiles were then
analyzed using interaction graphs, word graphs, frequency distributions and network properties
such as reciprocity, clustering coefficient, and the influence of negativity on in-degree and out-
degree. It was found that the most vulnerable users were the least active in terms of online social
network activity, such as receiving/posting likes.

Researches based on tracking and categorization of internet predators on online chat services
have also been performed [62]. 288 chat-logs were collected from PJ [59] website, a project where
the volunteers pose as teens and tweens to trap potential sexual predators. Identified categories

of the terms and phrases frequently used by the predators were: deceptive trust development,
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grooming, isolation, and approach. The idea was to distinguish between predators and victims and
to this aim, their developed clustering methods were able to achieve an accuracy of 93%.

Researches have been performed to detect instances of harassment in online social networks
and chat services as well. In [126], online social networks were partitioned into two groups: discus-
sion style and chat style. In discussion style environments, there are various threads, usually with
multiple posts that populate each of those threads. Users can start a new thread or participate in
an existing thread by posting comments. Each thread contains posts that adhere to a predefined
topic. On the other hand, in chat style environments, ongoing conversations are more casual and
usually, each conversation only consists of a few words with little information. Topical and sen-
timental features were used to train the supervised classifier to detect harassment after collecting
data from Kongregate (chat style) and MySpace(discussion style).

It will be interesting to have further insights into cyberbullying behavior in multi-modal online
social networks like Vine and Instagram where users can share videos and images respectively. In
comparison to textual cyberbullying, these social networks also provide potential perpetrators to
harass the victim though posting harmful images or insulting videos instead of just posting mean
comments. Moreover, an in-depth analysis of the correlation between the media contents and
cyberbullying behavior can also better our understanding of cyberbullying behavior in online social
networks. Finally, delving into the details of cyber-aggression and cyberbullying and investigating
the potential distinguishing factors between these two behaviors are also some untapped areas of

future research.

3.3 Cyberbullying Detection Techniques

In this section, researches focusing on effective and efficient cyberbullying detection techniques
are outlined briefly.

Researches have been proposed based on text mining paradigm for detection issues that are
closely related to cyberbullying such as such as online sexual predator recognition [62] and spam

detection [108]. Modeling the detection of textual cyberbullying has been a cornerstone of cyber-
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bullying research [31] where the problem of cyberbullying detection in Twitter was decomposed
into a problem of detecting discussions on sensitive topics, thus rendering the problem into a text
classification sub-problem. Three topics were identified as sensitive: sexuality, race/culture, and
intelligence. Upon collecting comments pertaining to the aforementioned sensitive topics, the final
step was to determine the profanity content of those comments in order to detect cyberbullying.
JRip classifier was reported to be the best performing classifier in this technique.

Comparison of different approaches to building effective machine learning classifiers for cy-
berbullying have also been investigated [27], namely human expert system, supervised machine
learning model and a hybrid system combining both the machine learning and the expert system.
Labeled data from YouTube was used to evaluate each of these three systems. In the evaluation, it
was reported that the expert model outperformed all the machine learning models. The machine
learning models’ sensitivity to the class skew of the data-set (10% bullying and 90% non-bullying)
was attributed to this under-performance. The hybrid approach was reported to have performed
better than both the expert model and the machine learning model. Other techniques such as build-
ing query terms of phrases and words pertaining to cyberbullying have been developed in the past
to detect instances of cyberbullying. In [63], the researchers used labeled data from FormSpring.me
and went on to build the most effective query terms for efficient detection of cyberbullying lever-
aging two models: language and machine learning. It was reported that the terms generated by
the machine learning model were the better performing one, yielding both high recall and precision
than its language model counterpart.

Initial works in cyberbullying detection techniques have mostly concentrated on the con-
versations’ content though they did not attend to the characteristics of the actors involved in
cyberbullying. Social studies demonstrated that men and women bully each other in a different
way. For example, women tend to employ aggressive communication styles, such as excluding some-
one from a group of conspiracy against them whereas men tend to use more words and phrases
threatening outrage [211, [75]. In [4, [75], it was shown that pronouns like “I”, “you”, “she”, etc. are

used more by females and noun specifiers such as,“a”, “the”, “that” are used prominently by males.
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These findings motivated several cyberbullying researchers to include gender-specific information
in cyberbullying detection techniques. Gender-specific information in online social networks has
been reported to be useful in improving the performance of a cyberbullying detection system [26].

Graph models in OSNs have also been actively used in cyberbullying research. Researchers
in [76] presented a graph model to extract cyberbullying network. This then led to identifying the
most active predators and victims through a ranking algorithm. They improved the classification
performance by applying a weighted TF-IDF function, in which bullying-like features were scaled
by a factor of two. Techniques to detect cyberbullies and cyber-predators have also been proposed
in the past[62] [73] . A cyber predator is a person who uses the Internet to hunt for victims to take
advantage of them in several ways, including sexually, emotionally, psychologically or financially.
Cyber predators know how to manipulate kids, creating trust and friendship where none should exist
[51]. Online sexual predator related researches identified communication and text-mining techniques
to differentiate predators and victims by analyzing the one-to-one conversations [62], [73]. In [57],
the online predator detection problem was partitioned into two sub-problems, namely identifying
predators and recognizing predator’s conversation techniques/lines for identifying them [75]. Three
stages were then proposed: pre-filtering stage, feature extraction stage, and classification stage.
For the feature extraction stage, two categories of features were leveraged: lexical and behavioral
features [75]. Lexical features were described as those features that could be derived from the raw
text of the conversation between the victim and the potential predator, for example, unigrams and
bigrams [84], [113], number of emoticons used and the weighted TF-IDF or the cosine similarities.
The behavioral features included the number of questions asked, intention(grooming, hooking) to
capture the action of the users [75].. For classifying predators, several approaches were investigated

by the researchers, namely, decision trees [61], Neural Network [I13] and Maximum-Entropy [35].

3.4 Systems, Applications and Tools

Several applications, systems, and tools have been developed in recent years to detect po-

tential cyberbullying instances. Some of these applications were developed for the guardians to
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help them protect their youth from the adverse consequences of cyberbullying in online social net-
works. Other proposed tools work independently of the guardians and try to contain the impacts
of cyberbullying by negating the negative/profane comments on the victim’s online social network
profile.

The youth monitoring applications include Net Nanny, eBlaster and IamBigBrother [120] 121],
52]. These applications make use of packet sniffer, which examines all the outgoing and incoming
traffic in a network and then apply a filter to only see the useful blocks of data [I09]. There
are several problems regarding this approach, for example, they are too intrusive and require the
guardians to gloss over many trivial data. Moreover, these tools are based on simple keyword
detection and not a sophisticated classification algorithm [109].

Applications have also been proposed to support cyberbullying victims in online social net-
works. One such tool, iAnon [5] automatically detects Ask.fm users who are at risk and allows
third-party “do-gooders” to anonymously send friendly encouraging messages to the victims. The
idea is to help mitigate feelings of depression and loneliness that are often felt by victims of cy-
berbullying by providing an online support system. In order to detect the vulnerable users for
depression and anxiety due to cyberbullying, the authors first detect individual posts that have
traces of cyberbullying in them. If the ratio of bullied posts over the number of non-bullying posts
exceeds a certain threshold, the authors classify the users as being at risk and thus making him /her
a candidate for the iAnon.

Because the online social networks have thousands of users with millions of comments, images
and videos pouring in every hour, it is imperative for a cyberbullying detection system to take into
account the scalability issues. Scalability has been a major aspect of research in building real-time
systems for different services, for example, malware detection services [98]. Scalability is a major
area of research in flasher detection in online video chat services as well [122] where the researchers
developed a real-time misbehavior detection system for Chatroulette, an online video chat service.

Although some applications have been developed for cyberbullying, these are more or less

based on word-based detection of profanity. Design and implementation of a scalable and responsive
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cyberbullying detection system that alerts the guardians when a potential cyberbullying instance

takes place in a victim’s profile is still an unexplored research area.



Chapter 4

Detection of Cyberbullying Instances in Vine, a video-based Social Network

Mobile social networks like Instagram, Vine, and SnapChat are booming in popularity,
spurred by the revolution in smart-phone usage, and therefore represent a natural target for inves-
tigating cyberbullying. Vine (purchased by Twitter) in particular is interesting because it offers
the opportunity to explore cyberbullying in the context of video-based communication, which has
been gaining popularity recently. Vine is a mobile application that allows users to record and edit
six-second looping videos, which they can share on their profiles for others to see, like and comment
upon. Cyberbullying can happen in Vine in many ways, including posting mean, aggressive and
hurtful comments, recording video of others without their knowledge and then sharing the Vines as
a way to make fun of or mock them, and playing “the slap game” in which one person records video
while another person slaps or hits a person in order to record a reaction. They later share the Vine
for the world to see. There are even violent versions called “knock-out” where someone punches
an unsuspecting person in an attempt to knock them out [37]. Figure provides an illustration
where the profile owner is victimized by hurtful and aggressive comments posted by others.

In the following research, a distinction between cyberaggression and cyberbullying is made.
Cyberaggression is defined as a type of behavior in an electronic context that is meant to intention-
ally harm another person [65]. Cyberbullying is defined, in a stricter and more specific way, as an
aggressive behavior that is carried out repeatedly in OSNs against a person who cannot easily defend
himself or herself, creating a power imbalance [65], 86]. Thus in order to understand cyberbullying,

the factors of repetition of aggression and imbalance of power must be taken into account.
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Figure 4.1: An example of cyberbullying on Vine. The image is just a snapshot of the 6-second
video.

This chapter makes the following contributions:

e [t investigates cyberbullying behavior in Vine, a video-based mobile social network by label-
ing the videos along with the comments associated with them according to the appropriate

definition of cyberaggression and cyberbullying.

e [t presents a thorough analysis of the labeled videos, the associated comments, different
features, and meta-data of the media-sessions and the relationship between these features

and both cyberaggression and cyberbullying.

e [t presents an elaborate development and evaluation of classifiers to effectively identify
instances of cyberbullying based on the labeled data and all the features associated with

the videos and comments.
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4.1 Data Collection and Labeling Methodology

The following subsections briefly describe the data collection from Vine and the labeling

methodology used to label cyberbullying instances.

4.1.1 Data Collection

To collect data from Vine, we applied the snowball sampling method [10] in which we selected
one random user ug as a seed and then collected all the users that wu, is following. We then repeated
this process for each new user u;, i.e., collecting all users followed by u;. The reason that we traversed
the following link instead of the follower link is that in social networks like Vine, there are some
well-known celebrities and popular users who tend to have a lot of followers, whereas it is relatively
rare to come across a user who is following a large number of users. Thus, to keep the number of
users in the network manageable, we traced the following network. By applying the aforementioned
policy, we collected Vine information for 59, 560 users. For each user, we collected the user-id and
profile information such as user-name, full name, location (if any), profile description, number of
videos posted by that user and the post-ids, the number of followers who follow that user and their
user-ids and the number of users that the user is following and their user-ids. After collecting all
the videos posted by these users, we collected all the comments associated with the videos, user-ids
of the users who commented on that video, total number of likes and user-ids who liked that video,
number of times that video has been viewed and the number of times it was re-posted or shared by
some other users. We refer to each posted video along with all the likes and comments associated
with it a media session. In total, about 652K media sessions were collected.

After collecting the media sessions, we selected those media sessions that have at least 15
associated comments. Reasons for this particular filtering are twofold. Firstly, As it can be seen
from Figure the percentage of posts in Vine having less than 15 comments is quite low. Secondly
and most importantly, our ultimate goal was to detect cyberbullying in the media sessions, and in

order to identify cyberbullying in a media session, we needed a sufficient number of comments so
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Figure 4.2: CCDF Distribution of media sessions’ comments in Vine

that our labelers could make a contextual assessment of the frequency /repetition of aggression that
fits the definition of cyberbullying [65] [86].

This filtering gave us 436K media sessions. We computed the profanity of each one of these
media sessions. For this purpose, we followed the profanity word dictionary provided in [114]. We
considered a comment in a media session profane if that comment had at least one profane word
in it. We acknowledge the fact that cyberbullying can also take place where profane words are
not used but we felt that detection of profanity word usage would give us good insights into an
important form of cyberbullying occurring in media sessions.

Figure shows the complementary cumulative distribution function (CCDF) [115] of the
percentage of profanity for our media sessions. We called a media session z percent profane if
x percent of the comments associated with that media session had at least one profane word in
it. The figure shows that most of the media sessions have less than 25 percent profanity. The
fraction of media sessions with more than 40 percent profanity was fairly low. A key finding
of this profanity analysis of media sessions is that in Vine, the percentage of high

profanity-containing media sessions is quite low.



19

k)

Fraction of media sessions (P(K>=k))
00 02 04 06 08 10

(-]
(-]
(-]
(-4
o
(-]
(-]
(-]
(-]
(-]
(-]

0] 20 40 60 80 100
Profanity Percentage(k)
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Figure 4.4: Distribution of media sessions with different percent of comments containing profanity.

Our next step was to collect a sub-sample from these media sessions so that we could conduct
our labeling survey. For this purpose, we created 6 bins where each bin represented a range of %

of comments with profanity. The ranges we selected are 0 ~ 10%, 11 ~ 20%, 21 ~ 30%, 31 ~ 40%,
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Figure 4.5: Complementary Cumulative Distribution Function (CCDF)of the number comments
for both the sampled and complete set of media sessions

41 ~ 50% and lastly 51 ~ 100%.

Figure [1.4] shows the distribution of media sessions associated with each of these bins. After
that, we randomly sampled 170 media sessions from each of the first 5 bins and 119 media sessions
from the last bin, as it had only that many media sessions. That gave us in total 969 media sessions,
each belonging to a distinct user, providing a broad distribution of media sessions with differing
profanity for our labelers.

After sampling, we compared the post comments associated with the 969 sampled media
sessions with the complete set of 435876 media sessions. Figure shows the CCDF of the number
of comments received in the complete set of media sessions and the sampled set of media sessions.
It can be seen that both the sampled and the complete set follow the same distribution until the
point where the number of comments received is around 500. After that point, the complete set of
media sessions show a long tail. We hypothesize that the reasons for this phenomenon are twofold.
Firstly, there are some popular users in Vine who tend to have a lot of followers and therefore a

lot of comments on their media sessions. Secondly, Vine supports Revining, which allows a certain
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Figure 4.6: Complementary Cumulative Distribution Function (CCDF)of the number of followers
and followings for both the sampled and complete set of users

user to repost a video from someone’s profile in his/her own profile. In this particular case, all the
comments the user receives in his profile are actually associated with the original video that was
posted in the original user’s profile. So the more a user’s video gets revined, the more comments
will be associated with that media session. So we think the popular user’s media sessions that were
revined a lot of times by others might have contributed for the long tail.

In addition to this, we compared the number of followers and followings for the complete
set of 59560 users with the distinct 969 users whose media sessions have been sampled. Figure
shows the CCDF of the number of followers and followings for both the sampled and complete
set of users. It can be seen that both the sampled set and the complete set of users show the
same distribution for the number of followings. But when it comes to the number of followers, the
complete set of users has a longer tail compared to the sampled set. We attribute this happening
to the presence of a considerable number of popular users like celebrities, artists, band profiles etc.
in the complete set of users. We can also see that the distribution of followers for the sampled

users falls slowly compared to the complete set of users. This is because the sampled set of users
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was collected after we collected and sampled the media sessions with each media session falling
into a different bin. Because we have bins where we have media sessions with 40 or 60 percent
negative comments, it is really hard to find a media session from a popular user who has thousands
of comments with a considerable amount of negativity. So the sampled users are much less likely
to be popular compared to the complete set of users, which is why their distribution of the number

of followers falls more slowly.

4.1.2 Labeling Methodology

In this section, we outline the way we designed our labeling survey for the set of media
sessions we sampled from the complete set of media sessions as described in Section While
designing the survey, our first goal was to choose the appropriate definitions of cyberbullying and
cyberaggression. In order to understand cyberaggression and cyberbullying in Vine, we designed
our survey to incorporate both the video shared and its associated comments so that the human
labelers could make an informed and contextual decision when participating in the survey. Figure
[4.7 depicts an example of an instance of a media session in our survey. The video is on the left while
a scrollable interface contains all the comments associated with that shared video along with the
user-names who commented to help the participants decide whether the aggressiveness is repetitive.
With the help of an expert in Behavioral Science, we decided to ask the labelers two questions,
whether the media session is an instance of cyberaggression or not and whether the media session
is an instance of cyberbullying or not. Prior to labeling, participants were given the definitions and
distinctions between cyberbullying and cyberaggression along with related examples. Each media

session was labeled by five contributors.

4.1.3 Quality Control

Because we used CrowdFlower, a crowd-sourcing website, we had to make sure the par-
ticipants were of the highest quality. First, to make sure that the prospective participants were

elaborately trained prior to the participation, they were given clear instructions explaining them
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Figure 4.7: An example of cyberbullying labeling. The labeler would be shown the 6-second video,
though here we can only show a snapshot of the video. The comments associated with the media
are on the right in a scrollable interface.
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Table 4.1: Survey Statistics

Results
Trusted Judgments 4795
Untrusted Judgments 156
Average Test Question Accuracy-trusted 86%
Average Test Question Accuracy-untrusted 44%
Average Test Question Accuracy-all 69%
Total Contributors 106
Agreement on Cyberaggression question 76.6%
Agreement on Cyberbullying question 79.49%

the distinctions between cyberaggression and cyberbullying along with answers to some example
set of media sessions. After that, to filter out users with questionable quality, the potential labelers
were asked to answer a set of test questions. The labelers needed to answer a minimum number of
test questions to be qualified to participate in the survey.

In addition to using the test questions, random test questions were asked in the middle of the
actual survey to monitor the quality of the survey. To ensure that the users did not just rush through
the job, a minimum threshold amount of time was also set to filter out labelers who hurried through
the job because we assumed that at least a minimum amount of time was required to carefully peruse
the comments associated with the media session and give contextually knowledgeable answers to
the questions asked in the survey. It is worth mentioning that the demographics of the
labelers such as age, gender, were not taken into account during the whole process.
We acknowledge that labeling cyberbullying is a subjective matter that might depend
on the demographics of the labelers. We leave exploring the relationship between the

demographics of the participants and their labeling decisions as a future work.

4.2 Analysis of Cyberbullying Labeling

Each of the sampled media sessions were submitted to CrowdFlower for labeling of cyberag-
gression and cyberbullying by five different participants. The incentive for the survey was money.

Table shows the statistics of the survey. A judgment was considered trusted if the trust score
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was at least 0.8, which was computed by CrowdFlower by incorporating the contributor’s perfor-
mance in answering the test questions and his/her overall trust score in CrowdFlower [24], thus
giving us in total 4795 trusted judgments for 959 media sessions with 10 test questions. Average
test question accuracy percentages for the trusted, untrusted and all contributors were 86%,44%
and 69% respectively. The contributors showed 76.6% and 79.49% agreement for the two ques-
tions, namely whether the media session constituted cyberaggression or not and whether the media

session constituted cyberbullying or not.

w Bl Cyberaggression
Q 8 @O Cyberbullying
rS) -
> o
i 0.25
§ o o 0.22

o 1 .21 0.21 0.2
(72] N
[<5) - .18
= °
= 0.15]
8 — 0.14
5 9
g o 0.07
8 0.0

_ .04

©
S
L o

o

o

(0] 1 2 3 4 5

k votes given to cyberbullying and cyberaggresion

Figure 4.8: Fraction of media sessions that have been voted k times as cyberaggression and cyber-
bullying.

During the survey, CrowdFlower assigned a degree of trust [24] to each labeler that was
computed from the percentage of correctly answered test questions. This was then incorporated
with the majority voting method [116] to assign a confidence level to each survey question’s answer
[25]. We took into account this weighted confidence level given by CrowdFlower to decide whether
a label was dependable or not. By taking the answers with a confidence level of 50 percent or
more, we show in Figure the distribution of the labeled answers for the questions asked about

cyberaggression and cyberbullying. A higher number of votes for a particular question for a given
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media session means higher trust and confidence level for the given answer. Five votes for a question
mean an agreement that is unanimous. Figure shows the percentage of media sessions that has
been voted k times as cyberaggression and cyberbullying respectively. As it can be seen from the
figure, most of the probability mass is around 0, 1,2 number of votes for both cyberaggression and
cyberbullying. Also, it is seen that only 0.21 and 0.14 fraction of the sampled posts have received
4 or more votes for cyberbullying and cyberaggression respectively, which shows that labeling
cyberaggression and cyberbullying is less unanimous than for Instagram [49]. Further investigation
is needed to identify whether the motion/looping videos exhibited in Vine media sessions are a

contributing factor for this lack of unanimity among labelers.
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Figure 4.9: Percentage of posts labeled as instances of cyberbullying and cyberaggression for each
profanity percentage bins

Next, we show in Figure[4.9]the percentage of the media sessions labeled as cyberbullying and
cyberaggression for each profanity bins. The figure clearly shows a pattern of increasing instances
of cyberaggression and cyberbullying as the profanity percentage in the media session increases.
However, out of media sessions with more than 50 percent profanity, only 54 and 61 percent of

media sessions have been labeled as cyberbullying and cyberaggression respectively. This strongly
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suggests that we cannot simply employ the percentage of profanity in a media session as the primary
indicator of cyberaggression or cyberbullying. Our classifier will need to be more sophisticated. As
a result, we were able to claim that profanity in a Vine media session can be one of

the many indicators of cyberbullying but not the only one.
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Figure 4.10: Two dimensional distribution of number of media sessions as a function of the number
of votes given for cyberaggression versus the number of votes given for cyberbullying, assuming five
labelers.

Figure shows a two-dimensional heatmap investigating the distribution of media sessions
as a function of the number of votes each media session received for cyberaggression and cyber-
bullying. We plot this heatmap to understand the relationship between labeled cyberaggression
and labeled cyberbullying media sessions. From the figure, we see that a significant portion of
media sessions lies along the diagonal, which shows strong agreement between cyberaggression and
cyberbullying receiving the same number of votes from the labelers. This is expected as we know
cyberbullying is one form of cyberaggression so if there is an instance of cyberbullying in a media
session, it is also likely that the media session also exhibits cyberaggression. The strength of energy

along the diagonal slowly decreases along the diagonal as we move from low (0) to high number
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of votes (5) which means strong agreement for the media sessions in terms of receiving as low as
0 or 1 votes but not as much for votes as high as 5 votes. We hypothesize that this is because
determining whether a media session has cyberaggression was pretty straightforward. Thus, when
a media session had no cyberaggression it was most likely that the media session did not exhibit
cyberbullying too, which is why the top left the portion of the diagonal shows such strong energy.
On the contrary, determining whether a media session exhibited cyberbullying was not as straight-
forward as cyberaggression because the labelers had to take into account the imbalance of power
and repetitions of aggression. This is why when a media session shows a good amount of cyberag-
gression and thus receiving a high number (4, 5) of votes for it, there is not as much agreement for
cyberbullying.

The area below the diagonal also shows a fair amount of energy, which is for the media
sessions that have more cyberaggression votes than cyberbullying votes. This means there are a
good portion of media sessions (300 out of 969) that received more votes for cyberaggression than
cyberbullying. If we look more closely, we observe that, of the media sessions that received as few
as 0 or 1 votes for cyberbullying, a good portion of them (162) received as high as 2,3 or 4 votes for
cyberaggression. This analysis enabled us to claim that in Vine, not all media sessions
that exhibit cyberaggression are instances of cyberbullying.

We also observe a small fraction of media sessions(45) that lies just above the diagonal,
which means some labelers have labeled a media session as cyberbullying but not cyberaggression.
When we investigated these labeled data, we saw that the confidence scores for the cyberbullying
questions of these media sessions were almost close to 50%. The way CrowdFlower assigns this
confidence score allows one question to have an answer for a media session as, for example, bullying,
to have a confidence score of more than 50% even if only two out of the five labelers tagged that
question as bullying. This happens when the trust scores of those two labelers are far greater than
the other two labelers. Surely enough, when we took a threshold of 60% confidence level to make
sure at least three labelers agree on an answer, only 10 of such media sessions prevailed. Moreover,

after performing a careful examination of these 10 media sessions, it was seen that those media
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sessions lacked any profanity but seemed more like prolonged arguments that contained lots of
barbed sarcastic comments among only two or three people. We suspect this collection of lengthy
arguments lacking profanity and containing thinly veiled sarcasm made the contributors label those

as cyberbullying but not as acts of aggression.
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Figure 4.11: Two dimensional distribution of number of media sessions as a function of the number
of votes given for cyberaggression for different profanity bins, assuming five labelers.

To further understand the loose relationship between profanity and both cyberaggression and
cyberbullying, we plot two heatmaps in Figure and From the two heatmaps, it can be
seen that a significant number of media sessions with a very high percentage of profane comments
received as low as 0 or 1 votes for both cyberaggression and cyberbullying. This again clearly
shows that just profanity word usage alone in the comments of a media session cannot be the
only indicator of whether a media session is an instance of cyberaggression or cyberbullying. For
example, we observed many users who employ profanity words as a show of affection. However, there
is still a trend in which the main energy/mass for media sessions with low profanity percentages
is concentrated among low numbers of votes for cyberaggression and cyberbullying, while media

sessions with higher profanity percentages concentrate their mass around higher numbers of votes



30

54

a8
142

[=)]

c

£

= 136

2

8

o 30

o

8

= 24

8

o

>

0-10 11-20 21-30 31-40 41-50 51-100
Profanity bins

Figure 4.12: Two dimensional distribution of number of media sessions as a function of the number
of votes given for cyberbullying for different profanity bins, assuming five labelers.

for cyberaggression and cyberbullying. This shows that although profanity usage cannot be
the only indicator, it has the potential to be one of the indicators to identify instances

of media sessions in Vine that exhibit cyberaggression and cyberbullying.

4.3 Classifier Performance

Based on the labeled data from CrowdFlower, we proceeded to design and evaluate classifiers
that could detect cyberbullying behavior in Vine. In this section, we sketch the approaches we
undertook in developing the classifier. The following subsections are organized as follows: subsec-
tion describes the features we considered to develop our classifier, subsection discusses
the pre-processing techniques we used prior to designing the classifier and finally subsection [4.3.3

investigates different classifiers’ performances with the features considered.



31
Table 4.2: Features Considered

profile owner features | number of followers, number of followings, user description polar-
ity, user description subjectivity

media session features | number of likes, number of comments, number of revines, media
caption polarity, media caption subjectivity

comment features percentage of negative comments, average number of profane
words per comment, average negative comment polarity, average
negative comment subjectivity, average profile-owner comment po-
larity, average profile owner comment subjectivity, average other
comment polarity, average other comment subjectivity

4.3.1 Feature Description

To design the classifier, we considered, in total, three categories of features: profile owner
features, media-session features and comment features. To extract sentiment information, we use
python sentiment library [7I]. The library gives as output polarity and subjectivity value of a
particular text. Texts have a polarity (negative/positive, -1.0 to +1.0) and a subjectivity (ob-
jective/subjective, 40.0 to 4+1.0) showing how negative and subjective a particular text is. The
library is reported to have an accuracy of 75 percent [71] when applied to an English movie review
data-set [83]. This convinced us to use this library to extract sentiments from the texts when de-
signing sentiment features. The features considered for the aforementioned three types are shown in
Table The profile owner features include features belonging to the particular user information,
for example, number of followers and followings and so on. The media session features contain
features that belong to a particular media session shared by a user, for example, number of likes
and comments for that media session. Comment features include textual and sentiment features

extracted from the set of comments belonging to a particular media session.

4.3.2 Pre-processing

Before extracting the features from the labeled media session data-set, we employed several
pre-processing techniques to the texts, namely removing white spaces, unrecognized characters,

punctuation and making the text lower case. We tagged a particular comment as negative when



Table 4.3: Brief Description of Features Used

Description Range
Profile number of followers total number of users follow- | 0-1
owner ing this user
features
number of followings total number of users this user | 0-1
follows
user description polarity polarity of the user descrip- | 0-1
tion text on the profile
user description subjectivity | subjectivity of the user de- | 0-1
scription text on the profile
Media number of likes number of likes for this media | 0-1
Session
Features
number of comments number of comments for this | 0-1
media
number of revines number of revines for this me- | 0-1
dia
media caption polarity polarity of the media caption | 0-1
media caption subjectivity subjectivity of the media cap- | 0-1
tion
Comment Percentage of negative com- | percentage of comments with | 0-1
Features ments at least one negative word in
them using [114]
average number of profane | ratio of total profane words in | 0-1
words per negative comment | the comments and total num-
ber of negative comments
average negative comment po- | average polarity of the nega- | 0-1
larity tive comments in the media
session
average negative comment | average subjectivity of the | 0-1
subjectivity negative comments in the me-
dia session
average profile owner negative | average polarity of the nega- | 0-1
comment polarity tive comments posted by the
profile owner
average profile owner negative | average subjectivity of the | 0-1
comment subjectivity negative comments posted by
the profile owner
average other negative com- | average polarity of the nega- | 0-1
ment polarity tive comments posted by oth-
ers
average other negative com- | average subjectivity of the | 0-1

ment subjectivity

negative comments posted by
others

32
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there was at least one negative word in it according to the negative word dictionary [I14]. To
extract sentiments, we used the python library as described in section We did an average of
the sentiment polarity and sentiment subjectivity of all the negative comments, negative comments
belonging to the profile-owner and others individually. This was done with the intuition that in a
cyberbullying media session, the profile owner is prone to react to the negative comments posted
by others by more negativity, for example, anger or sadness. The same approach for extracting
sentiments was done for the captions belonging to the media and texts belonging to the user
description text.

After extracting the features, min-max normalization was applied to the feature vector to fit
the values of the features into a range from 0 to 1. The ranges for the features after the min-max
normalization process along with a brief description of the features are shown in Table [4.3] We
applied L1 Regularization for feature selection [80]. Others features were considered as well, for
instance, media loop count, average polarity /subjectivity of the comments for a media session. We
only present the features, techniques, and approaches that gave us the best performing classifier in

terms of accuracy, precision, and recall, as described in section [£.3.3]

4.3.3 Classifier Investigation

Based on the labeled data from CrowdFlower, we proceeded to design and evaluate classifiers
that could detect cyberbullying behavior in Vine using the features described in section [4.3.]
and During the survey, CrowdFlower assigned a degree of trust to each labeler that is
computed from the percentage of correctly answered test questions. This degree of trust was
then incorporated with the majority voting method to assign a confidence level to each survey
question’s answer. We take into account this weighted confidence level given by CrowdFlower to
design our classifier. By taking the labeled media sessions with at least 60% confidence to make
sure we had at least 3 out of 5 people agreeing on the labeling, we saw that about 31% of the
media sessions were labeled as cyberbullying, which created an unbalanced data set. To make

the data-set balanced, we applied Synthetic Minority Over-sampling Technique (SMOTE) [18] and
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used 10-fold cross validation [I17] to evaluate the performances of the classifiers. Several classifiers
were employed namely AdaBoost, DecisionTree, Random Forest, Extra Tree classifier, SVM Linear,
SVM Polynomial, SVM RBF (radial basis function), SVM Sigmoid, k-NN, Naive Bayes, Neural
network classifiers like Perceptron, Ridge classifier and Logistic Regression. When investigating the
classifiers’ performances, we used several combinations of the three types of features that gave the
best performances in terms of accuracy, precision and recall (by applying L1 Regularization [58]).
In addition to the accuracy, we also considered precision and recall to reduce the false positives and
negatives. Only those feature combinations were considered that helped the classifiers to attain the

maximum accuracy, precision, and recall.

Table 4.4: Different classifier’s accuracy percentage performance using media, user and comment
features

Metrics
Accuracy| Precision | Recall | bullying bullying
Precision Recall
User k-NN 56 56 56 56 53
AdaBoost 56 56 56 55 52
RandomForest | 70 65 64 67 63
ExtraTree 67 70 67 70 60
Media LogisticRegression | 60 60 60 60 55
AdaBoost 64 65 64 65 59
ExtraTree 72 74 72 79 60
Comment | LogisticRegression | 72 78 76 79 76
AdaBoost 76 80 72 81 74
RandomForest 75 79 76 74 70
SVM RBF 70 79 70 79 70
SVMLinear 71 80 71 80 69

Table shows the best performing classifiers’ performance when using the profile owner,
media session and comment features. In addition to the accuracy, precision and recall metrics,
we also considered two other metrics namely cyberbullying precision and cyberbullying recall that
illustrate the precision and recall performance of the classifiers for the cyberbullying class. The
reasons for including these two additional metrics are twofold [58]. First, data-set that we used to

train and evaluate our classifier was imbalanced. Sometimes high accuracy in imbalanced data-sets
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can be misleading because high performance in the majority class can also lead to overall high
accuracy [58]. Second, in this problem setting, we wanted to make sure the penalty for missing
the minority class, that is cyberbullying class, is more. Only the results of the classifiers that
yielded the best results across these five evaluation metrics are presented in the table. We applied
several combinations of the first three types of features namely profile owner features, media session
features, and comment features and found that just by using comment features, AdaBoost classifier
gave an accuracy, precision, recall, cyberbullying precision, cyberbullying recall of 76,80,72,81 and
74 respectively. , we created two sets, namely sets with media sessions with less and more than 30
percent profanity in the comments respectively to further examine our best performing classifier’s
performance. We found that the precision and recall scores of AdaBoost were 63 and 91 percent
for the media sessions with less than 30 percent profanity. For media sessions with more than 30

percent profanity, the precision and recall scores were 77 and 76 percent respectively.

4.4 Conclusions

This chapter makes the following contributions. To our knowledge, this is the first research
paper to conduct a detailed investigation of cyberbullying in the context of a video-based mobile
social network, namely Vine. An appropriate definition of cyberbullying was given that differen-
tiated itself from cyberaggression by including repetition of aggression and imbalance of power in
an electronic context. Then, that definition was incorporated in labeling the media sessions of
Vine. Next, detailed analyses of the labeled media sessions were performed. Finally, using the
labeled media sessions and features derived from user, media session, comment meta data, different
classifiers’ performances are presented across different performance metrics.

The key findings from this research are as follows. First, we found that the percentage of high
profanity-containing media sessions in Vine is quite low. Second, we discovered that a significant
fraction of the high profanity-containing media sessions was not labeled as cyberbullying, though
in general there was a trend towards increasing identifications of cyberbullying as the percentage

of profanity increased. This suggested that the percentage of profanity in media sessions should
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not be used as the sole indicator of cyberbullying, but should be supplemented by other input
features to the classifier. Third, we found that not all media sessions that exhibit cyberaggression
are instances of cyberbullying, validating the need to apply a stricter definition of cyberbullying.
Fourth, we demonstrated that AdaBoost achieved the best classification performance, using a

combination of profile owner, media session, comment features and unigrams.
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Chapter 5

Identifying Differentiating Factors for Cyberbullying in Vine and Instagram

The past decade has seen an unprecedented growth of Online Social Networks (OSNs). Un-
fortunately, this rise has also paved the way for online predators, stalkers and cyberbullying to
wreak havoc on the psyches of potential victims. The threats of cyberbullying in these social net-
works are constant, pervasive and expansive and have led to some very serious consequences. It
has been reported that in the United States alone, more than fifty percent of teenage OSN users
have been affected by the threat of cyberbullying [23]. Cyberbullying has the potential to be more
damaging than real-life bullying since it follows children and teens outside of their schools, e.g.,
even in their homes where they were safe earlier. The factors of availability and relentlessness make
cyberbullying a very serious threat to the potentially vulnerable victims. The constant threat of
cyberbullying in online social networks has led to devastating psychological effects in victims such
as nervous breakdowns, low self-esteem, self-harm, clinical depression and in some extreme cases,
suicides [45],[34]. In recent years, the pervasiveness and availability of social networks for cyberbul-
lying have resulted in the suicide of numerous teens [36, 105 [I1]. Therefore, a holistic and elaborate
research to identify the differentiating factors for cyberbullying is of paramount importance.

In this chapter, we focus on the analysis of cyberbullying on Instagram and Vine, which are
especially popular with the current youth. Cyberbullying in Instagram can happen in different
ways, including sharing a humiliating/insulting/edited image of a victim, posting mean and hateful
comments on victim’s profile, including aggressive captions on shared media or hash-tags, or even

creating fake profiles pretending to be someone else [I00]. Vine is a popular video-based social
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network that allows its users to record and edit six-second looping videos, which they can share on
their profiles for others to see, like, revine and comment upon. Cyberbullying can happen in Vine
in many ways, including posting mean, aggressive and hurtful comments, recording video of others
without their knowledge and then sharing the Vines as a way to make fun of or mock them, and
playing “the slap game” in which one person records video while another person slaps or hits a
person in order to record a reaction. They later share the Vine for the world to see. There are even
violent versions called “knock-out” where someone punches an unsuspecting person in an attempt
to knock them out [37]. Figure provides an illustration where the profile owner is victimized

by hurtful and aggressive comments posted by others in Vine and Instagram respectively.

I'm #generous even to my
#haters

486 Loops

. o'te a waste of your ~
daddy's sperm. Your mom shouldve
swallowed you

. DONT FUCKING TALK
(OM AND DADIIN

ESPECIALLY MY DADIIN@ @@ 0@
L1111}

._at my fatwhite hairy
mencan ass, you railer cuntl

. Jand those stupid ass
emotcons? Get Me fuck outofhere!

Figure 5.1: Examples of cyberbullying in the (L) Vine and (R) Instagram online social networks.

In online postings, cyberaggression is defined as a type of behavior in an electronic context
that is meant to harm another person (e.g., verbal abuse from an anonymous user online). Cy-
berbullying is cyberaggression that is carried out repeatedly, against a person who cannot easily
defend himself or herself, and where the bully has power over the victim [65], 86]. Thus in order to
understand cyberbullying behavior, the factors of repetition of aggressive behavior and imbalance of
power between victims and perpetrators must be considered. Previous works [49] 48] have reported
that not all media sessions (shared media + associated comments) that exhibit cyberaggression
are necessarily instances of cyberbullying. In this chapter, we go deeper to identify distinguishing

features that differentiate cyberbullying postings from non-cyberbullying postings. In particular,
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we make the following contributions:

e We investigate whether the numbers of unique commenters, unique positive sentiment com-
menters, and unique negative sentiment commenters have any influence in making a media

session a cyberbullying one for both Vine and Instagram.

e We conduct a temporal analysis of all comments and comments belonging to the profile
owner to investigate any differentiating patterns between cyberbullying and non-cyberbullying

media sessions.

e We perform a text-content analysis of the comments associated with the media sessions to
check for any distinguishing factors between cyberbullying and non-cyberbullying media

sessions.

5.1 Data Set

We use labeled data from Instagram [48] and Vine from chapter [4] which label each media
session as an instance of cyberbullying, cyber aggression, both, or neither. The data was originally
collected using snowball sampling and labeled using the crowdsourcing work platform CrowdFlower
(See [48] and chapter {4| for the detailed methodology for data collection and labeling). To improve
the quality of our analysis, we filter the data-set to include only media sessions with a high con-
fidence score of being correct. For each media session, each judgment is given a trust score that
incorporates the overall trust score of a labeler with the score that the labeler got while answering
the test questions given on the survey (administered during the labeling process). This trust value
is, in turn, incorporated with the majority voting method to assign a confidence score to the label
given to a particular media session.

For our analysis, we only use media sessions with a confidence score of 90% or higher. For
Vine, this filtering reduced 983 media sessions to 42 cyberbullying media sessions and 213 non-
cyberbullying media sessions. For Instagram, this filtering reduced 2216 media sessions to 239

cyberbullying media sessions and 769 non-cyberbullying media sessions. The reason for using
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a high confidence score is twofold. Firstly, it means that the labelers were unanimous in their
labeling of a particular media session. Secondly, it gives us a manageable number of media sessions

to perform 3D temporal analysis of comments.

5.2 Analysis of Unique Commenters

We first investigate whether the number of unique commenters has any possible influence
when it comes to making a media session an instance of cyberbullying. Here, the number of unique
commenters means the number of distinct users who comment of a media session. We consider the
total number of unique commenters, the total number of unique positive sentiment commenters
and the total number of unique negative sentiment commenters. For this purpose, we take the
comments associated with the labeled media sessions for both Vine and Instagram and perform
sentiment analysis of all the comments using Python’s NLTK library. NLTK computes polarity
for each comment that shows how negative or positive a particular comment’s sentiment is. After
getting all the comments and getting their corresponding sentiments, we generate CCDF (Com-
plementary Cumulative Distribution Function) of the number of unique commenters (Figure ,
number of unique positive sentiment commenters (Figure and the number of unique negative
sentiment commenters (Figure vs the percentage of total cyberbullying (non-cyberbullying)
media sessions for Vine and Instagram, respectively.

In Figure [5.2] the red and blue plots stand for the cyberbullying and non-cyberbullying media
sessions respectively. The X-axis denotes the number of unique commenters and the Y-axis denotes
the percentage of cyberbullying (non-cyberbullying) media sessions out of total cyberbullying (non-
cyberbullying) media sessions having at least that many numbers of unique commenters. It is
evident from the figure that for both Vine and Instagram, the number of unique commenters tends
to have the same pattern for cyberbullying and non-cyberbullying. The same indistinguishable
trend for both labels is also seen for the total number of unique positive sentiment commenters
from Figure This means that for both Vine and Instagram, cyberbullying and non-

cyberbullying media sessions tend to have the same trend when it comes to the number
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Figure 5.2: CCDF of number of unique commenters vs percentage of total cyberbullying(non-
cyberbullying) media sessions for (L) Vine and (R) Instagram.
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Figure 5.4: CCDF of number of unique negative sentiment commenters vs percentage of total
cyberbullying (non-cyberbullying) media sessions for (L) Vine and (R) Instagram.

of unique commenters and the number of unique positive sentiment commenters.
However, for the number of unique negative commenters (Figure , cyberbullying and
non-cyberbullying sessions differ from one another. It is seen that, for both Vine and Instagram,
the number of unique negative commenters trend for cyberbullying media sessions falls much more
slowly than for non-cyberbullying sessions. The figure shows that the percentage of cyberbullying
media sessions having at least a certain number of negative unique commenters is much more than
that of non-cyberbullying media sessions. This means that cyberbullying media sessions are
likely to have more unique negative sentiment commenters for Vine and Instagram.
We believe this is because, in a cyberbullying media session, perpetrators often gang up against
the victim and thus spiking up the number of unique negative sentiment commenters. It can also
be seen that after 40 unique negative sentiment commenters, the non-cyberbullying trend starts
to show a long tail, which is not seen for the cyberbullying trend. This is because some non-
cyberbullying media sessions belong to celebrities and famous brands that have a large number
of comments from a large number of followers, and sometimes the commenters express awe with

expletives and/or swear words in those media sessions, thus contributing to the long tail.
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Figure 5.5: Polarity of negative sentiment profile owner comments as hours move on since the media
session has been posted for cyberbullying and non-cyberbullying Vine and Instagram media sessions.
(Vine cyberbullying upper left, Vine not-cyberbullying upper right, Instagram cyberbullying lower
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Figure 5.6: Subjectivity of negative sentiment profile owner comments as hours move on since the
media session has been posted for cyberbullying and non-cyberbullying Vine and Instagram media
sessions.(Vine cyberbullying upper left, Vine not-cyberbullying upper right, Instagram cyberbully-

ing lower left, Instagram not-cyberbullying lower right)



45

5.3 Temporal Analysis of Profile Owner Comments

We now conduct a temporal analysis of the negative sentiment comments belonging to the
profile owner, the person who posted the original media session. The intuition is that since the
definition of cyberbullying involves repeated aggression, the profile owners might also use negativity
to defend themselves against that repeated aggression. We also intuit that the profile owner’s
defensive negative sentiment comments are more likely to be spread across the temporal frame due
to the repetition of aggression in a cyberbullying instance.

Figure shows the temporal profile owner negative sentiment comment polarity (computed
by Python’s NLTK library) as the hours passed on since the sharing of the media session for Vine
and Instagram. The higher the bars, the more negative a particular comment is. The hours
delineate the number of hours passed since the sharing of the media by the profile owner. As
seen in the figure, the bars for the cyberbullying media sessions are much more spread across
the temporal frame whereas almost all the negative profile owner negative sentiment comments
for non-cyberbullying media sessions emerge within the first two weeks. For cyberbullying media
sessions, high bars even after a long time since the media has been shared indicate that repeated
aggression behaviors have been occurring in those media sessions even after a long time after
their emergence, which might have propelled the profile owners to defend themselves with negative
sentiment comments. In Instagram, almost all of the profile owner negative sentiment comments
for non-cyberbullying media sessions happen within one week of the time when the media session
is shared. Similar to Vine, for cyberbullying media sessions, the negative sentiment profile owner
comments are also spread across the time-frame. Both these figures confirm our intuition that for
cyberbullying media sessions, the profile owners are much more likely to post highly
negative sentiment comments spread across the temporal frame since the media is
posted than for a non-cyberbullying media session.

A similar temporal analysis is performed for the negative comments’ subjectivity that deter-

mines how severe a negative sentiment comment is. This value is obtained from Python’s NLTK
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library. Figure shows the subjectivity value of each negative sentiment comment belonging to
the profile owner as hours pass on since the media has been shared in Vine and Instagram respec-
tively. It is apparent that the subjectivity values of the profile owner’s negative sentiment comments
are comparatively much higher in the cyberbullying media sessions than those in non-cyberbullying
media sessions. This further confirms the observation that is seen from the temporal polarity anal-
ysis in the previous paragraph:the owners react to the repeated aggression by posting
negative sentiment comments with high subjectivity across the temporal frame in the
cyberbullying media sessions. For both Vine and Instagram, it is also evident that the highly
negative sentiment comments belonging to the profile owners are much denser in the cyberbullying

media sessions than the non-cyberbullying media sessions.

5.4 Temporal Analysis of Negative and Positive Sentiment Comments

Now we turn our attention to the temporal analysis of comments posted by other users on a
particular media session since the media session is shared. We perform the analysis on all negative
and positive sentiment comments where the sentiment was determined by using the Python’s NLTK
library. We do the temporal analysis for both negative and positive sentiment comments because we
think media sessions that are tagged as cyberbullying are more likely to have a higher concentration
of negative sentiment comments and lower concentration of positive comments, thus resulting in
the imbalance of power as per the definition of cyberbullying.

Figure shows the temporal comment polarity for all negative sentiment comments for a
particular media session since the sharing of the media session for Vine and Instagram respectively.
It is evident from both of these figures that the negative sentiment comments are much more spread
up across the temporal frame of each media session in the case of cyberbullying sessions than for
the non-cyberbullying sessions. The cyberbullying media sessions have a constant flow of high
negative sentiment comments pouring in, even after a considerable amount of time since sharing
of the media. On the contrary, the same cannot be said for the non-cyberbullying sessions as the

number of negative sentiment comments tend to go down as time moves on. We believe this is a very
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Figure 5.7: Polarity of negative sentiment comments as time moves on since the media session has
been posted for cyberbullying and non-cyberbullying media sessions in Vine and Instagram.(Vine
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Figure 5.8: Subjectivity of negative sentiment comments as time moves on since the media ses-
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important factor that can differentiate a cyberbullying media session from a non-cyberbullying one.
This shows that in the cyberbullying media sessions, the negative sentiment comments
persist even after a long time since the sharing of the media, which confirms the factor
of repetition of aggression in the definition of cyberbullying.

Next, we conduct the same kind of kind of temporal analysis to investigate the subjectivity
of the negative sentiment comments for cyberbullying and non-cyberbullying media sessions for
both Vine and Instagram. The intuition is that the cyberbullying media sessions should have more
negative sentiment comments with comparatively higher subjectivity, thus being more aggressive
which in turn results in cyberbullying. Figure shows the subjectivity values of all the negative
sentiment comments posted for the cyberbullying and non-cyberbullying media sessions since the
sharing of the media sessions for both Vine and Instagram. It is apparent from the figures that the
cyberbullying media sessions for both Vine and Instagram keep having negative sentiment comments
with very high subjectivity spread across the temporal frame since the sharing of the media session.
This results in the denser concentration of high bars for the cyberbullying sessions. So not only
the cyberbullying media sessions keep getting more negative sentiment comments even
after a long time since the media session is posted, but also the negative sentiment
comments tend to have more subjectivity than non-cyberbullying media sessions.

Now, we conduct a temporal analysis of the polarity of all the positive sentiment comments
for cyberbullying and non-cyberbullying media sessions for both Vine and Instagram. The expecta-
tion is that the cyberbullying sessions should have less concentrated positive sentiment comments,
thus rendering the effect of imbalance of power as delineated in the definition of cyberbullying.
Figure [5.9 shows the temporal comment polarity for all positive sentiment comments for a par-
ticular media session since the moment the media session has been posted for Vine and Instagram
respectively. From both the figures, it is seen that the density of positive comments coming
in for cyberbullying media sessions for both Vine and Instagram is much less than the
non-cyberbullying media sessions. This lesser concentration of positive sentiment comments

coupled with the denser concentration of negative sentiment comments with high subjectivity spread
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Figure 5.9: Polarity of positive sentiment comments as time moves on since the media session has
been posted for cyberbullying and non-cyberbullying media sessions in Vine and Instagram.(Vine
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across the temporal frame instigates the effect of imbalance of power and repeated aggression, thus
rendering the media session a cyberbullying one.

Finally, we group the comments belonging to a particular media session based on the time
they were posted. We create 7 temporal groups, namely, all comments that came in within the
first two hours since the media was shared, within the third hour to one day, within one day to one
week, within one week to one month, within one month to two months, within two months to six
months and comments that appeared after six months. The intuition of grouping of the comments
is two-fold. Firstly, we assume that each comment belongs to a discussion thread on a certain
topic that the commenters may have been talking about. Secondly, we try to analyze the overall
sentiment of these grouping of comments as temporal discussions to investigate any differentiating
pattern for cyberbullying.

Figure shows the negative sentiment of these group of comments together as a part
of a temporal discussion as time moves on since the sharing of the media. It is seen that for
both the social networks, the negative sentiment polarity of the discussions belonging
to cyberbullying media sessions show a higher level. The height of the bars indicates
high negative sentiment discussions. Also, the density of high bars for the cyberbullying sessions
in both of these figures indicate that the temporal discussions in the comment section of the
cyberbullying media sessions tend to be more negative than the non-cyberbullying discussions. It
is also evident that while for non-cyberbullying media sessions, the negative sentiment
temporal discussions tend to fizzle out as time moves on, that is not the case for the

cyberbullying media sessions.

5.5 Analysis of Comments

Finally, we perform a text-content analysis for the comments associated with a media session
for both Vine and Instagram. We consider the comments associated with a media session from part
of a discussion thread, and our goal is to determine the differences between a discussion thread of

a cyberbullying session and a discussion thread of a non-cyberbullying thread.
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Figure 5.11: Frequency distribution of words used for the cyberbullying and non-cyberbullying
media sessions’ comments in Vine and Instagram.(Vine cyberbullying upper left, Vine not-
cyberbullying upper right, Instagram cyberbullying lower left, Instagram not-cyberbullying lower
right)
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Figure 5.12: Top IDF valued distribution of words used for the cyberbullying and non-cyberbullying
media sessions’ comments in Vine and Instagram.(Vine cyberbullying upper left, Vine not-
cyberbullying upper right, Instagram cyberbullying lower left, Instagram not-cyberbullying lower

right)
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First, we devise a word frequency cloud for the cyberbullying and non-cyberbullying media
sessions for both the social networks to get an idea of the words that occur frequently. Figure
shows the frequency distribution of words of all the media sessions’ comments belonging to
cyberbullying and non-cyberbullying media sessions for Vine and Instagram respectively. It can
be seen from these figures that negative sentiment words are much more frequent in the
discussion comment threads of cyberbullying sessions.

Next, we do an IDF (Inverse Document Frequency) analysis of the media sessions’ comments
that measures how common a word is across all media session comment discussions for cyberbullying
and non-cyberbullying sessions. The difference between the frequency analysis and IDF analysis is
that frequency analysis only take into account the number of times a word appears in a discussion
thread whereas IDF analysis gives us words that are common across all cyberbullying and non-
cyberbullying comment discussion threads. Thus, a word that appears 10 times in 10 different
documents will have lower IDF than a word that appears 10 times in a single document. Figure
shows the commonly appearing words for cyberbullying and non-cyberbullying media session
comment threads for both Vine and Instagram respectively across all the corresponding media
session comment threads. The bigger a word is in the word cloud, the more common it is across all
the media session comment threads belonging to either cyberbullying or non-cyberbullying label. It
is evident that, as it was seen also from the previous paragraph, a cyberbullying media session
comment discussion thread is much more likely to have negative sentiment words.

To further solidify the aforementioned claim, we use the negative sentiment word list [53] and
find out the percentage of cyberbullying (non-cyberbullying) media sessions out of total cyberbul-
lying (non-cyberbullying) media sessions whose comment threads contain those negative sentiment
words. We intuit that negative sentiment words appear more in the cyberbullying media sessions
than the non-cyberbullying media sessions for both the social networks, thus forming a differenti-
ating factor for cyberbullying. We can see from Figures and negative sentiment words
are much more likely to appear in a cyberbullying media session’s associated comments than the

non-cyberbullying media sessions, thus further confirming our claim: a cyberbullying media
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Figure 5.13: Negative sentiment words vs percentage of cyberbullying (non-cyberbullying) media
sessions out of total cyberbullying (non-cyberbullying) media sessions’ comment threads containing
that word in Vine.
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Figure 5.14: Negative sentiment words vs percentage of cyberbullying (non-cyberbullying) media
sessions out of total cyberbullying (non-cyberbullying) media sessions’ comment threads containing
that word in Instagram.

session comment discussion thread is much more likely to have negative sentiment
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words.

5.6 Conclusions

To the best of our knowledge, this is the first research to investigate factors that differentiate a
cyberbullying session from a non-cyberbullying one for both Vine and Instagram, two media-based
online social networks. Labeled data that used an appropriate definition of cyberbullying has been
used to analyze the media sessions. We analyze the number of unique commenters, unique positive
sentiment commenters, and unique negative sentiment commenters. We then perform a temporal
analysis of the comments belonging to the profile owner and all comments respectively for both
social networks. Finally, we conduct a content analysis of the comment threads belonging to the
labeled cyberbullying and non-cyberbullying media sessions.

The key findings of this research are as follows. First, for both Vine and Instagram, cyberbul-
lying media sessions are more likely to have more unique negative sentiment commenters. Second,
in cyberbullying media sessions, profile owners are much more likely to post highly negative senti-
ment comments with comparatively higher subjectivity spread across the temporal frame since the
sharing of the media than in a non-cyberbullying media session. Third, in the cyberbullying media
sessions, negative sentiment comments persist with higher subjectivity even after a long time since
the media has been posted, which is not the case for non-cyberbullying media sessions. Fourth,
the density of positive comments coming in for cyberbullying media sessions for both Vine and
Instagram is much less than that for the non-cyberbullying media sessions across the temporal
frame. Fifth, the comment discussion threads across time units belonging to cyberbullying media
sessions show a high level of negative sentiment polarity than those belonging to non-cyberbullying
sessions. Sixth, while for non-cyberbullying media sessions, negative sentiment discussions tend
to fizzle out as time moves on, that is not the case for cyberbullying media sessions in Vine and
Instagram. Seventh, a cyberbullying media session comment thread is much more likely to have

negative sentiment words than a non-cyberbullying media session.
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Chapter 6

Scalable and Timely Detection of Cyberbullying in Online Social Networks

Unprecedented growth in the popularity of OSNs, especially among teenagers, has unfortu-
nately resulted in a significant increase in cyberbullying. The main differences between bullying
and cyberbullying are the facts that the Internet can help the perpetrators of cyberbullying hide
their identities, cyberbullying can be incessant because of the availability and access of the Inter-
net, and the possibility of cyberbullying being viral and exposing the victims to an entire virtual
world[I06]. Numerous instances [23] and devastating consequences of cyberbullying [36] [105] [11]
have led researchers to explore detection of cyberbullying incidents in OSNs like Ask.fm, Insta-
gram, Vine, Twitter etc. [48] [47, [68], [I7]. These works have mostly followed the methodology of
collecting and labeling data from OSNs and building cyberbullying classifiers. Past works have also
investigated the issue of identifying imbalance of power between perpetrators and victims, which
is a key feature of cyberbullying, and distinguishing between cyber-aggression and cyberbullying
[65], thus paving the way for highly accurate classifiers.

While progress has been made on the accuracy of classifiers for cyberbullying detection, there
are two key practical issues that have largely been ignored to date. The first issue concerns the
scalability of cyberbullying detection solutions. OSNs, of course, involve an enormous amount of
data, on the order of several hundred gigabytes per day. For example, it has been reported that for
Vine around 39 million videos have been shared since it was introduced [102] while for Instagram,
the amount of shared media is 40 billion[67].

The second issue concerns the timeliness of raising alerts whenever cyberbullying incidents



60

are suspected. Cyberbullying is different from traditional, face-to-face bullying, because it can
occur 24/7, and perpetrators can be anonymous and have easy access to sophisticated tools to
launch cyberbullying attacks. Furthermore, the consequences can be disastrous and it is extremely
important to provide the necessary support to the victims as early as possible. So, a timely detection
of cyberbullying is of paramount importance, so that an alert can be raised as soon as possible.
This chapter proposes a multi-stage cyberbullying detection solution designed to improve
the scalability and responsiveness of cyberbullying detection. To the best of our knowledge,
this chapter is the first to propose a scalable and responsive solution to cyberbullying
detection in OSNs. A key property of the solution is that it achieves sufficient classification
accuracy while accomplishing these two goals. The solution consists of two key components, namely,
a dynamic, multilevel priority scheduler for improved responsiveness, and an incremental feature
extraction and classification stage for scaling. Using online social networking data from Vine, we
demonstrate the utility of both of these components and show that our complete cyberbullying
detection solution is significantly more scalable and responsive than the current state-of-the-art.

We the following important contributions:

e We outline an incremental computational design for feature extraction and classification
that reuses previous classification results to reduce overhead with minimal impact on ac-

curacy.

e We introduce a dynamic, multi-level priority scheduler that assigns high preference to po-

tential cyberbullying media-sessions, thereby improving the responsiveness of the solution.

e Using real-world data from Vine, we show that our integrated system substantially improves
the scalability of cyberbullying, making cyberbullying detection feasible for Vine-scale social

networks.

e We further demonstrate how our system scales to monitor much larger, Instagram-scale

networks.
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6.1 Design Overview

Our goal of this research is to propose a cyberbullying detection system with two key charac-
teristics, namely, scalable enough to handle large OSNs without sacrificing accuracy and timeliness
of raising an alert when a cyberbullying instance takes place. To this aim, we face two key chal-
lenges. First, how to scale up the system while retaining a reasonable detection performance.
Second, how to design a system so as to make sure an alert is raised as soon as a cyberbullying
instance takes place while monitoring a large number of media sessions(media and its associated
comments in Instagram or Vine). In the following subsections, we describe the two components of

our system that address these challenges.

6.1.1 Incremental Classifier

X, : saved feature vector values for n comments from before for all features;
én : new comments to be processed;
X! . feature vector value of i-th feature for n comments;
Xgn : feature vector value of i-th feature for dn comments;

| X5 |: number of total features;
forall 7 in 1,2,...,|X,| do

‘ ¥ von X} +Compute(X§ );
end

Algorithm 1: IncrementalFeatureExtraction()

Our first challenge is to build a cyberbullying detection classifier that is scalable when it comes
to time and computing resources while also retaining sufficient classification performance. While
sophisticated deep learning classifiers have been recently introduced to solve complex problems
with high accuracy [56], 66], they come up with considerable computational baggage. For example,
n [56], the authors used deep learning in real time to process one 1080p video frame in 644ms
using Samsung S7 with leveraging high-performance GPUs(12 GPUs) and 4GB memory. While
it is tempting to use deep learning for our system, we want our classifier to be able to leverage
lightweight computational resources(Amazon AWS free tier 1GB memory, for example). In addition

to being computationally lightweight, we also want our classifier to be faster than the slower current
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state-of-the-art AdaBoost developed in chapter (as shown later in Table to classify when new
comments for a media session comes in, without sacrificing accuracy. We see that both these cases
(deep learning and AdaBoost), while being highly accurate, does not meet two key challenges,
being computational resource-wise lightweight and efficient, respectively when using our lightweight
computation resource constraints, mentioned above.

Our approach towards lowering computational resource scalability and improving efficiency
while retaining sufficient accuracy is to incorporate incremental computation [41], [40] into the
design of the potential classifier. Incremental computation reuses data from previous stages within
the current stage, thus resulting in less computational complexity. Traditional classifiers need to
execute a full run as each new datum arrives, e.g. new comment for a media session. Instead,
our approach reuses previous stages’ results and combines them with the new comments, thereby
reducing computational cost, rendering the solution scalable. We seek ways to apply this incremen-
tal approach to both feature extraction and classification stages of the potential classifier. To this
aim, we seek to employ a classifier that, during feature extraction stage, uses features which, by
nature can be incrementally linear in the sense that once the values corresponding to these features
have been computed for the first n comments, then when én new comments arrive, we only have
to compute the individual feature vector values for the new dn comments while reusing the values
for the previous n comments to compute the overall feature vector for the n + én comments. This
dramatically reduces resource and computation cost because this approach is driven by dn at each
run instead of n + dn. Algorithm [I] provides a pseudo-code of the incremental feature extraction
algorithm for our incremental detector. Similarly, the candidate classifier should also be able to
leverage this incremental approach during classification stage once the feature vectors are extracted
from new data.

We found that Logistic Regression (LR) was the most promising classifier that met all these
aforementioned criteria. LR works as follows: if we have n features a;,7 = 0,1,2,3...,n — 1, after
training, LR assigns a weight w;,i = 0,1,2...,n — 1 to each of those features, and then computes

the combined features value ¢ = g_l a;w;. This value is fed to a sigmoid function with output
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ranging from 0 to 1[I18]. The way we can leverage incremental computation in LR is as follows:
LR takes as input a set of features X, and during the training process, the classifier generates a
set of weights 6 corresponding to those features. When a new media session comes in, the feature
extraction step computes a matrix X for that particular media session and computes C' = X0,
which is then used to make the corresponding prediction. For the incremental feature extraction
sub-component, we save the X4 value for the previous n comments, compute X, for the new set
of dn arrived comments and compute the new X by combining X4 and Xy, instead of computing
X all over again for all n + dn comments. For the incremental classification part, we only use
those components of X that have been changed to compute C' = X 0 instead of doing the full X 6
computation. For this purpose, we save X; x 0;,Vi, where X; is the i-th feature at time ¢. Then
we only change the corresponding feature vector value X; at time ¢ + 6t if it has been changed by
comparing it to the previous saved X; at time ¢. If it has been changed, only then we take it into
the account to compute ), X; x 6; by simple addition and subtraction instead of full-scale matrix
multiplication.

To be able to use incremental computation in the feature extraction stage, LR has to be
able to make use of features who are, by nature, amenable to feature extraction. In addition, our
incremental logistic regression also has to show sufficient efficiency and scalability over the current
state-of-the-art. All these goals have to be met without sacrificing crucial classification qualities
like precision and recall. In this section, we provided the design of incremental techniques our
LR classifier uses to scale up. From now onward, we will refer to this incremental LR classifier as
classifier. In section|6.2.1] we first justify our choice of LR by comparing its execution time, precision
and recall with current state-of-the-art in chapter 4| while making use of features that accommodate
incremental computation. We then justify using the incremental computation approach in the LR
by comparing its scalability performances with standard LR that does not use the incremental

approach.
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6.1.2 Dynamic Priority Scheduler

While leveraging incremental computation helped our classifier to gain reasonable scalability,
we found that it still lacked the other key issue that a potential cyberbullying detection system has
to address: responsiveness. As the first step towards tackling this issue, we make use of two key
observations. First, not all media sessions need to be monitored equally. The theme is to
apply limited resources to where they needed the most. As most media sessions are not bullying
in nature (shown in chapter , we should be able to apply our resources on media sessions that
are most likely to result in cyberbullying. This observation makes it natural to build a scheduler
that just keeps monitoring media sessions with high priority and discarding all the low priority
ones. We call this scheduler Static Priority Scheduler (SPS). Our investigation of the performance
of SPS on Vine labeled data from chapter [4] found its precision and recall to be 70 and 58 percent
respectively. The low recall value shows that by totally ignoring the media sessions that were given
low priority some stage of their lifetimes to achieve responsiveness, we miss a significant portion of
potential cyberbullying media sessions. This trade-off between performance and responsiveness led
us to make our second observation: a media session, with its incoming stream of comments,
can slowly evolve into a cyberbullying instance even if it started as a normal one at
its early stages of lifetime and vice versa. As new comments arrive for a media session, it
may become more or less indicative of cyberbullying, depending on the nature of the newly arrived
comments. This means it is important to examine all sessions including the ones with low priority,
as some of them may evolve into cyberbullying sessions during later stages.

Investigation results after running SPS and the second observation formed the motivation
of the design of our Dynamic Priority Scheduler (DPS). We define two levels of priority, namely
high and low, for all media sessions and assign a high priority to all newly created media sessions.
Now, our challenge is to accommodate learning based in new comments so as to dynamically vary
each media session’s priority. After each invocation of our incremental classifier component(Section

6.1.1)), a confidence value[12] of how likely a media session contains cyberbullying is generated. We
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forall media session m do
Con f": confidence value of the i-th comment session prediction for this media session;

n: number of total comment session prediction in the confidence history;

n m
m _ 2i= Confl™
Avgconfidence - : n =

if Avgg’;nﬁdeme > 0.2 and current priority is LOW then
set current Priority to HIGH;

continue;

end

f Avggnfidence < 0.2 and current priority is HIGH then
set current Priority to LOW

continue;

e

end

end
Algorithm 2: SettingPriority()

make use of the history of these confidence values to dynamically change a media session’s priority.
The reason for using history as opposed to just the most recent confidence value has to do with
the definition of cyberbullying. Cyberbullying is defined as an aggressive online behavior that is
carried out repeatedly against a person who cannot easily defend himself or herself, creating a power
imbalance [65]. To identify repeated aggressive behavior or whether a victim can defend himself or
herself, we need to consider a much longer history than just the most recent confidence value. We
calculate the average of all past confidence values for past classifications and current classification
of a particular media session and compare that with a threshold value. If the average confidence
value is more than a certain threshold value, we assign a high priority to the session and if the
average value is lower than the threshold value, we assign a low priority. Algorithm [2] illustrates
our priority setting algorithm using an average confidence threshold (0.2 in this example). Upon
prioritizing the media sessions, we run our classifier component on high priority media sessions
more frequently and postpone the classification and processing of low priority media sessions until
a later phase, thus achieving responsiveness without sacrificing recall performances.

In this section, we outlined the motivation and design of introducing our dynamic priority
scheduler into the proposed cyberbullying detection system. In Section [6.2.2] we first determine

what threshold is appropriate for our DPS by comparing it with our baseline scheduler round-robin
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scheduler, where all media sessions always have the same priority and, so, monitored equally. Then

we demonstrate through thorough experiments that DPS introduces significant responsiveness gain

over round-robin scheduler, thus justifying the utility of this component.

6.1.3 An Example
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Figure 6.1: Scalable and responsive cyberbullying detection architecture
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Consider the example shown in Figure 6.1} where M1 and M2 represent newly created media

sessions from Vine in real time. Three separate queues, Q1, Q2, and Q3 are maintained. The

scheduler schedules media sessions in queue Q1 (pointed to by current head) for processing one by

one in the queue order. After a media session has been processed by the cyberbullying detector

component and if no alert is raised, it is placed at the end of either queue Q2 or queue Q3 depending

on the new priority assigned to it (discussed in the next subsection). If the session’s new priority

is high, it is placed in queue Q2, and if the session’s new priority is low, it is placed in queue Q3.

When all media sessions in queue Q1 have been processed, queue Q2 becomes queue Q1, queue Q3

becomes queue Q2, and queue Q3 becomes empty. In the example shown in Figure[6.1] initially M1

and M2 are assigned high priority and placed in queue Q1. M1 is scheduled first and is processed by
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Table 6.1: Comparison of different classifiers using the 983 Labeled Media Sessions

’ Classifier Precision ‘ Recall ‘ Time (s) ‘
AdaBoost 0.80 0.72 228
Logistic Regression 0.78 0.76 44.42

the cyberbullying detector component. After this processing, it is assigned a low priority, and so is
added at the end of queue Q3. M2 is scheduled next and is processed next. After this processing, it
is assigned a high priority, and so is added at the end of queue Q2. At this time queue Q1 is empty,
and queue Q2 becomes queue Q1 and queue Q3 becomes queue Q2. This process then continues.
Since lower priority processes are eventually elevated into higher level queues, our solution ensures

that no media session will starve.

6.2 Performance Evaluation

6.2.1 Incremental Classifier Evaluation

In chapter 4] the AdaBoost classifier was reported to have the best performance based on
accuracy, precision and recall values. Table [6.1] compares AdaBoost with logistic regression in
terms of precision, recall, and running time. The features AdaBoost classifier used were number of
followers and followings, likes and views for media sessions, media caption polarity and subjectivity
[71], total number of negative comments, summation of negative comment polarity and subjectivity,
total individual comment polarity, total individual comment subjectivity, total negative words, total
number of negative comments and unigrams. For Logistic Regression, the features we used were the
number of followers, followings, media caption polarity and subjectivity, total individual comment
polarity, total individual comment subjectivity, total negative words, and the total number of
negative comments. We made sure that the features used by logistic regression were incrementally
linear by nature, as noted in Section The performance values showed in Table were
obtained using 10-fold cross-validation on the labeled Vine data from chapter |4 We notice that

although the AdaBoost classifier achieves a slightly higher precision, logistic regression achieves
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higher recall. Furthermore, the running time of logistic regression classifier is significantly less,
more than five times faster than that of the AdaBoost classifier. The reason for this is twofold.
First, AdaBoost needed unigram features to achieve a high precision and recall, but unigram
feature extraction is computationally expensive. In comparison, logistic regression is able to achieve
effectively the same precision and better recall while using features that are much more lightweight
to compute, thus yielding much lower running time. Second, the AdaBoost classifier is a meta-
estimator that begins by fitting a classifier on the original data-set and then fits additional copies
of the classifier on the same data-set but where the weights of incorrectly classified instances
are adjusted such that subsequent classifiers focus more on difficult cases [97], thus making it
computationally expensive compared to much simpler logistic regression. Based on these analyses,
we chose the logistic regression classifier for detecting cyberbullying in our solution. It is worth
mentioning that we have employed other classifiers based on different combinations
of features too (Decision Tree, Random Forest, Naive Bayes, Perceptron etc) and only
present the classifiers and feature combinations that yielded the best results.

Next, we show that leveraging incremental approach into our logistic regression classifier
significantly improves the scalability of the execution stage. To this aim, we defined a baseline
solution as consisting of non-incremental feature extraction and a non-incremental logistic regression
classifier. As new comments arrive for the baseline solution, it would need to recompute all feature
vectors from scratch and recompute the entire logistic regression from scratch. We compared
the total running time of the baseline solution with an incremental solution that implemented
both incremental feature extraction and incremental logistic regression, as described in Section
We note first that our measurements showed that the fraction of time taken by the logistic
regression compared with the feature extraction time was negligible so that the total running time
was dominated by feature extraction.

Figure [6.2] shows the average time taken for the standard and the incremental classifiers as
the number of comments increases in media sessions. To simplify the plot, we group the comments

in sets of 10. The time taken by the standard classification solution goes up almost linearly with the
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Figure 6.2: Total time taken by standard and incremental classifiers as new comments come in per
media session.

number of comments in the media session since the standard solution must recompute all features
and regression weights. On the other hand, the time taken for the incremental classifier is basically
constant every time a set of 10 additional comments come in because it only has to compute the

feature values for the additional 10 new comments. The justification for using 10 comments-set is

given in Section

6.2.2 Dynamic Priority Scheduler Evaluation

In this section, we compare performances of our DPS with round-robin scheduler, a scheduler
with no assignment of priority. The aim of performing this comparison is twofold. First, we want
to show the gain of responsiveness our scheduler achieve over round-robin scheduler. Second, we
also want to investigate several design choices crucial to building our scheduler to decide upon the
best choice based on the metrics of performance gain each design choice achieves over round-robin
scheduler. We use labeled Vine dataset from chapter [4] to perform the experiments.

First, we need to determine what threshold is appropriate for our solution, as noted in
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Figure 6.3: Left: Scheduler gain time ratio for different confidence thresholds for labeled cyberbul-
lying media sessions. Right: Scheduler gain time ratio for different confidence thresholds by using
different comment increment sizes for different number of media sessions using Vine labeled data
from chapter

We also need to determine with what granularity our classifier ingests batches of new comments
because this affects the time to first alert. The scheduler will choose a high priority media session
to pass to the classifier. In the time between classification attempts, a media session may receive N
new comments. If all N comments are input to the classifier at once, and N is quite large, we may
delay recognizing cyberbullying, i.e., a burst of negative comments may be swamped by the other
positive comments. Therefore, we need to consider comments in small enough batches or intervals
so that the classifier can catch cyberbullying with finer granularity and raise the alert early.

The left figure in Figure[6.3]assesses which combination of threshold and interval size produced
the best improvement in response time using dynamic prioritization compared with a simple round-
robin policy. The round-robin scheduler is defined as one where media sessions are not assigned any
priority, and the scheduler simply rotates through all media sessions, with no particular attention
being paid to likely cyberbullying sessions.

As can be seen from the figure, by using a confidence threshold of 0.2 and comment
increment size of 10, we were able to gain the maximum responsiveness over the round-

robin scheduler. We think this is because as the comment increment size goes up to 20 or 30,
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the burst of cyberbullying comments can get nullified by the other positive comments, which in
turn influences the features(i.e. summation of individual comment sentiments) that are used by our
incremental classifier. So 10 comment increment size tends to be the optimal size for having enough
context of a comment thread to make a knowledgeable decision about cyberbullying while also not
being too big to risk being nullified by other positive comments. The table also confirms that the
confidence threshold of 0.2 offers the best speedup for our dynamic priority scheduler. For example,
if a media session m has been classified 3 times at t1, t9, t3 with classification decisions not-bullying,
not-bullying, not-bullying respectively with confidence values of 0.85,0,85,0.55, this means even
though it has been classified as not cyberbullying, the confidence values of cyberbullying decision
is also increasing (0.15,0.15,0.45) which makes it a potential candidate for a future cyberbullying
session. So we take the average of the previous classification confidence values of cyberbullying
class (0.25 in this case) and see that the average confidence value is more than 0.2 and change
the priority of this media session as high and insert it in the dynamic priority scheduler. We
mention that we tried all possible combinations of comment chunk sizes and confidence thresholds
and only present those combinations that yielded the best results. The right figure in Figure [6.3]
demonstrates the gain time achieved by our scheduler for each media sessions from the Vine dataset
labeled as cyberbullying. This figure further justifies the choice of confidence threshold of 0.2 in our
scheduler. These experiments helped us to not only justify our choice of using DPS but also helped
us to decide upon the crucial design choices of using confidence threshold of 0.2 and 10 comment

increment size.

6.2.3 Alert Performance

Since each media session will be passed sporadically to the classifier by the scheduler, the
classifier will generate a sequence of cyberbullying detection decisions over time for each media
session. It is therefore worth considering to what extent we should utilize the history of detection
decisions in generating the alert. The default is to generate an alert immediately after the classifier

decides that the current batch of 10 comments, in combination with earlier content, constitutes
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Table 6.2: When to Send Alert

Number of Predicted | Precision | Recall
Cyberbullying Com-
ment Sessions in the

History

>1 0.68 0.71
>2 0.71 0.71
>3 0.71 0.71

cyberbullying. However, we wish to be sure and avoid false positives. One option is to decouple
the alert from the classification and delay the alert until N positive decisions have been recently
seen. This design gives us some flexibility in trading off responsiveness and precision.

For each media session, we maintain an array storing the results of each classification result
of that session along with the time of that classification. We use this array to decide when to raise
an alert. In particular, we set a threshold value, which is the number of times a media session
has been classified as cyberbullying since the last time an alert was raised for that session, or
from the beginning if no alert has yet been raised. After experimenting with different number
of threshold values, we find that by raising an alert only when we have at least 2 decisions
for cyberbullying since the last time an alert was raised, we achieve the best precision and recall
of 0.71 and 0.71 respectively, thus reducing the number of false alarms. This performance is a
marked improvement over the Static Priority Scheduler (SPS) described in Section that had
a recall of only 58%. Moreover, the recall is, in fact, an improvement over the standard classifier’s
0.66 (See Table for comparison). This marked improvement of recall over two baselines (SPS
and standard classifier) demonstrates the justification of using incremental classifier component
and dynamic priority scheduler along all the associated design choices: that these components are
efficient and responsive and also retains sufficient classifier performance when compared to the

current state-of-the-art.
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6.2.4 Scalability Evaluation

In this section, we first demonstrate the way our proposed system scales when it has to deal
with a substantial number of media sessions. For this purpose, we first deploy Amazon AWS free
tier 1GB memory virtual machine instances to start monitoring media sessions, implementing both
our proposed scheduler and round-robin scheduler. An acceptable responsiveness of the system is
our primary goal along with the scalability of the system. In these experiments, we decided that
an average alert time under 2 hours is acceptable, which means an alert will be within 2 hours
of a cyberbullying instance. We acknowledge that this decision is purely because of the lack of
research in this particular area. In the future, we will conduct an elaborate survey to explore the
acceptability of a potential cyberbullying system’s responsiveness. For the experiments presented
in this section, we replicated the 100000 media sessions’ traffic from the dataset from chapter 4] up
to the scale of 39 million. Those media sessions were gathered by performing snowball sampling
after selecting a random seed. We believe the randomness of the seed selection, snowball sampling,
and large number (100000) of media sessions in this dataset should enable the scaled up traffic to

reasonably approximate the behavior of the overall network.
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Figure 6.4: Left: Number of media sessions vs number of instances needed to monitor them,
keeping average alert time under 2 hours. Right: Average alert time vs number of media sessions
for round-robin and dynamic priority scheduler
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Figure 6.5: CCDF of alert time for 5 million media sessions in 1GB memory amazon AWS instance
using dynamic priority scheduler

The left graph in Figure shows the number of media sessions that can be processed as
the number of AWS instances is increased, keeping the average alert time under 2 hours. This
figure shows that the number of media sessions that can be processed increases linearly with the
increase in the number of instances, and that our system scales five times better than the round
robin scheduler. Given that the Vine social network generated about 39 million media sessions
since 2012 [102], our system is capable of monitoring Vine-scale social networks with only 8 AWS
instances, keeping the average alert time below 2 hours. In contrast, a round-robin scheduler would
require upwards of 40 instances.

The right graph in Figure [6.4] shows the average alert time for round robin and dynamic
priority scheduler versus the number of media sessions. It can be seen from the figure that we are
able to process 5 million media sessions with our proposed system with an average alert time under
2 hours whereas, for round robin, it is 1 million. To show the cost of using our dynamic priority
scheduler in terms of worst case scenario, we see in Figure [6.5] that around 10 percent of media

sessions get their alerts after 2 hours. This is the cost we pay for postponing the processing of low
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priority media sessions in our scheduler.
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Figure 6.6: Memory vs number of media sessions in millions

Next, we investigate the resources our system will need to monitor a comparatively more
popular social network like Instagram. Since its establishment in 2010, Instagram has accumulated
over 40 billion media sessions [67], which means almost 6 billion media sessions per year, a number
much larger than Vine’s 39 million [102]. To accommodate such a high volume social network,
based on Figure we would need 1,200 AWS instances to keep the average alert time under
2 hours every year. To scale up for such a load, we have two choices. We can either spawn off
1,200 such instances of 1 GB memory or we can increase the memory of our instances to process
more media sessions. To further investigate the memory performance, we implemented our system
with different memory-sized instances belonging to Amazon AWS services. Figure shows the
number of media sessions processed by each instance of a particular memory size. The number of
media sessions in the Y-axis illustrates the highest number of media sessions that can be processed
by that instance without having an average alert time of over two hours. The figure demonstrates
that, while increasing memory does help increase the media session monitoring capacity, at a certain

point around 32 GB/instance, additional memory no longer enables additional monitoring of media
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Table 6.3: Total Time Comparison for Different Approaches and Different Number of Media Ses-
sions (seconds)

| Approach | 10000 | 50000 [ 100000 |

AdaBoost 5674 26784 -
Logistic Regression 1110 | 5320 (5X) | 10438
Incremental  Classi- 22 120 (223X) 206
fier

sessions. That is, the graph plateaus around 50 million media sessions so that there is no additional
benefit to using 64 GB or 128 GB instances compared to 32 GB instances. We hypothesize that
this behavior is due to computation becoming the main bottleneck rather than memory. Therefore,
to monitor Instagram-scale social networks, we would need approximately 120 32 GB instances.
Note that without our dynamically scheduled incremental classification system, approximately 600
32 GB instances would be required, almost five times as many, as it can be seen from Figure

For evaluating the incremental classifier’s scaling performance, we compare three types of
approaches, namely the best reported Vine cyberbullying classifier from chapter 4| (Standard Ad-
aBoost), Logistic regression without incremental feature extraction or classification (Standard Lo-
gistic regression), and Logistic regression with incremental feature extraction and classification
(Incremental Classifier). Table shows the time needed in seconds for these three approaches to
process different numbers of media sessions. The table clearly demonstrates that the choice of using
incremental classifier helped us to improve classification time by 223 times faster than AdaBoost for
50,000 media sessions and 5 times faster than the standard logistic regression. For this evaluation
purpose, we used the Vine dataset provided in from chapter

Next, we compare the responsiveness of our dynamic priority scheduler against the un-
prioritized round robin scheduler. The metric we use to compare these two approaches is re-
sponsiveness gain, meaning the ratio of time taken by the round-robin scheduler over the time
taken by our dynamic priority scheduler to raise an alert. Figure shows the responsiveness gain
vs. number of media sessions. The gain tends to increase as the number of media sessions goes

up, reaching almost 7 times faster responsiveness for 100,000 media sessions. This improvement
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scheduler gain time ratio
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Figure 6.7: Gain time ratio (round-robin scheduler/dynamic priority scheduler)for different number
of media sessions.

is due to the fact that our scheduler tends to process cyberbullying media sessions first whereas
round robin processes all media sessions at each pass. For this reason, as the number of media
sessions grows, so does the improvement of using our dynamic priority scheduler due to its priority
processing of cyberbullying media sessions.

For further insights into resource scalability, we present activity graphs of the media sessions
from Vine. We investigate the distribution of how long a bullying media session takes to receive its
first comment. Figure shows that very few bullying media sessions receive their first comment
after 500 hours since session creation. Hence, one way to improve scaling is to stop monitoring
any session that takes longer than 500 hours for its first comment. Secondly, Figure shows the
CCDF of activity of media sessions in Vine. A fair percentage of media sessions receive comments
even after 10000 hours after initial media posting. In comparison, bullying media sessions received
all their comments within 9000 hours, i.e. within a year of their creation. So another way to

improve scaling would be to purge out all media sessions that are one year old.
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Figure 6.8: CCDF of Time Interval in hours until First Comment For Bullying Media Sessions
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In this work, we have developed a cyberbullying detection system for media-based social

networks, consisting of a dynamic priority scheduler and a novel incremental classifier. The evalua-
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tion results show that our system substantially improves the scalability of cyberbullying detection,
enabling five times more media sessions to be monitored for the same average alert time of 2 hours
compared to an un-prioritized system. Moreover, we demonstrate that our system can fully monitor
Vine-scale social networks for cyberbullying detection for a year using only eight 1 GB AWS VM
instances. We discover the point (32 GB) at which adding memory no longer enables monitoring of
more media sessions and project that our system would need 120 32 GB instances to fully monitor
Instagram-scale traffic for cyberbullying.

As part of future work, we propose to investigate the plateauing effect that limits the effec-
tiveness of adding more memory, namely that there is likely a computational bottleneck that needs
to be further addressed. Portability of our system and the design choices we made (confidence
threshold of 0.2 or 10 comment increment sizes) to other OSNs similar in nature such as Instagram
and different in nature such as Facebook, SnapChat etc is also a future research topic. Finally,
we will delve deeper into the design choices (confidence threshold of 0.2 or 10 comment increment
sizes) that we made while implementing our system to have a better understanding of their better

performances.
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Chapter 7

BullyAlert- A Mobile Application for Guardians to Enable Adaptive
Cyberbullying Detection

In the previous chapter, we tackled the two challenges, namely scalability, and responsiveness
of a potential cyberbullying detection system and evaluated its performance results against two
social networks (Vine and Instagram). However, there are two key issues that a potential centralized

cyberbullying system presented in chapter [0] faces:

e A centralized cyberbullying detection system still needs to have a lot of computing resources
to be able to accommodate all the OSNs in the world. So, even though the system presented
in chapter [f] is scalable for two or three social networks, a solution that accommodates
all the OSNs currently available will be faced with a daunting challenge of meeting the

computational-resource requirements to maintain sufficient responsiveness

e The system presented in chapter [] makes use of a cyberbullying classifier component that
is applied generally to all the guardians. We argue that different guardians will have
different tolerance levels, which in turn, might be dependent on their personal preferences,
demographic information, location, age, gender and so on. So, a system that allows different
levels of cyberbullying alerts to be sent to parents based on their individual tolerance levels

for cyberbullying is the most natural solution.

In this section, we present the design and implementation of an Android mobile application

for guardians: BullyAlert. This mobile application allows the guardians to monitor the online
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social network activities (currently only Instagram) of their kids and get notifications whenever
the monitored social networks receive a potential cyberbullying instance. Reasons for developing
this mobile application are twofold. First, it allows us to delegate classifier computations of cyber-
bullying detection to the hand-held devices of the guardians, thereby reducing the computational
resources needed for a potential centralized cyberbullying detection system. Second, BullyAlert
allows the guardians to give the resident classifier feedback about how right or wrong each notifi-
cation is. The resident classifier then updates itself accordingly to calibrate its tolerance level with
that of the guardian using it. This mechanism allows for personalized cyberbullying notification of
an individual guardian.

We make the following contributions in this chapter.
e We propose the design and implementation of an android application, BullyAlert.

e We present a preliminary user-experience analysis of the guardians who downloaded the

mobile application by using the current crop of data

e We present a preliminary comparison the behavior of the users who were being monitored
by the guardians with the general population of Instagram to derive some initial key insights

by leveraging the current collection of data

7.1 System Design and Implementation

This section presents the design, implementation, and architecture of Bully Alert. We begin by
describing the typical user work-flow through a series of use cases, and then present the architecture
and implementation of BullyAlert.

7.1.1 Use Cases

7.1.1.1 Guardian registers

After a guardian downloads the application and opens it, the screen in Table is presented.

The Guardian has to enter a unique email id and password to be able to register into our system.



2 Tl 10 7:50 pm

Welcome to BullyAlert!

Email

Retype Email

Password

Retype Password

Your Age(optional) Decline ~
Your Ethnicity(optional) Decline
Gender(optional) Decline ~

By clicking Register, | agree to the Terms and
Conditio

cu
bullyalert

REGISTER

(a) Register

0 .l 20%2 11:26 am

Add New Profile

Social Network: Instagram ~

Exact Username: rahatibnrafiq

SEARCH

User Name:
rahatibnrafiq

MONITOR

(c) Add Profile

7B il 22% 11:34am

Check Notifications

Name Profile Level
Swipe on the notification to delete and click for details

WHAT IS MY APP DOING RIGHT NOW?

rahat.rafiq Instagram high

rahat.rafig Instagram high

rahat.rafiq Instagram high

rahatrafiq  Instagram  high

rahatrafiq  Instagram  high

(e) Notification List

=] .l 20% 4 11:25am

BullyAlert

Welcome to BullyAlert!

test@test.com

Password

SIGN IN

REGISTER

Copyright® University of Colorado Boulder

(b) Log In

Tl 2 11:34am

Monitoring Profiles

rahat.rafiq is the username for this user
6 Total Media

0 people s followed by this user

1 users follow this user

(d) See Monitoring User Details

T 0 4l 22%K 11:34am

Check Notifications

rahat.rafiq stupid
rahat.rafiq stupid
rahatrafiq  idiot

rahatrafiq  stupid
rahatrafiq  stupid

rahat.rafiq idiot

RIGHT WRONG SEE
CONTEXT

(f) Feedback

Table 7.1: BullyAlert Application
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The guardian will also have the option to provide three demographic information: age group,
gender, and ethnicity. Each of this information can be selected by a drop-down list. The Guardian

has the option to decline giving these information as well.

7.1.1.2 Guardian logins

The login screen shown in Table has two input fields. These fields ask for the email and
password used to register into the system. After clicking the log-in button, the guardian is directed

to the dashboard of the application.

7.1.1.3 Guardian Searches for users to monitor

The Guardian is able to search for public Instagram profiles by going to the user search
component shown in Table At first, the guardian selects the social network profile from the
drop-down list. Right now, we are only supporting public Instagram social network profiles. Then
in the text field, the username of the user to be monitored is typed. When the search button is
clicked, a list of users matching the username entered is shown along with the associated profile
pictures for the guardian to facilitate a better identification. To start monitoring a profile, the

guardian has to select the profile and then click the monitor button.

7.1.1.4 Guardian examines user profile information details

The Guardian is able to see the basic profile details of the users being monitored, as shown
in Table[7.1dl This page shows guardians the current profile picture, number of total media shared

and number of total followers and followings of the user being monitored.

7.1.1.5 Guardian gets a list of notifications

Table shows the screen that the guardian sees when a host of notifications are present
in the dashboard. The list has three columns, the first column shows the username of the profile

where this cyberbullying notification has originated, the second column indicates the social network
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and finally, the third column outlines the application’s classifier’s perceived level of severity for this
notification. Currently, the application has two levels of severity, namely low and high. The

Guardian is able to see the details of the notification by clicking the individual notification boxes.

7.1.1.6 Guardian examines notification details and give feedback

To enable the guardians to see the full context of a particular notification and give feedback
as to whether the application right or wrong in terms of the severity level, table is presented.
The Guardian has options to click the “see full context” button which will then load not the just the
latest comments but also the previous comments of that media session. This enables the guardians
to get a full picture of the happenings in the media session. The guardian can give feedback through
the two buttons, namely right or wrong. This feedback is then used by the application to calibrate

its tolerance level according to that of the guardian.

7.1.2 Architecture and Implementation

This section describes the architecture and implementation of the BullyAlert application’s
different components. Figure [7.1] presents the architecture diagram of the BullyAlert system. The
guardian communicates with the BullyAlert application for registering, logging in and getting no-
tifications for potential cyberbullying instances. The application sends guardian data, notification
data, and feedback data to the BullyAlert server. The application also contacts the BullyAlert
server for authenticating a user log-in. Moreover, the application implements a polling mechanism
by which it periodically collects media session data of the Instagram-users (who are being monitored

by the guardians) from the Instagram servers.

7.1.2.1 BullyAlert Server

BullyAlert server is responsible for the following:

e During the registration process, it is responsible for checking that the registration informa-

tion is verified. It first checks if the email that is being used to register is unique in the
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Figure 7.1: BullyAlert Architecture

system and the password is at least of six characters. When the registration is successful,

the server stores both the username and the password in encrypted format. In addition to

this, the server stores the demographic information provided by the guardian through the

registration form, such as age group, gender, and ethnicity.

e During login, the server is responsible to check the login credentials of a guardian with the

system’s stored credentials. It gives an error if the login credentials are not verified which

is then in turn shown to the user.

e Storing all the notifications of the guardians. Every time a guardian receives a notification,

the application sends the notification meta-data to the server.

The data consists of a

list of comments for which the notification was raised, the user-name in whose profile the

notification was raised and the severity level of the notification (high or low).

e Storing the feedback that a guardian gives to the application for a particular notification.
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Every time the guardian gives the application a feedback ( right or wrong), the application
sends the relevant data ( list of comments, the application’s perceived severity level, the

guardian’s feedback) to the server.

e Storing each guardian’s resident classifier information. This is to facilitate continuity of
the guardian’s classifier so that when the guardian uninstalls the application, the classifier
will keep being stored in our server. This means that, if the guardian, at some later
time, chooses to re-install the application, the old classifier will become the classifier of the

application instead of the general one.

We have used MongoDB, RESTful API and node.js for implementation of this component.

The code for this can be found in [91].

7.1.2.2 Adaptive Classifier

An adaptive classifier for each individual guardian is more suitable for our application than
a general classifier for every guardian because of the potentially subjective nature of cyberbul-
lying. We hypothesize that each guardian will have their own tolerance level when it comes to
cyberbullying, which in turn, can be dependent on several factors, such as gender, age, race etc.

The ways we develop this adaptive classifier are as follows. First, we incorporate a feedback
mechanism in our application by which, the guardians, upon receiving a potential cyberbullying
notification, will be able to give us a feedback saying how right or wrong the notification is. We also
show the guardians a list of other media sessions which were not deemed as bullying
by our application, so as to make sure we also get feedback for media sessions which
were not in the potential bullying notifications page. This is to enable the application
to keep track of the false negatives in addition to false positives. Second, we use the
logistic regression classifier from chapter [6] for the implementation of the application’s resident
cyberbullying detection component. Every time an instance of the classifier gets a feedback, the

feedback data encapsulate the media session’s list of comments for which the alert was raised and
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the guardian’s label (right or wrong). This datum is considered as a labeled training data for
the resident classifier. Feature values described for logistic regression classifier in chapter [0] are
extracted for each of these feedback sessions. Upon converting the feedback data into training
data, we then perform stochastic gradient descent [89] for the resident classifier. Each parent’s
individual classifier then reaches a different local optimum, thereby facilitating the adaptive nature
of the classifier.

For the guardians whose numbers of feedback are not substantial enough to perform an
individual adaptation process, we implement the following. We first collect all the feedback given
by all the guardians in our server. Then, based on all these feedback, we update our general
classifier that was used by the guardians when they first install our application. We call this
updated general classifier. This updated general classifier is then propagated to the guardians
who don’t have enough individual feedback to make sure their classifiers are updated as well. The

implementation code can be found in [92].

7.1.2.3 Polling Mechanism

The polling mechanism is responsible for the following;:

e When the guardian searches for a particular user by username, this mechanism fetches the

user profiles of which the username-string is a match.

e After a monitoring request of a user by a guardian is approved, the polling mechanism
starts polling that user profile every hour for any new posts. This is to make sure the app

is updated with the latest media postings of the monitored user.

e In addition to polling for newly posted media, this component is also responsible for getting
the newest comments for all the media posted by the user. Every time a host of new
comments is posted for a media session, this mechanism fetches those new comments and

sends this newest media session data to the adaptive classifier component for classification.



Table 7.2: Data Collection

guardian

username, password, (ethnicity, age group, gender) if provided.

monitored user

username, social network, number of followers, followings, shared medias

notification

username for the profile, number of likes and comments for the media
session in question, resident classifier’s perceived severity level (high or
low), list of comments for which the notification was raised

feedback data

username for the profile, number of likes and comments for the media
session in question, resident classifier’s perceived severity level (high or
low), list of comments for which the notification was raised, guardian
data, guardian feedback (right or wrong)

classifier data

application’s resident classifier’s feature vector’s coefficients

7.2 Data Collection
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Data collected from the application is stored in our server. Proper encryption methodology

is used to make sure sensitive data such as user password are protected. We collect guardian data,

monitored user data, notification data, classifier data, and feedback data, as shown in Table

7.3 User Data Analysis

Decline

15-25

16.55 Decline Female

56-65

Other

Male

(a) age group (b) gender

Table 7.3: BullyAlert Guardian’s Demographic Data in Pie Charts

This section presents a preliminary analysis of the data collected until now from BullyAlert.

First, it explores the guardian data and then it performs a comparison of social network behav-
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iors between the general Instagram population |4 and the users who were being monitored by the
guardians who downloaded our application. We acknowledge that at the point of writing
this thesis, the amount of data we have is not sufficient to derive concrete findings.
We are mainly interested in presenting a preliminary analysis of the current collection
of data in order to gain some initial insights. In future, upon collecting a more substantial
amount of data, we plan to perform more comprehensive and thorough analyses.

When a guardian registers into our system, in addition to the email and password, we also
ask them to provide their gender, ethnicity and age information, if they choose to divulge those.
Table and show the distribution of gender and age-group of the 100 guardians who have
downloaded BullyAlert until now. From the distributions, it is fairly clear that a substantial portion
of the people chose not to provide the demographic information, 31 and 34 percent for age group
and gender respectively. In addition to that, the most prominent age group and gender where 36-45
and female respectively.

The reasons we collected this demographic information are twofold. First, when we start to
get the classifier feedback data for all the guardians for their different tolerance levels, we will want
to investigate if there are any correlations between different guardians’ tolerance levels and their
demographic information. Second, if we do find that people with same demographics tend to have
same tolerance levels, we will then want to be able to build different general classifiers for different
clusters where each cluster hosts guardians with similar demographics. While we acknowledge
that these 100 guardians’ data is an insufficient representation of guardians, we pos-
tulate that this preliminary demographics distribution still introduces us to a new
systems challenge: what about guardians who do not provide demographic informa-
tion and thus will not belong to any particular cluster by default?

Next, we investigate a comparison analysis between the Instagram users who are being mon-
itored by our application and the general Instagram population, a data-set collected from [68§].
First, we compare both sets of users’ follow and media-sharing activity. Table and show

the CCDF of both set of users’ number of people they follow and number of medias they have
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shared in their profile. It can be seen that the follows activity of both sets follow the same pattern,
which is understandable because a user can only follow so many people. But there is a discernible
difference in the media sharing activity. The general population’s line tends to fall far slower in the
graph than that of the Bully Alert-monitored users, with almost 80 percent of the BullyAlert users
having less than 100 shared medias in their profile. This means that the users who are monitored
by the guardians tend to be not as active as the general population. This particular observation
also poses an interesting system perspective. Because most of the people who are likely to be
monitored by our application will not be sharing as much medias, we can afford to incorporate
some sophisticated machine learning classifiers in the application instead of worrying
about responsiveness, discussed in chapter [6] Again, we like to emphasize here that these

are preliminary derivations drawn from our current small set of collected data.
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Table 7.4: Comparison between Monitored users of BullyAlert and Instagram population collected
in [68]

In continuing the narrative, we also put forth a detailed analysis of activities of other people in
the user’s profile, for example, the likes and comments received in the shared media sessions. Table
[Z.5al and [Z.50 show the CCDF of the number of likes and comments received for the media sessions

for both set of Instagram users. It can be seen that the media sessions shared by the users being
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Table 7.5: Comparison between Monitored users of BullyAlert and Instagram population collected
in [68]

monitored are far less active in terms of getting likes and comments than their general counterpart.
This further solidifies our system perspective that our application’s classifier will have
fewer data to take care for, thus the classifier does not have to be as lightweight as
described in chapter [6], based on our current crop of data. We acknowledge that the current
crop of data is not enough to make a decision, so we plan to keep collecting the data to solidify this

preliminary insight. Right now, we just present initial analyses with the data we currently have.

7.4 Conclusion

In this chapter, we make the following contributions. First, we outline the motivation and
design of a mobile application, BullyAlert, that adapts itself according to individual tolerance level
for cyberbullying of the guardian. Second, we present a thorough architecture description of the
components implemented to develop BullyAlert. Third, we provide a preliminary user analysis of
both the guardians and the users being monitored by the application, and in the process, present
several potential system issues/ challenges/perspectives using our current crop of data.

In future, first, we plan to collect notification and feedback data from the guardians as well as
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recruit more guardians to have a reasonable data-set. Second, we will investigate our hypothesis that
different people tend to have different tolerance levels of cyberbullying by leveraging the feedback
data. Third, we will explore, in depth, the feedback behavior to make sure that our classifier is
indeed adaptive. This will mean that, for each parent, the classifier will eventually calibrate its
tolerance level to that of its host, so the feedback from the guardians will eventually reach “almost
all rights”. Fourth, we also plan to examine other sophisticated classifiers in the application and

compare their performances against the current logistic regression classifier.
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Chapter 8

Going Beyond Textual Features: Video and Topical Features for Cyberbullying

Detection

In chapter [4, we developed a classifier that takes into account user, media and comment fea-
tures. In chapter [6] we leveraged these lightweight features to develop a highly scalable and timely
classifier for cyberbullying detection. We also embedded this fast classifier into the BullyAlert
android application, as delineated in chapter |7} In chapter we mentioned that (based on the
preliminary user analysis), because the application will only be monitoring a few users who are
not as active as the general Instagram population, the application’s resident classifier can afford
to be more sophisticated than the current logistic regression without sacrificing much of the per-
formance metrics. To this aim, in this chapter, we present a short analysis of more complicated
feature extractions, such as video (emotions displayed and content shared) and topical features and
incorporate these into building a much-improved classifier for cyberbullying detection over the one
reported in chapter [

In this chapter, we make the following contributions:

e We perform a survey to label the contents of the videos shared and the emotions displayed

in the videos in Vine

e We perform an analysis of contents displayed and emotions exhibited in the videos labeled
in the survey and investigate the correlation between those and both cyberaggression and

cyberbullying. We found that media sessions that exhibited emotions like joy and contents
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like people are less likely to be instances of cyberbullying whereas media sessions that

exhibited emotions like anger were more likely to be instances of cyberbullying

e We use Latent Dirichlet Allocation (LDA) model to generate latent semantic features of
the contents of the labeled media sessions’ comments and include it as an additional feature
to train. We found that these topical features improve the performance of the classifier

reported in chapter [4 significantly.

e We make use of the labeled Vine media sessions’ video contents and emotions exhibited
and feed these two features to our classifiers. We show that these features yielded a further

improvement across the evaluation metrics of the classifier’s performance.

8.1 Video Labeling

1. What are the main emotions included in the video? Mark all that
apply.

[ Anger{HateDislike,Rage,Jealousy,Frustration)

[ Neutral(Calm/Relaxed)

U Surprised(Amazement)

[J Fear(Horror,Worried)

[ Joy(Happiness,Proud,Hope Excited)

[ Love(Kindness,Desire,Attraction)

[ Sadness(Shame,Guilt, Depression, Embarrassed Hurt Disappointed Sympathy)

2.What type of content are included in the video? Mark all that apply.
LJ People

LJ Person

[ Indoor

U Qutdoor

1 Cartoon
[ TextPirtureswith emheded tavt Tevt Newe)

Figure 8.1: An example of video labeling survey on CrowdFlower.

We perform a survey with the sampled data-set from chapter ] with a view to understanding
what kind of videos are being shared in Vine. More importantly, we were interested in what are

the contents of the videos that are being shared by the users in Vine and what are the emotions
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being displayed in those videos. The goal of this survey was to understand the relation between
the video content and cyberbullying in a media session, as to whether some particular categories
of videos are more prone to cyberbullying. In this survey, we ask the participants two questions
asking them about the content of the video shared and the emotion displayed in that video if the
video content contains human presence. Figure shows an example of the video labeling survey

on CrowdFlower.

Joy 30%

Sad 4%

Love 3%

MNeutral 35% Surprised 9%

Fear 3%

Anger 17%

Figure 8.2: Distribution of Emotions exhibited by the media sessions.

Firstly, for the video content, labelers were given the following options to choose from: people,
person, indoor, outdoor, cartoon, text, activity, animal and other. Next, the labelers are asked to
identify the emotions expressed in the video, and the labelers were given the following options to
choose from: neutral, joy, sad, love, surprise, fear and anger. These are the basic human emotions
identified in [16].

As a good portion of the videos shared in vine are edited and more like a collage, it is possible

to have a video with multiple contents and/or showing multiple emotions. To accommodate this,
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People 29%

Text 5%
Indoor 5%

Outdoor 4%
Cartoon 2%
Activity 4%
Animal 1%
Other 4%

Person 47%

Figure 8.3: Distribution of Contents exhibited by the media sessions.

we allow the labelers to select multiple options while answering the two questions. Each media

session is labeled by three labelers for this survey.

8.2 Analysis of Video Labeling

Figure and provide the distribution of the emotion and content of the videos. Figure
shows that the most common emotions expressed in the videos are neutral, joy and anger,
comprising 82% of the total distribution, whereas the most common content types are person and
people, making up 76% of the total distribution as seen from Figure

Next, we investigate whether the content and emotion exhibited in the videos have any
relation to cyberaggression and cyberbullying. For this, we plotted the distribution of emotion
and content categories given that a media session had been voted k times for cyberaggression and
cyberbullying from the cyberbullying and cyberaggression labeled dataset in chapter @l Figures

and show that videos that exhibited anger emotion and were more likely to be labeled
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Figure 8.5: Distribution of Contents in media sessions that were labeled k times as cyberaggression.

as cyberaggression whereas for video contents, people and person categories were the primary

categories across different number of votes. Similarly, Figures [8.6] and [8.7] show that anger has a

positive correlation with cyberbullying where

as emotions like joy and contents like people have a
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negative correlation with cyberbullying. These observations may be helpful in classifier design since

whenever the content of a video is text or the emotion displayed is joy, there appears to be little

support that the media session is an

instance of cyberbullying, thus improving our precision and
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Table 8.1: Video and Topical Features Considered

video features emotions exhibited, contents displayed
Latent Semantic Features | top 10 topics based on the comments using LDA

recall and decreasing the chance of mislabeling a media session as cyberbullying. Therefore, a key
finding of our video labeling analysis is that media sessions that exhibited emotions like
joy and contents like people were less likely to be instances of cyberbullying whereas
media sessions that exhibited emotions like anger were more likely to be instances of

cyberbullying.

8.3 Classifier Performance

Based on the labeled data from chapter 4] and the video content survey data from section
we proceeded to design and develop cyberbullying classifiers that incorporated both video content
and topical features. In this section, we delineate the approaches we undertook in developing
the classifier. The following subsections are organized as follows: subsection describes the
features we considered to develop our classifier and subsection [8.3.2]investigates different classifiers’

performances with the features considered.

8.3.1 Feature Description

In addition to the profile owner, media-session and comment features described in chapter
we considered video features and latent semantic features. Video features include the labeled
emotions and contents displayed in the media session by dint of the survey described in section
To extract topical features, we applied SVD in addition to LDA, investigated different number of
topics from 3 to 50 and several normalization techniques other than min-max normalization. We
only present the features, techniques, and approaches that gave us the best performing classifier in

terms of accuracy, precision, and recall, as described in section [8.3.2]
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8.3.2 Classifier Investigation

Based on the labeled data from CrowdFlower, we proceeded to design and evaluate classifiers
that could detect cyberbullying behavior in Vine using the features described in section [8.3.1
During the survey, CrowdFlower assigned a degree of trust to each labeler that is computed from
the percentage of correctly answered test questions. This degree of trust was then incorporated with
the majority voting method to assign a confidence level to each survey question’s answer. We take
into account this weighted confidence level given by CrowdFlower to design our classifier. By taking
the labeled media sessions with at least 60% confidence to make sure we had at least 3 out of 5 people
agreeing on the labeling, we saw that about 31% of the media sessions were labeled as cyberbullying,
which created an unbalanced data set. To make the data-set balanced, we applied Synthetic
Minority Over-sampling Technique (SMOTE) and used 10-fold cross-validation to evaluate the
performances of the classifier. Several classifiers were employed namely AdaBoost, DecisionTree,
Random Forest, Extra Tree classifier, SVM Linear, SVM Polynomial, SVM RBF (radial basis
function), SVM Sigmoid, k-NN, Naive Bayes, Neural network classifiers like Perceptron, Ridge
classifier and Logistic Regression. When investigating the classifiers’ performances, we used several
combinations of the five types of features that gave the best performances in terms of accuracy,
precision, and recall. In addition to the accuracy, we also considered precision and recall to reduce
the false positives and negatives. Only those feature combinations were considered that helped the
classifiers to attain the maximum accuracy, precision, and recall, as shown in Table

Table shows the best performing classifiers with the best performing combination of
features. In addition to the accuracy, precision and recall metrics, we also considered two other
metrics namely cyberbullying precision and cyberbullying recall that illustrate the precision and
recall performance of the classifiers for the cyberbullying class. The reasons for including these
two additional metrics are twofold [58]. First, data-set that we used to train and evaluate our
classifier was imbalanced. Sometimes high accuracy in imbalanced data-sets can be misleading

because high performance in the majority class can also lead to overall high accuracy. Second,
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in this problem setting, we want to make sure the penalty for missing the minority class, that
is cyberbullying class, is more. As it can be seen from the table, by adding the LDA features
along with profile owner, media session and comment features (denoted as “All features” in the
table), a noticeable improvement across all the metrics were attained for almost all the classifiers.
Random Forest was the best performing classifiers with accuracy, precision, recall, cyberbullying
precision and cyberbullying recall of 86,88,88,90,84 respectively whereas AdaBoost was a close
second with 85,86,85,86,85 respectively. So by adding the topical features to the profile
owner, media session and comment features, we got an improvement over the best
performing classifier reported in chapter Then we proceeded to add the video features
i.e video contents and emotions displayed and found that this helped the AdaBoost classifier to
give accuracy, precision, recall, cyberbullying precision and cyberbullying recall values
of 89,90,88,93,87 respectively, improving the performance further. This improvement in
cyberbullying precision and cyberbullying recall further solidifies our claim in section that
video features, such as joy and people are less likely to be associated with cyberbullying whereas
features such as anger are more likely to be associated with cyberbullying, thus propping up the
performances of all the classifiers across the metrics.

In comparison, it was found that for the Instagram social network, SVM linear was the best
performing classifier [49] using features such as SVD, unigrams, trigram and image categories. So
the justification for using a different classifier for Vine is twofold. Firstly, the SVD, unigram or
trigram features did not seem to improve the performances of the classifier across the five metrics in
Vine. Secondly, AdaBoost classifier far outperformed linear SVM in terms of performances as can
be clearly seen from table These two reasons provide the justification to investigate
Vine individually rather than using a generic classifier such as linear SVM for Vine

that was reported as the best performing classifier for Instagram.
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Table 8.2: Different classifier’s improved percentage performance using LDA and video contents

Metrics
Accuracy| Precision | Recall | bullying bullying
Precision Recall

LDA Random Forest | 79 80 79 84 72

AdaBoost 73 74 73 76 67

SVMLinear 65 65 65 65 62

ExtraTree 80 80 79 85 72

All+LDA | RandomForest | 86 88 88 90 84

AdaBoost 85 86 85 86 85

SVMLinear 72 75 72 75 73

ExtraTree 85 89 83 90 81
All+

LDA-+ RandomForest 88 90 88 93 84
Video

89 90 88 93 87

SVMLinear 75 77 74 77 74

ExtraTree 87 89 87 91 85
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8.4 Future works

We plan to consider more sophisticated features like the activities exhibited in the videos
shared in Vine, for example, activities related to sports, dancing, walking, etc for our classifiers.
We also would like to investigate the cultural differences when it comes to labeling videos as offensive
because offensive contents differ from culture to culture. We would like to build automated classifiers
so that the video activity category can be automatically inputted to the cyberbullying detection
classifier. We also intend to utilize automated emotion detection classifiers as described in [29] and
[107]. Finally, investigating social network attributes such as clustering coefficients etc are also
planned to be part of our future research works.

Another research direction is to analyze the different types of cyberbullying that take place in
OSNs. We plan to label the cyberbullying instances as racial, sexual etc and then design a classifier
to detect these different types of cyberbullying. In addition to that, we also plan to explore the
different roles played by OSN users like perpetrators, bystanders, and upstanders. Identifying and
differentiating these roles may assist us in improving the accuracy of cyberbullying classification.
Another future research avenue is to incorporate the improved classifiers developed in this section
into the mobile application and compare its performance against the current classifier. In the
process, there will be several system challenges such as how to extract topical and video features

in a scalable manner, using, for example, deep learning methods such as LSTM [46].

8.5 Conclusion

This chapter presents the following findings. First, we found that videos that showed joy and
people were less likely to be labeled as cyberbullying while those exhibiting anger were somewhat
more likely to be chosen as cyberbullying. Second, we found that by adding topical features derived
from the comments belonging to the media sessions, our best performing classifier improved upon
the classifier presented in 4| by almost 10 percent on average across three evaluation metrics. Third,

we found that by adding video features, AdaBoost improved to evaluation metrics values of 89,90,88
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respectively, increasing the accuracy, precision, recall respectively over the best performing classifier

without the video features presented in chapter [4
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Chapter 9

Conclusions

This thesis makes the following major contributions:

9.1 Summary

Chapter [4 puts forth a detailed investigation of cyberbullying in Vine, a video-based mobile
social network. Upon providing a clear distinction between cyberaggression and cyberbullying, the
chapter goes on to provide thorough analyses of labeled media session data collected from Vine.
After that, careful application of feature selection techniques and machine learning algorithms were
performed to present the best possible classifier performance. The key findings from the chapter

are as follows.

e We found that the percentage of high profanity-containing media sessions in Vine is quite

low

e We discovered that a significant fraction of the high profanity-containing media sessions
was not labeled as cyberbullying, though in general there was a trend towards increasing
identifications of cyberbullying as the percentage of profanity increased. This suggested
that the percentage of profanity in media sessions should not be used as the sole indicator

of cyberbullying, but should be supplemented by other input features to the classifier

e We found that not all media sessions that exhibit cyberaggression are instances of cyber-

bullying, thus validating the need to apply a stricter definition of cyberbullying. Fourth,
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we demonstrated that AdaBoost achieved the highest accuracy, precision, recall, cyber-
bullying precision and cyberbullying recall of 76,80,72,81,74 percent respectively using a

combination of profile owner, media session, comment features and unigrams.

An investigation of differentiating factors between non-cyberbullying and cyberbullying was
outlined in chapter [5l To the best of our knowledge, this is the first research to investigate factors
that differentiate a cyberbullying session from a non-cyberbullying one for both Vine and Insta-
gram, two media-based online social networks. Labeled data that used an appropriate definition of

cyberbullying from chapter [4] was leveraged to present the following key findings.

e For both Vine and Instagram, cyberbullying media sessions are more likely to have more

unique negative sentiment commenters

e In cyberbullying media sessions, profile owners are much more likely to post highly negative
sentiment comments with comparatively higher subjectivity spread across the temporal

frame since the sharing of the media than in a non-cyberbullying media session

e In the cyberbullying media sessions, negative sentiment comments persist with higher sub-
jectivity even after a long time since the media is posted, which is not the case for non-

cyberbullying media sessions

e Density of positive comments coming in for cyberbullying media sessions for both Vine
and Instagram is much less than that for the non-cyberbullying media sessions across the

temporal frame of the lifetime of the media session

Although a substantial amount of research has been proposed to develop accurate cyberbul-
lying classifiers, two key system challenges, namely scalability, and responsiveness of a potential
cyberbullying detection system have largely been ignored. Chapter [6]addresses these two challenges

by making the following contributions.

e Design and implementation of a cyberbullying detection system that consists of two novel

components: dynamic priority scheduler and incremental classifier computation phase
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e Thorough evaluation of the implemented system showing that our system substantially
improves the scalability of cyberbullying detection, enabling five times more media sessions
to be monitored for the same average alert time of 2 hours compared to an un-prioritized

system

e We demonstrate that our system can fully monitor Vine-scale social networks for cyber-

bullying detection for a year using only eight 1 GB AWS VM instances

e We discover the point (32 GB) at which adding memory no longer enables monitoring of
more media sessions and project that our system would need 120 32 GB instances to fully

monitor Instagram-scale traffic for cyberbullying.

Our ultimate goal is to provide an efficient, effective and feasible platform for guardians so
that they are able to monitor their kids’ activities in online social networks with utmost ease and
get notifications when a potential cyberbullying takes place. To this aim, chapter [7] makes the

following contributions.

e We present the design and implementation of an Android mobile application, BullyAlert.
The reason for developing this mobile application is twofold. First, we wanted to move
on from a centralized cyberbullying system described in chapter [6] as the sheer number of
different social networks as well as their daily active users will still put substantial resource
constraint. Second, in chapter [6] a single general cyberbullying detection classifier was
developed to be applied to all guardians. We argue that different parents have different
tolerance levels for cyberbullying and thus, will want to get different levels of alerts from

the system

e We outline the design and implementation of the feedback mechanism and the adaptive
classifier mechanism, by dint of which the application will be able to calibrate itself accord-

ing to the varying tolerance levels of guardians
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e Using the preliminary data collected from the application, we present an initial user ex-
perience analysis of the guardians who downloaded the application and the social network

users who were being monitored by the guardians.

In chapter [§] we present a short analysis of more complicated feature extractions, such as
video (emotions displayed and content shared) and topical features and incorporate these features
into building a much-improved classifier for cyberbullying detection over the one reported in chapter

[ The following are the major contributions from the chapter.

e We perform a survey to label the contents of the videos shared and the emotions displayed

in the videos in Vine

e We present an analysis of contents displayed and emotions exhibited in the videos labeled
in the survey and investigate the correlation between those and both cyberaggression and
cyberbullying and find that media sessions that exhibited emotions like joy and contents
like people are less likely to be instances of cyberbullying whereas media sessions that

exhibited emotions like anger were more like to be instances of cyberbullying

e We use Latent Dirichlet Allocation (LDA) model to generate latent semantic features of the
contents of the labeled media sessions’ comments and include it as an additional feature
to train and test the performance of our classifiers and improve the performance of the

classifier presented in chapter [ significantly

e We make use of the labeled Vine media sessions’ video contents and emotions exhibited and
include these two features as features to our classifiers which yielded a further improvement
across the evaluation metrics of the classifier. It is found that, after including the additional

video features significantly improve the classifiers’ performance
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9.2 What Next?

There are several future research avenues that can be traversed. While we have delved deep
into the social network Vine, other social networks like YouTube, SnapChat or Facebook are yet to
be considered. These social networks are also immensely popular[7, 8, [I01, 9], thus making these
very interesting candidates to further the research on cyberbullying behavior. In terms of investi-
gating cyberaggression behavior, an empirical differentiation analysis between cyberaggression and
cyberbullying can be a future research interest too. Furthermore, the roles of different participants
can also be examined, such as upstanders, victims and perpetrators. Last but not the least, by
exploring the social connectivity graphs of the social networks, research can be done to analyze
the cliques and communities to see which are most vulnerable to cyberbullying activities and why.
Finally, investigation of different types of cyberbullying, such as racial, sexual and so on is also one
of future research directions.

In chapter [6] we implemented a scalable and responsive cyberbullying detection system. In
future, we will extend this research to investigate portability of our system and the design choices we
made to other OSNs similar in nature such as Instagram and different in nature such as Facebook,
SnapChat etc. We will also examine in depth the plateauing effect that limits the effectiveness
of adding more memory, namely that there is likely a computational bottleneck that needs to be
further addressed.

In chapter [6] and [, we employed logistic regression and lightweight features for the develop-
ment of the systems. Future research directions includes exploring topical and video/image contents
into the classifier and be still scalable and responsive. We have shown in chapter [§| that topical and
video features improve the performances of cyberbullying detection classifier to a considerable ex-
tent. So incorporating these features into both the system and the mobile application is an essential
future research direction. Last but not the least, we plan to collect more data from our BullyAlert
application to solidify our hypothesis that different people tend to have different tolerance levels of

cyberbullying by leveraging the feedback data. Finally, we will investigate, in depth, the feedback
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behavior from BullyAlert to make sure that our classifier is indeed adaptive. This will mean that,
for each parent, the classifier will eventually calibrate its tolerance level to that of its user, so the

feedback from the guardians will eventually reach “almost all rights”.
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