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Michael Warren Skirpan, (Ph.D., Computer Science)

Negotiating The Future: Leveraging Socio-technical Narratives to Engage Multiple Voices in the

Ethics of our Future

Thesis directed by Prof. Tom Yeh

As technology mediates more of our lives and leverages more of our personal data, ethical,

legal, and policy questions gain more relevance and place pressure on our institutions and societal

norms. This thesis looks at how the use of robust socio-technical narratives can act as a space for

considering the correspondence between technical choices and social consequences of technology.

Given the diversity of stakeholders who shape and are impacted by technology – such as user

communities, lawyers, engineers, students, policymakers – it is critical we develop communication

strategies and mediums for negotiating the sticky ethical and social questions relevant to technology

development. This thesis explores several research areas where narrative acts as a tool for discussion,

clarification, and negotiation about future uses of emerging technologies. The research work of this

dissertation leverages narrative theoretically to support a policy framework for future regulation of

data-driven technology. It further looks at how narrative can facilitate ethics discussion in the CS

classroom, clarify and raise ethical issues for debate by engineers, and create a space for experts

and non-experts to hold discourse and express values around technology ethics and policy. This

work draws from several literatures including HCI topics such design fiction and user enactments,

risk perception, policy, philosophy, law, and art.
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Chapter 1

Introduction

“I have a foreboding of an America in my children’s or grandchildren’s time–when the United

States is a service or information economy; when nearly all the key manufacturing industries have

slipped away to other countries; when awesome technological powers are in the hands of a very few

and no one representing the public interest can even grasp the issues; when the people have lost

the ability to see their own agendas or knowledgeably question those in authority; when, clutching

our crystals and nervously consulting our horoscopes, our critical faculties in decline, unable to

distinguish between what feels good and what’s true, we slide, almost without noticing, back into

superstition and darkness.”

-Carl Sagan, The Demon-Haunted World

1.1 Technology as Tragedy or Hope

As humankind treads further into the Twenty-First Century, it is becoming overwhelmingly

apparent that the fate of our species and the evolution of technology are deeply bound together.

The challenges we face as a society and a planet are compounding day after day. A short list may

include: rise in our global temperature, destruction of scarce natural resources, increasing gaps

between rich and poor, looming potentials of nuclear war, lacking and unequal access to medicine

and education, continuance of racism and sexism, and, here in the United States, a severe inability

to communicate across cultural, generational, and ideological lines. Nonetheless, one piece of this

complex puzzle that retains hope and possibility is the promise of technology. The potential of the
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yet-to-be-found invention or idea. Can we innovate our way out of the many crises humanity faces?

Technology, thought of as the evolution of our human capacity to solve problems, is not merely

a set of external tools we leverage. Rather, technology sets the horizon of human capabilities. It is

fundamental to how we conceptualize ourselves. The idea of technology itself is adopted into our

collective psychology; at least for those privileged to have access. Those of us with technological

access, strategize our lives with the presumption that technologies are at our disposal. Thusly,

our capacity to mitigate the mounting problems of our world come down to what powers we are

able to wield for solving them. Not just now, but in the future. However, the implication that

technology can be wielded for good is bolstered by the specious assumption that we are in control

of the powers technology bestows. Assuming we are in control of technology may appear true at

face value. Though if you take a deeper look at a complex technology like the search engine, one

may ask, “Is the algorithm a tool for me to give inputs and get information or does the algorithm

instrumentalize me by ordering information to elicit my click?” Meditating on a severe case like that

of Dylann Roof [11] should at least put a pause on any immediate conclusion that the search engine

has solved the problem of quickly getting factual information. What instead we may wonder is,

“Under what framing of the problem has technology provided the solution?” and then in reflection,

“Is that the best framing of the problem?”

Increasingly we are seeing that the emergence of new technologies alone will not save us from

our hardest societal problems. In fact, we are now facing vast evidence that, when deployed naively,

technology can cause more harm than good or alternatively, offer benefits to only the select few who

can afford it. Automation and AI are continually overtaking the job market, accruing wealth into

fewer hands as our physical, and now mental, labor recedes slowly toward obsolescence [71]. Just

as quickly as social media availed to us the possibility of widespread communication and human

relationships overcoming physical barriers of distance, it admonished us by allowing the rapid

spread of misinformation and the fracturing of the public sphere through filter bubbles [241, 123].

And now too, as we hoped machines would optimize away our human biases, we are seeing that

machine intelligence is capable of adopting the very prejudices we are fighting against [42, 39, 27].
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These exemplary problems are only leaves of a larger tree of problems related to technology. From

the dwindling meaning of the right to privacy to the reality of autonomous weapons to the harsh

fact that the precious metals that make up our technology are sourced through extractive and

exploitative means, it is unclear what the cost-benefit balance sheet for technology truly is. Which

is not to say that we must slam the brakes, but instead recognize that if technology is to solve

anything for us, it must be designed, implemented, and deployed with forethought and purpose.

It is here, stating the desire for technology to be developed with forethought and purpose,

that we enter into the motivations for the work that follows. This thesis is an exploration of what

I will argue is a central issue for our future: How do we develop technology in the most ethical way

possible? Unpacked, this question opens up some of the most difficult and important sub-problems

technologists, policymakers, and the public face. Problems such as, What testing should be done

on a feature prior to release? How do we evaluate the social impacts a technology will have on its

users? How do we design technologies that align with the values of its users? Who is to blame when

a technology allows for severe, unintended harm? How do we leverage Big Data while respecting

privacy? What is informed consent and how do we achieve it at scale? How do we train AI systems

that do not inherit unwanted bias? How do we design machine intelligent systems that are auditable

and transparent? What rights should users have with respect to entities that license and use their

data? How do we inform the public about technology so that they can make decisions in their best

interests? What does it mean to instrumentalize humans to the purposes of machines? How does

a user meaningfully disagree with a decision made by a machine?

These questions are not mere philosophical meanderings. They each attach very directly

to choices technologists are making today. Yet, these questions have no straightforward answers.

Not only do they require the treacherous value-laden judgments demanded by ethical inquiry, but

they further demand our having insight into the unknown, namely, the future. Put another way,

thinking about the ethics of technology carries with it a two-fold challenge. (1) we have to translate

the space of subjective values into the space of technological choices and (2) our ethical analysis

must look beyond what we assume based on our current situation to account for the impacts that
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may occur after the technology is released.

Skipping to the punchline, the central theme of this dissertations is as follows: crafting socio-

technical narratives to represent the future of technology is our most powerful human tool for

meeting the challenges of (1) and (2) above. Narratives, sometimes referred to as scenarios or vi-

gnettes, have a unique power to blend the world of technical artifacts with that of human values and

relationships. What I will argue in this introduction and provide evidence for through the chapters,

is that thoughtful narrative can represent socio-technical problems such that multiple stakeholders,

of varying backgrounds, can meaningful consider the ethical implications of a technology. Further,

I will argue that narrative can be used to clarify our assumptions, identify unforeseen problems,

and present alternatives about the promise and danger of new technologies. Before getting into

the background of this work and discussing the limit of these claims, let’s pause to consider a case

study. To clarify how exactly it is that an ambiguous and broad tool such as narrative could be

useful for responding to the ethical challenges listed under (1) and (2), allow me to consider the

technical and design problem of the notification.

1.1.1 Notifications for Whom?: A Framing Example

Smart phones and computers have the responsibility of managing vast amounts of information

for our daily lives. Two important problems they attempt to solve is telling a user when new

information is available or reminding them of information when it is pertinent. Relative to these

problems, we have notifications. Anyone with a smart phone likely knows, notifications are almost

unavoidable features given the number of applications running in parallel and the need to allow

new information from those applications to be received asynchronously so the user can do one task

without entirely forgetting another.

Immediately a designer can enumerate questions such as: How disruptive should a notifica-

tion be? Where should we put them on a screen? For how long? Which notifications should default

to being off or hidden? What privacy constraints should be available for the user? The list goes on.

In tandem, engineers designing operating systems have to ask: What permissions should an appli-



5

cation receive to show notifications? When multiple notifications are available, how should they be

ordered? Should some notifications be unable to be ignored? Again, the list of considerations is too

long to exhaust. It should be noted, that this example abstracts away from other practical realities

that would be considered such as, “How do we make sure users pay attention to what we want

them to?” and “How can we make notifications most advantageous for our company and partner

companies?” But for now, let’s treat the situation as technical design problem unencumbered by

organizational demands.

From a user vantage, we similarly have a set of considerations: How do I silence notifications?

How do I prevent unwanted notifications? How do I make sure I do not violate privacy of my friends

or colleagues with an overt notification? How do I make sure I do not miss something important

to me? How can I make sure I do not forget something I must remember? How do I make sure the

phone gets my attention? And, of course, each user has their own needs and priorities (some may

not care about notifications at all).

Now, given this situation where a designer and an engineer are working together to solve

notification problems for a user, I can ask some ethical questions of their choices. It strikes me

as likely that some designers and engineers would balk at the idea that, beyond severe privacy

concerns, there are many ethical questions to ask in this realm. Yet, I’ll start with a fundamental

question, “Does the system treat the user as an autonomous agent with its own goals and values?”

This high-level question can then be unpacked into a number of sub questions. For example:

(1) What does your ordering algorithm optimize for?

(2) How does a user inform the system that they require a pause in notifications or change in

the notification schema?

(3) Does your notification system treat all users the same?

(4) Is your system capable of subverting the users goals?

Let’s consider each one of these briefly. (1) is asking about value alignment. It is likely (1)
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is answered by an optimization for most commonly used applications, most clicked notifications,

or a priority of applications by type (e.g., alarms > email > socialmedia > newsarticles). This

is an attempt to codify the users values, or likely values, as observed through behavior. We would

find it disturbing if the answer was, “We analyze what content is likely to make the user upset

and show that first.” Given that no user anticipates or feels they agreed to something like this, it

would be egregious and unethical to utilize such an algorithm. (2) would likely be responded to

by explaining that notifications can be paused or silenced through a menu interface or permission

setting. (3) starts getting into more difficult territory conceptually. For the non-technical user, it

may not really be obvious what this even means, but for the engineer, they may immediately think

about personalization. Telling the user, “your notifications are personalized given what we assess of

your behaviors and personality,” may, to some extent, be the spurious response to dealing with (3)

and likely alleviate a designer’s concern due to a moral rationalization of consent. However, if we

were to explain that, “it means men and women will likely get significantly different notifications,”

they may not be so excited. Now this question becomes one about fairness and discrimination;

something the engineer implementing a personalized algorithm was possibly not thinking about.

Moving to perhaps the most challenging of the questions, (4), we might imagine that an

engineer simply say, “of course not,” or, “what does that even mean?” We would also imagine a

user saying they obviously do not want this, but are not fully sure what it means. And it is here

that we really start getting in muddy water. Leading up to (4), the previous questions carried some

amount of intuition and we imagine the engineers would have reasonable explanations regarding

making their best attempts to accommodate user values to the extent possible. While obviously

concerning, (4) denies intuition and instead leaves one thinking, “well of course no one would try

to do such a thing.” However, a very clever engineer (or creative layperson) may read that question

and think about some complex dynamics that could emerge where, in attempting to algorithmically

optimize for a click, a user’s cognitive abilities may, against their interest or desire, lose to a very

intelligent notification system. Still it is almost difficult to imagine. Thus, let’s try a narrative.

“Shawna has owned her phone for about a year. She mostly uses it for email, social media,
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and reading the news, but also does some online shopping. Usually shopping on her phone is

restricted to her commute to work. Her phone has permissions to show her notifications when sales

are occurring on her favorite shopping applications. Her phone is also designed so that it shows

notifications when they are most relevant. Until recently, this has been great for Shawna. When

reading the news, her phone learns not to interrupt her with social media and when typing emails,

it has learned not to bother her with news. Recently, Shawna looked through her bank account and

realized that she has continued to spend more money on clothes over the past two months. After

this realization, she began picking up on the fact that her shopping notifications were alerting her

at new and odd times, often late in the evening, right after she was on social media. Now that

she put the pieces together, she realized this pattern started after posting that she felt jealous of a

friend of her’s who is always showing off brand new outfits online. Unbeknownst to her, the smart

notification system had picked up on the fact that Shawna was cognitively most disposed to click

and buy after leaving certain behavioral data traces that were signals of jealousy and insecurity.

Not fully understanding what happened, Shawna now is now feeling violated, a bit confused, and

uncertain of what her phone is capable of doing.”

Reading this, some people may immediately roll their eyes and say this is ridiculous and

very unlikely. Others may raise their eyebrows and think about what pattern of inputs fed to

an algorithm may actually create this scenario. In either case, we can very easily say that the

algorithm, as used in this scenario, led to a cognitive manipulation effect that was negative for the

user (and made the user’s interests subordinate to its optimization). This case is motivated by a

real marketing strategy (e.g., [231, 287]).

If we were to extend this case to other domains outside of online shopping, we can surely

imagine that a similar manipulation could have even more chilling consequences. What’s crucial

is that the form of this story allows nearly anyone to understand the problem it raises. Thus, now

we actually have a real space where (4) can be debated from a common example. E.g., Can an

algorithm do that? Should an algorithm be able to do that? If an algorithm does that, does the

person have a right to recourse? Is this really covered by consent? I will refrain from attempting



8

to answer how this narrative, question (4), or these sub-questions should be resolved. Though, I

will simply state that engineers should work to make systems where this narrative can be avoided,

or at least where a user could control the inputs being given to the algorithm so they can limit or

fix such issues.

Ending this aside here, I hope this motivates the possibilities for why narrative can elucidate

complicated ethical situations created by technology. Specifically, it supports the difficult transla-

tion of social values into technical systems and offers grounded visions around uncertain and hard

to grasp future consequences.

1.2 The Immanent Need for Data and Machine Ethics

Having made grand statements about the dire need for ethics in technology and why narrative

may support this process, let’s go layer deeper into why these question are so pertinent at the present

moment and what focus I am taking in this thesis among myriad relevant ethical topics. Scattered

throughout the following chapters, dozens of examples will be discussed where the use of Big Data

and Machine Intelligence cause unexpected and concerning impacts. Whether it is the rapid loss of

privacy due to the heightened difficulty to anonymize [238, 250], increased ability to predict private

information [96, 194] or the complex ways in which algorithms are able to shape and harm humans

[147, 321]. All of these questions are ripe for investigation in the era of the “Fourth Paradigm”

[165]. That is, as I will overview in the second chapter of this thesis, the rise of Big Data is changing

the wiring of thought and humanity, and in turn pressing on our moral and legal ideas. The idea

of the “Fourth Paradigm” is that the increased availability of data from online sources, sensors,

synthetic simulations, etc means that our ability to track, model, and predict phenomena using no

hypothesis, theory, or scientific method is the methodology of the day. And the critical point to

recognize is that hype around an AI revolution [71] is intrinsically wed to the Big Data revolution.

In her talk, “Machine Intelligence Makes Human Morals More Important” [322], Zeynep

Tufekci urges us to see that through the use of trained AI systems, we are beginning to offload

our moral reasoning onto machines. Contentious and sensitive matters such as policing, prison
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sentencing, and mental health diagnosis are now being encroached upon by machine-intelligent

systems. Her warning to us is, “if we do not start debating and choosing moral guidelines, machines

will dominate these spaces without our say.” This rings harmonious with a prior warning argued

by the famed computer scientist and cultural critic, Joseph Weizenbaum. In his seminal book,

“Computer Power and Human Reason,” Weizenbaum argues that humans make choices whereas

computers make decisions [342]. He worries that there is a confusion around the capabilities of

computer power that will neuter our interest in the normative, ethical, political nuance of human

reason. In particular, he sees a future where we are unable to tease out the value-laden propositions

of science and aim toward a society that upholds the our human values. His postulation is that this

could happen due to the relinquishing of human judgment in favor of machines that can blindly

make decisions for us.

Historians too have ruminated on this very concern. Prized historian Lewis Mumford, in his

book “Technics and Civilization,” specifically argues that humans have never fully found a purpose

for machines in human society. Rather, our wanderlust to let machines recapture our old ideas in

powerful and efficient ways distracted us from some of the fundamental social questions raised by

machines in the early industrial era. He writes,

“The machine itself makes no demands and holds out no promises: it is the human spirit that

makes demands and keeps promises. In order to reconquer the machine and subdue it to human

purposes, one must first understand it and assimilate it. So far, we have embraced the machine

without fully understanding it, or, like the weaker romantics, we have rejected the machine without

first seeing how much of it we could intelligently assimilate.” [234, p.6]

Again, the problem is seeded in similar soil. Blindly applying machine power to human

problems without considering what we want to accomplish socially may allow humans to be nothing

more than instrumental to a society of machines carrying out industrial demands. As if the horrific

consequences of rapid top soil removal triggering the Dust Bowl [75] weren’t evidence enough to

tread with some care when harnessing fantastic new powers. The logic of “innovate first, think

about it later,” may swallow us whole before we can tame technology to our purpose. And a logic
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of this kind is being applied all around us in relation markets around our Big Data, now housed and

licensed by the largest online providers. Nearly any machine intelligence expert would agree that

new paradigms, such as deep learning, give us the capacity to turn vast amounts of unstructured

data into “accurate” models of arbitrary kind. So where exactly does human value fit into the

equation of training machines on vast quantities of data?

Take DARPA’s stance on AI [202], which sets out three primary categories: handcrafted

knowledge, statistical learning, and contextual adaptation. Handcrafted knowledge is the earliest

paradigm of AI where experts programmed pre-structured sets of rules to represent knowledge

and then allow machines to process data using these structures. Statistical learning, the current

paradigm, involves engineers leveraging statistical models that are trained on data. The fundamen-

tal idea is that once enough data passes through the system, the machine will learn how to separate

features into desired classes required for decision-making and inference (ie, train a model on enough

criminal profiles and it will “get good at” identifying a likely criminal). Think of it as a very slow

version of how you train a child to do a task through trial and error. The upcoming paradigm,

DARPA claims, is contextual adaptation, which uses explainable models to support contextual

inquiry into how abstractions and inferences are being made. The goal of contextual adaptation is

to allow machines to become even more human and identify which model is best suited to handle

a particular input rather than the current single-model approach. Now we might ask, whether in

the statistical learning or the contextual adaptation paradigm, Who decides how to restrain what

data models can utilize and toward what goals? Who decides how a machine decides which context

is most appropriate for a choice? Is the goal to resign the human and “let the data decide?” In

alignment with Mumford’s worries, Can we still promise humans the rights they are given when

machines mediate the very considerations and actions we count on to uphold our values?

The point of this brief outline is to establish two premises: (1) that human tasks are capable

of being performed by machine intelligence without any moral guide and (2) that ethical questions

about data are directly relevant to those about machine intelligence. Machine intelligence is simply

the results of putting data to use, often with no human oversight (e.g., statistical learning and
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contextual adaptation). Much like the famous slogan “garbage in, garbage out,” that warns of bad

data leading to bad results, we must see that data ethics is machine ethics in an era of narrow AI.

Within data ethics, questions such as, Should public online data be allowed for research? or What

limitations should be placed on third-party sharing of personal data? are anchored by questions of

machine intelligence such as, Should certain output classes be restricted without a user explicitly

opting in to allow a statistical model to evaluate their data? or Should AI systems whose decisions

could impact a human’s life be trained on data licensed through a pass-through agreement with

another service? We might wonder that if a massive dataset captured today carries a hidden

statistical trend that men with no open political affiliations make for the longest-serving corporate

employees, should we allow an algorithm trained on that dataset to filter job applications? Does it

even matter if the features of “being male” and “having no political affiliation” are true predictors

of long-term employment? I should hope our answer is, “no,” if we were given the option to decide.

Perhaps, in a future where general AI is achieved, we will begin asking data-agnostic questions

such as the nature of machine rights. For now, however, any inquiry that goes deep enough into

data ethics will end up asking questions about machine capabilities and vice versa. One may even

argue these are just two new languages in which we can cast age-old questions about fairness,

openness, autonomy, and human rights. Going back to the advice of Zeynep Tufecki, if machines

are now being granted the permission to make recommendations or decisions of moral importance,

it is critical we agree on these morals, or at least know what moral perspectives are being loaded into

the systems that shape our future. Otherwise, the narrowly-defined, superhuman systems we are

designing may achieve their goals without regard to human norms, dignity, autonomy, or rights.

Within the literature of ethics and risk, this problem was famously explored by Nick Bostrom,

sometimes called The Paperclip Maximizer thought experiment. The gist is a superintelligent AI

destroys the human race attempting to make the most paperclips it possibly can. Though, the

idea of AI instrumantalizing humans 1 is rarely raised as a problem relevant to today’s machine

1 cf. the philosophical idea of “instrumental convergence”; primarily concerned with yet-to-be-seen superintelli-
gence
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learning practice.

A fantastic cultural example of this idea is presented in an episode of the popular sci-fi car-

toon series, “Rick and Morty.” In the season two episode “The Ricks Must be Crazy,” Rick and

Morty must go into a mini-universe that powers the broken battery of their space ship, Summer,

Rick’s granddaughter and Morty’s sister, is left alone in the spaceship which is equipped with a

super-intelligent computer. Rick gives the spaceship one command, “Keep Summer safe,” before

departing. While Rick and Morty are gone, the space ship ends up murdering one potential tres-

passer, paralyzing another, psychologically manipulating a police officer, and ultimately designing

the conditions for a peace treaty on that planet, all in order to keep danger away from Summer

who is inside the spaceship. As hilarious and absurd this representation of the problem is, it is

substantively spot on. An AI that knows nothing besides how to optimize its model to achieve a

narrowly defined objective, could very well act outside of any reasonable ethical or legal box to

achieve its objective. Though the format of a TV show does not provide a framing or space such

that serious debate could occur, it creates a common reference point for what it means for an AI

to achieve goals using questionable means.

Before turning toward the role of narrative in this research program, let me solidify the

ethical space this dissertation occupies. I am taking the stance that ethical questions about data

and machine intelligence are fundamentally tied and that the implications of these ethical choices

will involve us all given the growing pervasiveness of AI and data-driven systems. I am interested

in pursuing two primary problems within this space. First, that ethical questions related to data

and machine intelligence must be made explicit in order to not be tacitly defined and solidified

via technical design implementation. An assumption I make here is that even expert engineers

likely need support in understanding the consequences of their choices. Second, the moral choices

we make should not be isolated to a small group of elite technicians and must be accessible for

comprehension to the broadest audience possible in order to not alienate us of our fundamental

rights. In Chapter 3 of this thesis, I will mount an argument based on human autonomy that

drives home this point. For the purpose of this introductory section, it should suffice to state that
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if we do not build a conversation where enough stakeholders can be involved, machines acting on

our data may violate our norms and rights without us prima facie recognizing it. Not only is this

unacceptable under a moral view that upholds respect of all persons, but it is an idea that could

undermine our democracy if a populous were to be stripped of the ability to pursue their interests

in the new social reality of Big Data and Machine Intelligence.

1.3 The Role of Narrative in Ethics Research

Establishing that there are serious ethical challenges for our society, and computer scientists

in particular, is one matter. Why to explore narrative as a tool to meet these challenges is another.

Restating from above, the goal is to find ways to ground ethical thinking about technical systems

and maximize the number of individuals who understand the stakes. The notion of using narrative

to communicate complex ideas is by no means new. There is a long history, particularly via science

fiction (sci-fi) [59], of narrative being used as a tool for thinking about philosophical and ethical

issues in technology [58, 307, 118, 211, 208].

Edwin Abbot’s famous book, “Flatland,” is an example going back to the late nineteenth

century of a creative story about a society of circles, squares, triangles, and lines that helps readers

understand the complex concept of dimensionality. The 2D characters encounter a 3D object

beyond their comprehension. They are only able to perceive it as a circle that grows in size then

shrinks again. Beyond providing utility for mathematical teaching, the story also critiques classist

and sexist societies.

Weaving complex concepts into story form is may be a residual benefit or point of intrigue for

some artists who have no didactic aims. A laundry list of sci-fi stories could be adumbrated (e.g.,

“Blade Runner,” “Brazil,” “2001: A Space Odyssey,” “The Circle,” “Super-sad True Love Story,”

“The Dispossessed”; to name a few) that are highly critical and thoughtful in their conceptualizing

social and philosophical questions. These definitely set a precedent and show promise. Narrative

or fictions that are useful for research, however, may need a more formal engagement structure.

A mode of contextualizing into a literature, articulating an argument, or gesturing at real design
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patterns can move pure art into a dialectic useful for research. This approach is adopted most

notably by those who occupy the broad areas of speculative research and design. A list of terms

under which you may find such work includes: “speculative design, critical design, design fiction,

design futures, antidesign, radical design, interrogative design, design for debate, adversarial design,

discursive design, futurescaping, and some design art” [118, p.11].

Designers Anthony Dunne and Fiona Raby attempt to summarize work done in this space

in order to suggest that it elevate itself into a more central area of research and development. In

their words:

“we need to move design upstream, beyond product, beyond technology, to the concept or

research stage, and to develop speculative designs or “useful fictions,” for facilitating debate. As

designers, we need to shift from designing applications to designing implications by creating imag-

inary products or services that situate these new developments within everyday material culture.

As the science fiction writer Frederick Pohl once remarked, a good writer does not think up only

the automobile but also the traffic jam.” [118, p.49]

It is here we find an articulation of what my work hopes to achieve in the space of technology

ethics. Specifically, “useful fictions.” Ways to get at the ineffable conundrums awaiting us in

the future. Technical solutions and analytic debate that respond to tomorrow’s problems. E.g.,

Pre-empting traffic jams. Before detailing my personal approach to applying narrative to ethics

research, let’s look at other approaches that create the context of this work.

1.3.1 Background of Narrative in HCI and Ethics Research

Through this thesis (specifically Chapters 4 and 5), there will be thorough discussion of the

literature relevant to ethical problems in technology and creative approaches to research that use

narrative. But before considering this literature as it closely relates to my research work done, let’s

step back and consider this field from a macro-vantage. Specifically, I want to look at how HCI

researchers have been leveraging narrative and performance through “scenarios,” “design fiction,”

“enactments,” and “future studies.”
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Within the context of HCI, scenarios are widely recognized as a useful tool for envisioning

how technology might function in actual organizational environments [82, 81]. Sometimes called

“scenario-based design” [82], the idea is to construct brief stories that described how organizations

or individuals will actually behave once a new technological system is in place and determine

points of concern. Engineering software to meet the particular demands outlined in scenarios

illuminates tangible goals for developers and expectations from stakeholders. The clarity of a

scenario promotes the adoption of usable design [277] by allowing users to express their practical

concerns in a common format that engineers can translate back into their work. It is in this

vein that many HCI researchers have promoted scenario-based approaches to support participatory

software development [340]. Again, as a participatory design tool scenarios are meant to allow

stakeholders to elicit their requirements and engineers must correspondingly construct software

patterns that can evolve as the requirements of a system design evolve. The scenario again acts as

the common ground for user participation by allowing for the modification of scenarios to propagate

into software modifications. “Vignettes” are another extension of scenario-based research in HCI,

except vignettes often carry more context than the behavioral descriptions of a scenario. With

this added human context, vignettes are useful for allowing people to reflect [327] on the human

consequences of actions with technology or to study how engineers exert professional judgement

[314]. However, this is not far flung from scenario-based research since again the vignette is posing a

common object to translate between technological choices and human consequences. The summary

point here being that scenarios and vignettes, both forms of narrative, are support tools within

HCI research for relating software choices out to real-world behaviors and constructing spaces to

negotiate and reflect on these choices.

Moving a bit more on target, HCI research has further taken up the use of narrative for a

deeper reflective practice. “Design fiction,” is a term first used by Bruce Sterling in 2005 [306],

to describe his writing process in comparison to design thinking. It was not until 2009 that the

term really came to capture its essence as a new idea for future-oriented research that straddles the

line of fact and fiction [58, 307]. Sterling’s evolution of the term, based on his own sci-fi writing,
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came from the concern that sci-fi and design could learn more from one another if we allowed the

imaginings of sci-fi writing to dwell more intentionally on technology that is closer to design reality

than design fantasy. He writes,

“On occasion, sci-fi prognostications do become actual objects and services. Science fiction

then promptly looks elsewhere. It shouldn’t, but it does...However, when science fiction thinking

opens itself to design thinking, larger problems appear...Many problems I once considered strictly

literary are better understood as interaction-design issues.” [307, p.21].

His call was simple: apply sci-fi to real design problems. Allow the fiction to motivate us

outside of what the demands of commerce place on designers. Or as he puts it, “Rather than

thinking outside the box–which was almost always a money box, quite frankly–we surely need

better understanding of boxes. Maybe some new, more general, creative project could map the

limits of the imaginable within the contemporary technosocial milieu.” [307, p.24]. Unsure of

what he was fully asking for, the insight was sound: unencumber our thinking about technological

possibilities from the constraints of the market. Writing in ACM’s publication Interactions his

prompt was clearly to researchers. Asking them to see a new lens from which to study design,

namely the fictional. And that approach has exploded into numerous projects. Two of the most

notable practitioners of design fiction research are Julian Bleecker and Joseph Lindley.

In 2009, just two months before Bruce Sterling released his prompting essay, “Design Fiction,”

Bleecker published a similar article in Near Future Laboratory under the same title. The major

difference, Bleecker was tracing a history where design fact and fiction are always influencing and

playing off of one another. Bleecker’s take

“As a principle, the science of facts and the science of fictions have their own distinctive

characteristics which helps draw hard boundaries between the one and the other. But, in practice

(which is what really matters when things are made), these two genres of science are quite tangled

together. There are knots of intermingling ideas, aspirations and objects that blur any perceived

boundaries and bind together these two kinds of science together. Engaging these knots, making

the knots deliberately - this is the practice of design fiction.” [58, p.25].
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Unlike Sterling who is worried about wasting the insights fiction writers could give to designers

(and vice versa), Bleecker wants to formalize the process he believes that is already there to elevate

it to a central position in how we develop the near-future. More in the critical than the idealistic

mode of thinking, Bleecker hopes to charter the future of design toward the good and away from

the bad. How do we avoid that bad? By freeing ourselves of what we feel certain of through fiction.

A clarifying passage of his position states,

“The kind of design I’m talking about is trying to determine with any certainty what will

happen in the future. That’s just silly. We’re not interested in modeling behavior and saying

with any sort of certainty or predictability what will happen. What design fiction is after is

thinking through possible near futures based on a willfulness to create different worlds, perhaps

more habitable, mindful of all the good things for which one might strive.” [58, p.84].

Joseph Lindley, in response to these inviting words by Bleecker and Sterling, has taken on

the challenge of really formalizing design fiction into research practice. His work on “anticipatory

ethnography” [210] seeks to apply the rigor of ethnographic research to several dimensions of design

fiction. If design fiction is meant to open up questions and pathways for thinking, anticipatory

ethnographies are meant to document the aftermath of walking through that opening. Studying

the process of creating a design fiction, the reactions from the audience, and the internal content

of the fiction became the medium for much of Lindley’s work [210]. Lindley further attempts

to crystalize the practical purposes of design fiction as a research program after listening to the

divergent meanings of the term floated through the research community muddy the water [207].

His insight is to see design fiction as falling into one of two framings, incidental or intentional.

The claim is that the “incidental” fictions are those that catalyze discourse and create a space for

debate by being studied. On the other hand, “intentional” fictions are deep inquiries where the

design fiction and the research are co-created by and through one another.

Lindley’s contribution has been an important one to separate out the process of making art

and writing fiction that just so happens to raise questions about technology from the deliberate

act of making fiction that targets subtle points and supports a research program. An example
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of the latter project is the emerging HCI trend of “enactments” [248, 124]. Rather than asking

questions about fictional worlds, enactments are design fictional scenarios where users actually

become agents. William Odom set off “user enactments” as a hybrid research program that studied

user attitudes and behaviors within designed fictional situations with technology. Their project

starts by prototyping possible future scenarios where technology may put into question social

norms then actualizing those scenarios and inviting subjects in to act them out [248]. The goal

was to act out a scene up to a point then allow the participants to improvise their reactions to

how the technology behaved. While Odom’s program built toward moments of research inquiry,

empirically examining what a user would do at the unknown juncture, Chris Elsden has iterated a

step further designing whole social experiences with multiple stakeholders enacting the scene [124].

“Speculative Enactments” broadened the empirical study into the emergent behaviors made by an

ensemble of participants working around designed, fictional artifacts in a scenario. For example,

“Metadating” [125] studied participants who joined an experiential fiction where speed dating and

revealing personal data were combined. People designed their own data-dating profiles to use

in a “dating and future-oriented research event.” The entire process was studied from how the

individuals designed their profiles to how they interacted on the night of the event.

Stealing words from Elsden, a pithy way to describe these research programs might be: “Our

role as design researchers was to create a set of circumstances where such speculation was was

anchored in a familiar and relatable activity...with meaning for the participants beyond taking part

in research.” [124, pg.5389]. He later goes on to discuss this method as “consequential,” where the

participants are “co-constructing the fiction,” and they “invite the study of experience.” What I

would like to point out about both Odom and Elsden’s work is that they are able to take a future-

orientation to their study of technology by designing fictions that their participants can easily adopt

and understand. These studies then allow their investigators to take a stance on design and the

future by not simply saying, “this is innovative, let’s try it,” but by arguing from evidence, “this

is how people actually felt, let’s try to avoid what was offensive and move toward what was well

received.” This kind of argument, about moving toward preferable futures, is part and parcel of
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the final research method I want to discuss, “future studies.”

Future studies is a conglomeration of methodologies all pointing toward one thing: under-

standing and steering the future of humanity. More robustly, “When thinking about the future is

approached systematically, we can critically examine multiple potential futures, expand the set of

externalities under consideration, and address both negative and positive forecasts of the future”

[217, p.1629]. A common representation of future studies goals is represented by the taxonomy of

futures graph that is used again and again by people in this space of research (See an example in

1.1). Using varying research methods from computer simulation to The Delphi Method (iterating

on questions about the future using expert panelists) [217], future studies researchers draw from

expert opinion, current events, quantitative analytics, and critical reflection to construct insights

and recommendations about the future. Stuart Candy, now at Carnegie Mellon’s School of Design,

wrote a pioneering thesis on ’experiential scenarios’ in which he details the pressing need to study

the future and studies the the psychological impact experiential interventions have on people who

go through his meticulously constructed workshops that invite people into possible futures [79].

Once again, we see the aim of studying the yet-to-be-seen, requires devised scenarios or fictions

to support the objective of shared reflection about a common uncertainty. His work, much like a

lot of future studies, is not oriented at technology in particular, but at the future broadly. How-

ever, his (and others’) methods, as may be obvious by now, are being adopted and applied to

technology-specific questions in HCI, design, and art.

Navigating through these threads of research, I’d like to now come back to highlighting a

common theme that will be critical to my related exploration. Namely, that narratives are com-

monly used to (1) characterize and create possible realities for discussion and (2) construct common

ground for multiple stakeholders to jointly experience. While much of the research discussed is not

directly targeting ethics, it should be obvious by now that narrative may be an ideal candidate

for digging into the unresolved legal and ethical questions posed by the emerging era of Machine

Action and Big Data. Returning to the words of designers Dunne and Raby, “A speculative design

proposal can also serve as a ’probe’ for highlighting legal and ethical limits to existing systems”
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Figure 1.1: A graph originally drawn by Joseph Voros, redrawn here by Stuart Candy, that
delimits the space of the future into the possible, plausible, probable, and preferable.
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[118, p.54]. And this is exactly what my work hopes to do – create boundaries, targets, and tem-

plates for investigating these legal and ethical problems. Or, using my favorite phrase from Dunne

and Raby, “This project could be described as a form of ’speculative ethics’ - a tool for exploring

notions of future good and future bad” [118, p.64].

This description of their practice, very accurately depicts my goals of leveraging fictional,

future-oriented narratives to support ethics research. This thesis generously borrows from the

above literature and hopes to expand upon it and specify practical applications, much like Lindley

did for design fiction. Let’s now move on to looking at my personal framing of this work and the

investigative project of this thesis.

1.3.2 Speculative Ethics Using Templates, Targets, and Boundaries

This thesis showcases a variety of contexts, from policy framing to teaching ethics in the CS

classroom to public dialogue, where narrative can support ethical inquiry. Targeting the complex

issues arising from Big Data and novel Machine Intelligence, narrative is explored as a malleable

tool with benefits within different contexts. Each chapter and section communicates a particular

application into a space of problems where ethical thinking on these issues is important. It is

possible to read the chapters as stand-alone essays where a problem context and methodology

is developed. However, in this first framing chapter, I would like to give some insight into the

overarching framing that structures my application of narrative.

Calling back to the language of Dunne and Raby, they frame speculative ethics as a “tool for

exploring notions of future good and future bad.” This idea resonates well with the way I conceive

of narrative functioning in this research program. Another idea from the literature above that

impelled my thinking was Lindley’s work to separate out incidental from intentional design fiction.

The dichotomy here is between narratives that amalgamate ideas that work to build the discursive

space as opposed to narratives that are highly researched and curated to evoke particular thinking

and enable research. For me, I think of speculative ethics, or the application of future-oriented

narrative to ethical thinking, as falling into three species: templates, targets, and boundaries.
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These species are not the narrative themselves, but the structure behind a socio-technical narrative

meant to do ethical work in a research program. Let’s consider the three in detail before going on

to how they are used.

1.3.2.1 Templates

Templates are the source materials that creators (whether designers, writers, or researchers)

use as a medium for thought. This could be a design artifact (such as a fake product), a computer

tool (such as an adversarial machine learning system), or a piece of text (such as a written scenario

or case study). Alone, templates may not fulfill the wholeness of a narrative, but begin to gesture

toward a world. They are the objects that structure the creative boundary between fact and fiction

from which to work. Often a template will be something that, alone, starts provoking intrigue,

criticism, or ethical reasoning. In some cases, such as provocative scenarios, the template and the

final narrative it goes toward will be very close in form. Perhaps the description of a plausible

event simply needs a character and a bit of context to hone into the idea being explored. On the

other hand, some templates, such as a product, may evoke a richer context, but be far from a

narrative. In this case, a template and its narrative have a wide gulf between them as the template

is too thin to evoke a rich socio-technical context. Templates are crucial toward the development

of common ground between the creators and any audience that will ultimately interact with the

narrative for analytic or experiential purposes. It is possible to develop templates directly into

narratives for exploring problems without actually taking a position within the ethical space it

occupies. Speculative Enactments, as discussed above, tend to be purely built from templates since

the goal is to build a neutral space for co-creating the final narrative. And there design through

research approach that creates the structure for further evaluation. Working from templates is

great for an inquiry-driven approach (as Lindley may call, the incidental fiction) where the goal

is merely to build a space for discourse and interrogation. However, if a creator wants to take a

stance on a particular ethical issue, they may work these templates into an evolved form of a target

or boundary.
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1.3.2.2 Targets

A target is when the development of the narrative is directed toward a goal or a particular

point in the future space of possibilities. Much like the role of narratives in scenario-based design,

the narrative here is a way to represent the ideal case. In Lindley’s words, these would definitely

be intentional fictions. It should be noted, thinking about the narrative as a target does not mean

that the creator is necessarily supporting this. Rather, they may be attempting to work out the

complexity or impossibility of the ideal case really emerging. The role of the narrative is simple

to express a trajectory where some stakeholder with some perspective might be trying to take a

technology, and attempting to understand that world and aim. It is possible to go either way: the

target may be an argument for a specific design or technological choice or an argument that is

meant to question. The position matters less than the structure of the representation. Morphing

templates into a target narrative is specifically the project of showing destinations. Places we might

land.

1.3.2.3 Boundary

Another way to intentionally shape template material during the construction of a narrative

is toward a boundary. Unlike targets which take us to a place, a specific landing point from which

to look around, boundaries attempt to highlight where we may cross an ethical line. In making

target narratives, we might tacitly cross many ethical boundaries that can later be considered from

the new resting point. However, making a boundary narrative is the specific attempt to discover

the point where the ethics get concerning. Much like case studies or court precedents, boundaries

are where you shape your template materials for the purpose of getting to know that boundary

condition so that others can see it. Boundary narratives are perhaps most useful when trying to

make a legal or philosophical argument where the ethical concern becomes much more prominent

within the context.
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Figure 1.2: The network of templates, potentially shaped by targets or boundaries, that go into
forming a socio-technical narrative.
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1.3.2.4 Narrative Construction

To quickly ground these conceptual tools, let’s consider a short example. See ?? for a visual

guide. Let’s say my starting template is the Amazon Echo Look. This is a real smart-camera prod-

uct from Amazon that integrates with the Echo to allow you to take photos and videos of your daily

fashion choices. This allows you to create “lookbooks,” get selective clothing recommendations,

and get AI-support to improve your desired style. By no means does a source template need to be

a real object; though, often if the ethical inquiry is meant to be applied technological ethics rather

than broad philosophical ethics, it will be. Some purely artistic texts and objects may get the

mental gears turning toward a very real, applied issue, but it is easier to see the applied trajectory

in this example by using a real product.

With this source template, I will want to begin considering plausible fictions regarding how

the product might be used, ideally using different perspectives. In the world of the Echo Look

there might be stakeholders such as a satisfied product developer, a worried software engineer,

an insecure customer, and a rich, spoiled customer. Much like the HCI practice of constructing

personas [263], the conversion of the template into the narrative will require human meanings and

purposes. Often here, if the Echo Look aroused a particular ethical worry, say, imagining a very

insecure person getting tricked into buying way too much or Amazon merging these photos with

their newly acquired food purchasing data from Wholefoods, it is useful to ground this inclination

in a human frame. This helps deepen the thought and test its reality. If it’s almost impossible to

imagine any person with the personality and psychology that grounds the problem, it’s probably

very farfetched. In whatever case, the goal now becomes to start fleshing out a world of behaviors,

consequences, reactions, and emotions that is becomes your medium for thinking. This may be very

easy if you know you are targeting (we’ll get to converting this template to a target in a moment)

a specific legal problem, or this may be the most challenging part of your research program, much

like William Odom describes going through dozens of scenarios before deciding which ones were

right for the User Enactments [248].
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In the case of wanting to study the template as a space for inquiry, the goal would be to

gather enough facts about possible worlds to then ground a site for contemplation. This could

be your target narrative - no specific goal or problem - rather, a world where varying presenta-

tions, possibilities, and choices are at work. This would be a purely template-driven narrative

construction where the evaluation may be to figure out what people’s ethical qualms are through

an interaction experiment or to create a playful space to see what behaviors may happen given a

set of circumstances. Still the narrative is the common ground between participants and the cre-

ator. A template-driven example using the Echo Look might be to create a fake clothing store with

changing rooms and vanity mirrors where several Echo Looks are giving people advice side-by-side

or one-after-another. This idea may seem weird, but uncertain and the goal could be to purely

build up a realistic experience of this to then study how people react to this space.

A different creator may take the idea of the Echo Look and be very worried about the

longer-term use of all the data such a camera would have. Thus, the shaping of a target may be

appropriate. That is, designing a narrative that takes us to the world where thousands or tens

of thousands of people have Echo Looks and Amazon now has millions or billions of photos of

people wearing their daily attire. A sample of this may be a story about a gritty, masculine man’s

evolution into a chic and stylish fashion guru. Perhaps in this story, his husband had been trying

to get him to dress more fashionably for years and the Echo Look finally made it practical. This

story might instead focus on the odd reactions of the people around him who are surprised by his

transformation. In either case, putting out such a narrative for further evaluation would have the

goal of a target. A provocation structured around a particular world containing the Echo Look

from which people can ask questions and consider whether it is a place they would like to live or

what the consequences of arriving in such a place are. I personally think of the TV show Black

Mirror as a show that’s all about narrative targets. They take single technologies and perturb them

further and further out until we are in a world both familiar and not that can then be considered

on a number of ethical and social dimensions.

Another creator may decide to explore a specific boundary area between psychological ma-
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nipulation and advertising that could arise with the Echo Look. In this case, the goal would be to

try and discover where that boundary occurs. What does it look like when we do not cross that

boundary and the Echo Look is supporting acceptable, ethical marketing strategies? Then, in turn,

what does it look like when we cross that boundary and the Echo Look is doing something more

insidious and playing our emotions and daily ups-and-downs to exploit an emotional vulnerability?

Once the boundary space is worked out, a narrative that is aimed at revealing the boundary would

be created. Such an example may be a story of a woman who is struggling with anxiety and de-

pression; now with the Echo Look in her life is glomming onto fashion as her coping mechanism.

The narrative may suggest ways, such as facial expressions, language spoken to Alexa, etc where

inputs may realistically lead a machine learning system into an optimization for recommendations

that leverages emotional qualities. A contrasting human character may be added to see how a

human picks up on and is sensitive to these emotions whereas the software underneath the Echo

Look merely optimizes.

What these options–templates, targets, and boundaries–offer is a way to take a seemingly

blank slate technology, such as the Echo Look, and place it in a space where values and ethics

are in play. The Echo Look, whether acknowledged by its creators or not, does imply a problem

framing and a solution. It’s technical design–where it stores the photos, how it analyzes them–

embed further values into the product. Stripping it down to a very pure engineering instrument–a

camera that passes photos into a neural net–still cannot be freed of ethical discourse as someone

must at least choose an objective or a set of input features and output classes. Often, none of these

value judgments by engineers are made explicit and may remain tacit until a particular incident.

And it is for this reason one may consider using these narrative strategies: to think about how the

space of technical choices corresponds to the space of human consequences. To further elucidate

and allow other people to share in pondering these challenges when the technical artifact itself

might resist an immediate understanding of the associate problems. Thus the construction of the

narrative takes a lot of cognitive work and, if being built into a strong research program, likely

would require the support of a multi-disciplinary team of thinkers.
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1.3.3 Interrogating the Narrative: Ethics Research and Dialogue In Practice

Elaborating my approach for creating the narrative is the first half, I now further look at the

framing for evaluation, which is likely to be where discourse and research results would take place.

In my work, which is ethics-centric, the goal is for the analysis of the narrative to drill through the

many layers of thinking to arrive at a space for moral reasoning. For me, at the end of the day,

this is where we can reach an ideal structure for discussion and negotiation. A space for the kind

of democratic dialogue Dewey would uphold as fair and shared. I’ll quickly borrow his words to

motivate these analytic ends:

“It is not necessary that the many should have the knowledge and skills to carry on the

needed investigations [advancing science and technology]; what is required is that they have the

ability to judge the bearing of the knowledge supplied by others upon common concerns.” [109].

In light of this, as will be seen in the layers of interrogation I use to evaluate socio-technical

narratives, the analytic space is meant to overlap and connect both expert and common concerns.

See ?? for a visual representation of the layers of analysis that can be applied to a narrative.

Each layer represents a language or domain of inquiry that may unveil useful insights or spaces for

discourse. Importantly, the moral layer is the lowest layer than anchors all other inquiries into a

common space where we all have say. It is in this final layer where perhaps the most important type

of inquiry emerges: negotiation. That is, the other layers such as Sociological/HCI or Technical

Feasibility appeal to facts, expert knowledge, and careful analysis. On the other hand, moral

reasoning is a normative type of reasoning that is subjective and political. It is also the kind of

reasoning which should not be coerced or forced upon someone, but negotiated respectfully given

other surrounding facts. Let’s briefly consider these layers in turn.

The first layer of analysis that can be applied to the narrative most broadly is the literary

evaluation. The fact it is the first layer in my graph is not to suggest it is the most shallow or least

complex, rather that it is the layer that addresses the narrative for what it is as a world, a set of

events, and an array of characters. This first layer looks at questions like, What happened? What
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Figure 1.3: This graphic represents the evaluative questions that can be applied to a
socio-technical narrative. Take note that the different layers may be best approached by different
stakeholders; though the goal is that the lowest layer underpins them all and can be discovered

within any expert or non-expert inquiry.
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are the components of the world? What is it suggesting? Who was involved? What are the stakes?

It is at this layer that we take seriously the components offered. This layer would also be applied to

co-created narratives where a template was used for participants to explore and expand, a project

where the final narrative was devised with the audience rather than offered up in its completed

form. Following the event where the narrative achieved its final form, it would then be appropriate

to start by breaking down what happened much like you would against a text, a performance, or

a movie.

Next is the sociological layer, or for computer scientists, the HCI layer. This the space where

we begin unraveling the socio-technical nexus. How did people interact with the technology? What

human relationships did the technology mediate? What broad social dynamics formed in relation

to the technology? For some projects, digging into this layer might be the ultimate goal. There

might be ethical traces within this layer such as questioning whether the technology violated a

social norm. Though ultimately questions about that social norm’s standing, value, and moral

relevance would penetrate deeper in this framework. It is important to note that taking ethical

stances may not be the research goal and this layer generates plenty to chew on.

Lower we have the layer of technical feasibility. This is the reality probing exercise that is

likely necessary for buy-in or sway given that if the narrative feels too off target or unlikely it’s

import may be ignored or blown off. The questions we might ask in this layer include: It the world

or situation possible? Under what conditions would something like this happen? What series

events would lead to this occurring? Are they likely? What factors would prevent or abet this?

What technical choices are related to this world and series of events? I might add that this layer,

I believe, is the most under-utilized by technicians. In today’s machine learning environment, I

cannot stop being reminded of sci-fi stories where computers are mediating our bureaucracies or

promoting lazy thinking with life’s most precious choices. And as I alluded to above, I believe we

often allow the fantastical representations to push off the applicable substance. This is why this

layer is very important. With some careful questioning, we may realize certain severe concerns are

much nearer and more realistic than we would otherwise imagine.
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Going down further, we find the legal/policy layer. This is where we might start doing more

hardcore analytic and interpretative work. As was discussed, much of what’s happening today

in technology is not easily adapted to our laws. Regulatory institutes like the FTC have slowly

adopted mechanisms or been granted abilities to take on challenges unique to technology; though,

we still seem ill-equipped to handle this precipitous change. Thus, it is useful to ask questions

about the legal and policy implications of the narrative: Is what happened illegal under current

law? If it is currently legal, should it be illegal? What precedents are relevant? What kind of policy

is incentivizing this? How might we imagine a way to disincentivize it? What stakeholders would

fight to let this happen and which would fight to prevent it? It is only a matter a time until we see

more policy, such as the EU’s GDPRs, being wielded to control technology and its treatment of

our citizens. And at any juncture there will always be emergent and difficult questions. Narrative

analyses like these may improve our ability to be prescient in this planning.

Finally, at the bottom we hit the moral layer. This is in some ways the most complex and

the most simple of the questions that can be asked. Complex because moral reasoning is going

to be community-dependent, subjective, value-laden, and contentious. Simple, on the other hand,

because it is something most people will easily adopt an intuition around. In fact, that is the goal

of the narrative here. In the face of technical choices where we do not have intuitions the narratives

support us in grounding our other ethical intuitions in the space of technological choices. In light of

the narrative, we can ask: Was the person treated fairly? Would you want to live in such a world?

Were the consequences harmful or violating? Would you be offended by such a circumstance? Is it

just to let this happen? What is unique about these questions is that, unlike the rest, the inquiry

is predicated on a second-person subject. This is because we are eliciting normative viewpoints.

This last space of analysis is that of the negotiation. The rest leverage facts and expert opinions,

which may still have some negotiation, but in this final space of morals, the discourse resolves to a

common ethical negotiation where fact and expert takes may not matter so much.

Putting the whole framework together, we have ??. At this point, it there should be sufficient

clarity around the motivations, background context, and approach to the problem space of this
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Figure 1.4: Here we have the broad representation of designing, creating, and evaluating a
socio-technical narrative within my framing.
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dissertation to move forward. I will now end this introductory chapter by walking through the rest

of the dissertation and how it relates back to this research framing.

1.4 Outline of the Work Presented

Following this introduction, the work will be presented as follows. Chapter 2 is a deeper

discussion of the ethical dilemmas we face in the era of Big Data and an argument for needing

multi-stakeholder voices to make decisions going forward. This chapter is made up of two essays

that were formative in establishing the motivation of this thesis. The first, written as my AREA

exam toward this thesis, is a comprehensive literature review that goes through the ethical and

legal work that builds the need for such a thesis. The second section is a paper published at KDD

and presented at the Fair, Accountable, and Transparent Machine Learning (FATML) conference.2

The argument is meant for an audience of machine learning practitioners who are trying to make

fair systems. Though the topic is specific, the argument is general in that it establishes a need for

multi-stakeholder dialogue to determine what is fair for a specific problem space. I include this

in the second chapter of the thesis with the literature review as I believe it establishes relevant

assumptions required to buy into the rest of the work.

Chapter 3 is building toward a regulatory framework for machine actions that is bolstered by

a philosophical view of autonomy. It was written as a submission to the upcoming FAT* conference,

which is a new ethics track for the Proceedings of Machine Learning journal.3 This chapter has

twofold importance. First, it establishes a moral grounding that underpins the remainder of the

ethical work. Specifically, it sets a boundary condition by claiming that machine actions that

undermine individual autonomy are unethical. Second, it shows the utility of narrative in the legal

and policy context. Moving through the framework, I reach points where there are no definitive

precedents for how unethical behavior may occur. Thus, narrative case studies are used to clarify

these specific points that are plausible now or in the near-future.

2 This essay was written with co-author, Micha Gorelick of Cloudera.
3 The original essay was co-authored by Willie Costello from Stanford University.
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Chapter 4 is geared toward promoting ethical thinking in computer science. Over the course

of four sections, I show novel work that utilizes narrative for ethical provocation toward practitioners

and as an educational tool in the CS classroom. The first section is a design fiction that will be

published in the upcoming SIG-GROUP proceedings.4 Straight from the design fiction playbook,

the piece is written as API documentation for a fake product, Ad Empathy. The design fiction

specifically addresses the problem of machine learning adapting to emotional vulnerability. The

author statement establishes the real-world precedent for such an approach. The second section

is a paper being published in SIG-CSE about a human-centered computing class I taught in the

summer of 2017.5 The paper presents novel activities used in the CS classroom to promote ethical

thinking and training. Though the entirety of the paper is not specifically about narrative, the

use of socio-technical narratives was a dimension of the educational intervention. Specifically, I

had three authors write three short stories that considered future worlds extrapolating from single

technologies. The students were to analyze these stories in light of class discussion. Further,

the class was asked to write short stories to help them think about risk scenarios relevant to the

technologies they were designing for the class project. The third section is another paper being

published in SIG-CSE about the educational impacts of a theater project I produced about questions

around data ethics.6 This section establishes the value of the creative process for thinking and

learning about ethical issues related to technology. The fourth and final section is a paper published

in CVPR that leverages the experiments with a mix-methods approach to speculative analysis

around the future of computer vision.7 This essay attempts uses methods from future studies

and risk perception research to try and analyze the likelihood and impact of a series of future risk

scenarios involving computer vision technologies. After cataloguing and analyzing scenarios using

the current CV literature, the paper leaves readers with two narrative case studies related to the

scenarios that were found to be most concerning in the prior analysis. The goal was to help CV

4 This work was co-authored with Casey Fiesler at University of Colorado.
5 This paper was co-authored by Nathan Beard, Srinjita Bhaduri, Casey Fiesler, and Tom Yeh, all from the

University of Colorado.
6 This paper was co-authored by Jackie Cameron and Tom Yeh, both from the University of Colorado.
7 This paper was co-authored with Tom Yeh from the University of Colorado.
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practitioners think ethically about their field and offer up the narratives for further discussion and

debate.

Chapter 5 considers how narrative can be used to research and work with the public. The

first section is a paper submitted to CHI that compares the risk perceptions users and experts

have about emerging technologies.8 Micro-scenarios are used to describe future risks in terms of a

possible harm. These risk scenarios are evaluated with a survey instrument derived from the risk

perception literature. Participants were also asked to describe their worst-case scenarios they were

imagining with respect to the scenarios that most concerned them. Narrative, thus, was used to

both describe complex harms and elicit ethical opinions. Our goal was to learn whether experts and

non-experts think differently about these situations. The second section is another paper submitted

to CHI regarding what we learned from the public who attended an immersive theater production

about data ethics.9 The piece works to formalize the design space that combines technology and

art into fixed and improvised structures for the purpose of engagement and research. We offer up

heuristics for such projects, detail our project, and share the results we learned by surveying the

audience and interviewing the cast and crew.

Chapter 6 is the conclusion of the dissertation. It briefly touches back on what was learned

from the different research projects presented and how these findings relate to this initial framing.

Finally, two smaller sections establish a guide for practitioners who may want to utilize my methods

for education, artistic, or research purposes. The guide simply helps an interested person take this

document and find what is relevant for them to spend time on given certain interests.

8 This paper was co-authored with Tom Yeh and Casey Fiesler, both from the University of Colorado
9 This paper was co-authored with Jackie Cameron and Tom Yeh, both from the University of Colorado.



Chapter 2

The Challenge Ahead: Why We Need New Ethical Thinking in Technology

that Leverages Multiple Stakeholders

2.1 A Survey of Data Ethics: Problems New and Old

2.1.1 Prologue

This section acts as an extended literature review that details the many ambiguous and sticky

questions in the realm of data ethics. For the dissertation, this section contextualizes and motivates

my broader ethical inquiry in terms of a wide literature exploring issues from privacy to research

ethics to open legal questions. The common thread is that each of these dilemmas is the direct

result of Big Data’s reshaping of science, institutions, and public life. Broken up into digestible

chunks that focus on a family of issues, this section systematically highlights the current state of

affairs within a burgeoning field here described as “data ethics.” The questions discussed in this

section will be revisited throughout the dissertation as they establish the domain of ethical issues

for exploring with narrative.

2.1.2 Introduction

There should be nothing controversial about the suggestion that computer science and modern

society are being reconfigured by new relationships with data. Machine learning, cloud computing,

and network scalability are applied engineering areas undergoing accelerated expansion as data

abundance and hardware innovations continue to open up possibilities and avail new insights. The
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Fourth Paradigm of science has been named.1 Any human interacting with an online system is

now entangled in a constant process of being tracked, modeled, and solicited information.2

But these changes did not magically spawn out of a computational ether. Much like any

technological development, applied engineering and research have been informing and responding

to one another along a historical chain that brought about our Data Era. As far back as 1967,

researchers at the RAND Corporation created the Relational Data File as a way to use a computer

for “the logical analysis of large collections of factual data”[204]. Within the realm of HCI theory,

there exists a rich history of discussion on topics such as contextual privacy, situated/desituated

action, and grammars of action–the presence and capture of data being a substantive anchor in

each conversation.

What has changed is that data-driven systems have recently been deployed like wildfire due

to the growing availability of data-intensive infrastructure such as Apache’s Hadoop and HDFS,

Amazon EC2, and now Google’s Tensor Flow. Within the past decade and a half innovations

in computer virtualization, NoSQL databases, and GPU computing have pushed us toward new

capacities for distributed, machine-intelligent systems. However, with any new technological and

social arrangement must come a fresh set of risks, harms, and ethical norms. Some of these have

been pre-empted; others we have only come to recognize in practice. For instance, I take it AOL

did not realize how easy it would be to de-anonymize their users when they released a search query

dataset back in 2006. On the issue, The New York Times quoted the executive director of the

Electronic Privacy Information Center saying, “the unintended consequences of all that data being

compiled, stored and cross-linked... are “a ticking privacy time bomb” [37].

It is this unforeseeable expansion in our notion of what’s possible that has recently catalyzed

1 The fourth paradigm was coined as a way to describe the shift in methodology happening in modern science.
Beyond hypothesis-driven experimentation, scientific discovery can now be steered by data acquisition and analysis.
That is, we can capture data without having any clue of what we are looking for to only later avail hidden information
within the dataset. For a longer treatment of this see: Hey, T., Tansley, S., & Tolle, K. M. (2009). The fourth
paradigm: data-intensive scientific discovery (Vol. 1). Redmond, WA: Microsoft research.

2 As of 2014, the online advertising economy was at $120 billion. The fuel of this economy is personal data mined by
online trackers, which is bought and sold by third-parties that may or may not have any interest in the original context.
See more in: “Getting to Know You.” The Economist, September 13, 2014. http://www.economist.com/news/special-
report/21615871-everything-people-do-online-avidly-followed-advertisers-and-third-party.
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researchers, engineers, and the government. Using the Association of Computing Machinery’s

(ACM) online digital library search engine, we find a growth in publications with the keyword “big

data” going from 9 in the year 2011 to 223 in 2015. The Obama Administration began a National

Big Data Research and Development Initiative in 2013. Writers at The Harvard Business Review

have even called it early and determined the data scientist as the “sexiest job of the 21st century”

[102].

Within the context of these new innovations, we must continue to ask ourselves, “what could

go wrong?” Some of the discovered challenges fall into areas researchers, engineers, and legislators

have dealt with for some time. The Belmont Report provides guidelines for IRB panels that oversee

human subject research in our academic institutions. The US Government has designed regulations

through acts like HIPAA and FERPA to protect individuals against the negligent treatment of

sensitive information in health and educational contexts. In tandem, computer scientists have built

their own standards such as RSA, SSL, and SHA-3 to ensure our ability to provide a secure online

experience. What has only recently become clear is that our prior solutions to concerns such as

privacy and consent cannot fix all the problems Big Data has exposed.

2.1.2.1 What are data ethics?

The long history of theorizing and debating about privacy and human rights in the context of

computing falls under the larger category of “applied ethics.” Applied ethicists are domain experts

that project more abstract concepts such as rights, ownership, and duty into more specific subject

matter. In what follows, a survey of applied ethical questions will be considered that are specific

to matters concerning data and data-driven technologies. For our purposes Big Data will not be

taken up as a particular quantity of data; rather, as a paradigmatic shift in the role data has

in science, engineering systems, and everyday life. In this view, “data ethics” is an applied field

encompassing the problems that arise alongside the accumulation of massive quantities of data and

the corresponding changes to scientific and engineering practice. These are questions pertinent to

engineers, HCI designers and theorists, lawyers, and users as we witness and become enmeshed in
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this explosion of data-driven technologies. Domain experts have hardly had the time to reassess the

relevant laws, social norms, and practitioner guidelines being challenged by Big Data. We now have

risk assessment and predictive policing systems in place around the US that transpose our available

data into a numeric score that courts can use to alter a defendant’s treatment [27]. Trends like this

put the heat on subject-matter experts and practitioners to quickly and soberly bring our attention

to questions–new and old–regarding the ethical use of data in both engineering and society. Already,

across the many domains touched by Big Data innovations, we are unearthing imminent ethical

challenges in need of answers. In HCI and social science research, we are rediscovering ethical

problems concerning collecting, storing, and sharing human-subject data. When using social media

data, how does one get consent from a subject who does not even know they are being researched?

When sharing data, how can we be sure a dataset is sufficiently anonymized given what information

is now publicly available? Is informed consent relevant to strictly online research? Do industry

data collectors need IRB approval to study their own data?

For computer scientists and engineers, we are constantly making choices with data that will

shape other people. Is it fair to train a model using a particular dataset? Or will that dataset favor

a particular group of people? When data mining, what metrics should be captured and how should

they be classified? What risks come in deploying systems whose models are uninterpretable to the

engineers who design them?

Lawyers and legislators further have to answer these questions for themselves in order to

ensure proper protections and avenues of recourse are in place. Can an algorithm enact illegal bias

or discrimination on protected classes of people? Who is liable when a computer model makes a

decision that unjustly harms someone? Do users have any rights to own or control the data they

produce?

And finally we have to ask fundamental, philosophical and social questions about what we

want life to be like. Can we trust the most powerful technical actors to be benevolent with our

data? Is there any danger in our relationship with proprietary search engines when looking for

factual information? At what granularity and frequency do we care to be notified about changes
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to privacy policies in the online systems we use?

2.1.2.2 Looking Across Domains

The following survey will frame and elaborate on the numerous issues being complicated

and raised by data-driven technologies. The questions outlined above span a number of expert

domains and express concerns that intersect with and depend on one another. However, in effort

to cogently summarize such a broad topic, the remainder of this survey is structured into four

distinguishing categories: 1) Privacy, 2) Discrimination, 3) Consent and User Attitudes, and 4)

Algorithmic Impact.

The opening section on privacy will frame canonical questions about privacy in the context of

Big Data. Having a longer history than other data-relevant topics, we’ll see how older solutions to

privacy questions have now proven to be insufficient and how those inadequacies bring light to new

challenges. Establishing concepts such as “personally identifiable information,” “anonymization,”

and “personalization” will in turn provide an important foundation for further elaborations.

From there, the focus will move to discrimination. Before the relevancy of discrimination to

computing can be understood, an overview of the specific regulations that set the precedent for what

legally counts as “discrimination” will be covered. The discussion will then move to contemporary

engineering solutions that use machine learning techniques to train models for software applications.

Any model that is trained requires data, thus we must look at how data may bias and affect the

results obtained by our algorithms. Understanding bias, we can continue to see how often machine

learning is a process overtly leveraged to discriminate and grapple with when discrimination is

ethical or not.

Establishing a backdrop of foundational issues in privacy and discrimination will allow for a

more lucid examination of questions directly concerning the user. The following section will intro-

duce new problems surrounding consent involving terms of service, privacy policies, and human-

subjects research. Grounding these concerns in present day controversies, attention will be paid to

particular recent cases which have fomented critical discussion about the limitations of consent. In
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light of these complicated cases, we’ll also look at the attitudes and concerns understood from the

perspective of the users coming out of contemporary HCI and social science research.

Moving up a level of abstraction, we will lastly encounter the topic of algorithmic impact.

In this section, the nature of how algorithms modify and re-habituate our patterns of life will

be discussed. After characterizing the vectors through which algorithms act on humanity, the

remainder of the discussion will look at the broad consequences data-driven systems can have on

society. Finally the essay will end by summarizing what’s currently being done to mitigate these

challenges and what future avenues we might pursue to improve our ethical situation.

2.1.3 Privacy: A Right and a Preference

Most notable among the list of issues raised by all the new data around us is privacy. By no

means are privacy concerns new phenomena created by Big Data; rather, there is a long historical

precedent governing the rights individuals have to privacy. In the legal sphere, the right to privacy

interplays directly with a protection from harm. On the other hand, in HCI literature and our

lives, privacy is a nebulous concept rife with normative judgments and cultural differences defining

where we draw lines between the public and private spheres of life and in which contexts those

lines hold. For instance, for one person the history of their love life may be a private concern,

restricted to closest friends and never put on Facebook; whereas, another person may disclose

their timeline of love publicly without any issue. The primary distinction which causes debate is

between privacy as a right and as a preference. Specifically interpreting, “when has one’s privacy

rights been violated?” A naive interpretation of privacy rights versus preferences in today’s online

era would be to assume that there is a categorical divide between sensitive and insensitive data.

Sensitive data are those special numbers and characters that we do not share to anyone but our

most trusted confidants such as doctors, lawyers, and spouses. These should only be passed around

by confidential means and those who obtain them should be heavily regulated. Outside of those

special pieces of information, everything else is personal preference: share what you want about

your life, but if it’s online, presume its public.
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Assuming we could conjure some standard for what’s sensitive and what’s not, we still face a

number of challenges. First, what if enough insensitive data allows us to infer sensitive data? If I

have access to your purchase history, might I be able to tease out attributes of your medical record?

Or what about cases like the Netflix Prize Dataset where a dataset believed to be anonymized–ie,

uniquely identifying data removed–was then de-anonymized using outside data sources, allowing

for the recovery of sensitive information [238]? Both of these holes in our naive privacy view–

the threats of inference and de-anonymization–are in fact real, tangible threats brought about by

amassed data sources and new analysis techniques.

What this naive treatment hopefully shows is that basic assumptions made about our ability

to protect privacy no longer hold. In the absence of these formerly-trusted techniques and protec-

tions, computer scientists and lawyers must search for new ideas. Let’s begin unveiling these issues

by first looking backwards at how privacy has been handled historically and slowly move forward

into an understanding of how it is today’s privacy scene has changed.

2.1.3.1 Legal Protections of Privacy

For lawyers, the provenance of information privacy law starts with an article, The Right to

Privacy, by Samuel Warren and Louis Brandeis in 1890 [250]. The two lawyers argued that the rise

of tabloid journalism brought about the need for privacy torts. That is, courts should allow plaintiffs

to seek legal redress over the harms being done to victims unjustly exposed by tabloids. It took

nearly seventy years, but finally the call for torts came in 1960 when William Prosser established

four privacy torts that are still widely recognized in the US [262]. What these culminated in were

legal precedents that one cannot intrude on someone’s private affairs, publicly embarrass another

over private information, conjure a false image about someone using publicity, or appropriate the

identity of someone for external advantage. These torts operate on the notion of harm that can be

done with information.

Had things stayed this way, computer scientists would have little concern since these violations

presume some defendant intentionally enacted a privacy harm. Common privacy harms place no
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burden on people who actually collect or store information; rather, the Prosser paradigm guides

judicial determinations toward when someone calls attention to or actively exposes information for

malicious purpose. Essentially, “no harm, no foul” is the doctrine when it comes to torts. Though

as the government began to use computers for record keeping, a transition began from focusing on

harm and to prevention.

The new world of digital storage erupted a novel set of questions about what information can

be stored, for how long, where should it be kept, and who is authorized to use the computer. Over

a decade of back-and-forth finally led to the “Fair Information Principles” (FIPS) and the legal

ratification of those principles through the The Privacy Act of 1974. FIPS established many of

the norms we find common today when collecting and storing personal information. Requirements

such as notice and consent, individual’s right of access, and individual’s right of amendment along

with corresponding enforcement and penalties became legally instilled [6]. A more fundamental

change created in this policy was Congress embracing, “a wholly data-centric approach, the PII

approach, to protecting privacy” [250]. Embedded in our regulatory approach to privacy was now

an assumption that we could evaluate the risk associated with different data categories and precisely

identify which fields in a database must be regulated.

Moving ahead in time, FIPS created a number of tactics to ensure these risky data entries

would be appropriately handled. These tactics structured the foundation for now-commonplace

anonymization approaches to sensitive data. Specifically, the 1996 enactment of the Health In-

surance Portability and Accountability Act (HIPAA), which regulated the management of health

records, designated a “de-identification of health information” standard [250]. Subsequent refine-

ments such as converting birth dates to years and reducing zip codes to three digits were made

standard, allowing doctors to share information without infringing on their patient’s privacy. For

academics this should all seem familiar since these standards were further adopted under the Family

Educational Rights and Privacy Act (FERPA) and are now widespread across research as a risk

mitigation tactic to storing personal data. We will later return to touch upon other aspects of

FIPS, laying the groundwork for the privacy policies used by online platforms.
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While small adjustments have been made such as the zip code and birth year changes men-

tioned above, the PII framework remains standing against the trampling stampede of Big Data

innovations. As the acceleration of available data is growing and the locations where it’s being

collected more ubiquitous, the primary protection of our data amounts to specific columns of a

CSV file being removed or obfuscated. Given this backdrop of data regulation, we can insert it into

the context of HCI to grasp how these protections fit into the views espoused by the community of

interaction researchers.

2.1.3.2 Contextual Privacy and HCI

Unlike lawyers who concern themselves with liability of risk when handling data, HCI re-

searchers emphasize and explore varying dimensions of how humans might interact with data rep-

resentations through computer systems. Thus, when it comes to privacy, major questions involve:

What context does the user believe a particular action to be happening in? and How is that con-

text communicated via the structure of the interaction? An example HCI concern involving privacy

may be the use of automated notification systems. A pop-up notification on a screen may raise

privacy violations for the person receiving the message, the person sending the message, or both.

Importantly, the context matters since the pop-up is fully private if alone at a desk, but may cause

professional damage when giving a public talk.

Paul Dourish describes the two primary HCI concerns of context as:

The first is mutual relationship between physical form and activity; how we can
design computationally-enhanced devices and how their form as much as their
interactive ability affects likely patterns of action and interaction...The second con-
cern...is how computation can be made sensitive and responsive to the setting in
which it is harnessed and used. [114]

If our goal is to design systems that cooperate with a user’s needs and enhances their abilities

while performing some contextual action, we must be aware of the norms carried in a particular

context of action. In terms of privacy, we are required to design interactions that safeguard users

from harm (ie, we must follow FERPA) and should design with contextual norms and expectations
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in mind (ie, we should hide notification content when a computer is in presentation mode). This

means health monitoring, social network messaging, and email clients all face separate challenges

to protecting privacy.

The problem of interpreting context is very challenging in and of itself. How are designers

supposed to know exactly when and how a user will attempt to use their system? How can we

adopt privacy standards that actually fit an uncertain context? Germane to these questions, Palen

and Dourish have come up with a list of “boundaries” designers can use as guides in considering

how a person might manage their privacy in a particular context [253]:

(1) Disclosure: what information may be disclosed through an action and under what circum-

stances?

(2) Identity: how is identity displayed and maintained for each party during a technology-

mediated interaction?

(3) Temporality: how may the action be interpreted across the past, present, and future?

Leveraging the these considerations, HCI designers are meant to configure interactions that

offer control and limit risk when confronted by these boundaries. Helen Nissenbaum applies sim-

ilar points from a legal vantage. Arguing that universal privacy principles will cause too much

disagreement, she ends up at a similar conclusion to Palen and Dourish: no principle is universal

since cultures, opinions, and circumstances vary [245]. Or in the original HCI terms, boundaries

are fluid across contexts. With this, she comes up with a tenet she calls “contextual integrity.”

Meaning privacy policies should seek, “compatibility with presiding norms of information appro-

priateness and distribution” [245]. Nissenbaum attempts to combine our legal history of privacy

with the insights of HCI researchers, suggesting a reading of the law that equates privacy harm

with violation of reasonable expectations of context. Implementing such a regime would require

its own systematic (and debatable) categorization of contexts and agreed-upon standards. While

these standards may bring an improvement to our current situation, by no means should we expect

them to settle the issue given the wide disparities that exist culturally and individually [337].
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Unfortunately for users of computer systems, no matter how much work goes forward pursuing

contextual privacy by design, as it stands today, most information is immediately captured and

prepared for uses not necessarily pertaining to the context of creation. The boundaries Palen and

Dourish wish to interpret no longer take on knowable forms as disclosure and temporality remain

uncertain at the moment of interaction. What we will go on to see is that neither PII protection

and anonymization nor contextual privacy considerations are easily tractable in the world of Big

Data.

2.1.3.3 Ubiquitous Data Capture

As things stand in 2016, data is being collected on consumers asynchronously, autonomously,

and constantly. Of course, studying consumers is not a new phenomenon in business. Retailers

have long shared information about who their customers are through subscribers lists and purchase

histories [200]. What is different now is that data exchange is not isolated to conscious, isolated

transactions. While typing this sentence, drafting this essay in a Google Document, Google is

storing each revision made to the document. Most modern websites take part in behavioral tracking,

social media networks convert our relationships into massive datasets, and mobile phones offer

location-based services to add fine-grained geospatial details into the capture of online actions.

Consider a group of researchers’ findings while testing for the kinds and quantities of data

shared through popular Android and iOS mobile applications. Of 110 apps, 73% of Android apps

shared personal information such as email addresses with third parties and 47% of iOS apps shared

geo-coordinates with third parties [360]. Do all these asynchronous updates really correspond with

the expectations of the context? Beyond the growth of data capture, the size of a payload has grown

as well. Latanya Sweeney details the augmentation of person-specific information at a number of

common locations such as the grocery store, during a hospital visit, and at birth . A particularly

enlightening passage:

...a consumer in 1983 could purchase items from a supermarket and the only
recorded evidence left behind were roughly an inventory debit and a record of
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the total amount purchased and the amount of tax paid. There was no knowledge
necessarily of the identity of the consumer or of the consumer’s personal habits and
behaviors in terms of goods typically purchased and the times and days of the con-
sumer’s shopping experiences...Nowadays consumer transactions can be stored and
analyzed, and by doing so, information about each consumer’s lifestyle, behavior,
beliefs and habits can usually be revealed. [310]

She calls the new policies technologists are adopting with data “collect more,” “collect specifi-

cally,” and “collect it if you can.” Let’s remind ourselves that these remarks by Sweeney are focused

on explicit data transactions. Moments where an individual actually recognizes that an informa-

tion exchange is occurring. Online machinations for behavior tracking abide by the same collection

logic, yet often the person involved has no idea what kind of data is leaking out from them. A

description of an online advertising interaction might look like:

When a user navigates to a publisher who contracts with an ad network, the ad
server simultaneously transmits an ad, looks-up the ad network’s cookie in the user’s
browser, and logs certain information about that user’s activity in a database. [40]

What this means is that online moments always have the potential to be more than they

seem. Whether it’s Facebook’s “Like Button” lingering around on a page or an imperceivable

pixel tag, the moment your browser parses an HTML file asynchronous callbacks are being sent to

observing parties all across the internet.

Why is it that online services are so interested in squeezing every last bit of information out

of us? Often it is their business model: they offer free content, they get paid by serving you ads.

Advertisers only want to pay if the ads actually target a user likely to click, making behavioral

profiling crucial to revenue generation. Other times the data is used to personalize your experience

on the website. Collecting information about you may allow for better recommendations directly

to you or make more robust inferences about people associated with you in your social graph.

Most important to engineers, data is a powerful and necessary tool for training new models using

machine learning or AI techniques. The more and better data you have, the higher likelihood your

model will be useful (and profitable).
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Establishing that data is being collected more frequently and in larger quantities does not

immediately explain why these practices are harmful to privacy. If the data is handled correctly,

why should we believe any harm is enacted? Personalization can improve computer interactions,

so why not try to make better online experiences? What we now move on to discuss is how

vast quantities of data makes de-anonymization and re-identification a much easier task and how

personalization comes with a disclosure trade-off riddled with harmful potentials.

2.1.3.4 De-contextualized Action, Identification, and Personalization

Before we address these new privacy issues, let’s recap. Earlier we discussed how the legal

framework for privacy protection focuses on PII where specific information that could cause harm

must be anonymized or left out before sharing. Further, we saw that in HCI privacy is considered

an issue of context where we look to protect norms involved in particular uses of technology. The

first thing to note pertains to context. Looking to HCI theorists Jonathan Grudin and Phil Agre,

we find early warnings that contexts presented to users are slowly slipping away from their actions.

As Grudin has discussed, the moment that information is put online, the context of “here and

now” fades away [154]. The possibilities of how that information may be used or interpreted goes

far beyond what can be imagined in that moment. Phil Agre, on the other hand, discusses how

we reconstitute systems into particular “grammars of action” to support the desired data capture

from the system [19]. He presciently warns us that actions will likely take on looser couplings with

their built environments due to the separate concerns of data capture and human activity. Merging

these two ideas with the above discussion about online data tracking, we see that the practices

of Big Data has completed the arc of dislodging our data from context. Not only do our online

actions go far beyond their original intentions as Grudin predicted, but online environments are

now built to allow for data capture that is not congruent with the presented context. Bringing back

Paul Dourish’s first concern of context in HCI regarding the mutual relationship between form and

activity, we should recognize that Agre’s arguments had already pierced through the heart of his

framework. The need for data capture is hegemonic on the logic of systems design. Respecting
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norms of context has been relegated to superficial concern of appearance. Unless we somehow reel

in the now-common practices of capture used by online platforms, a serious shadow of doubt is cast

on the ability for contextual privacy to save us from violations possible in the Big Data Era.

Putting theoretical notions aside, let’s take a step back to our legal protections. One may

ask, “Even if droves of data are being collected, the really private information that could cause

negative impact, that’s secure, right?” Or, “Even if a bunch of decontextual data is piling up on

servers somewhere, isn’t it kept anonymous?” While the prima facie answer to these questions is

yes, this does not quite salvage our privacy concerns.

We first must recognize that the anonymity criteria involves practices like deleting or obfus-

cating data entries that contain social security numbers, last names, home addresses, dates of birth,

etc. What makes these entries important is that they allow for unique identification of a person

to whom they relate. While it’s very easy to identify someone if you already have their name or

address, these are not the only pieces of information that uniquely identify a person. This fact

leads us to a practice called re-identification attacks:

These attacks depend on a variety of methods: overlaying an anonymized dataset with a

separate dataset that includes identifying information, looking for areas of overlap (commonly

described as a linkage attack) or performing a sequence of queries on an anonymized dataset that

allow the attacker to deduce that a specific person must be in the dataset because only one person

has all of the queried attributes (differencing attack). [41]

Computer science researchers such as Arvind Narayanan have proven and formalized methods

for de-anonymization of large datasets [238]. What this amounts to is any anonymized dataset

having the potential to be de-anonymized by an attacker who has the right complementary dataset.

And with the vast quantities of data anyone can get through the Facebook or Twitter APIs, it does

not take long to legally and easily amass plenty of information to perform such an attack. In

Broken Promises of Privacy, Paul Ohm argues that we have to transition out of a regulatory

scheme that relies on PII as a central component [250]. Looking at the same evidence, he shows us

that anonymization is no longer a way to protect citizens from privacy harms. A telling anecdote
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comes from Barocas and Nissenbaum who say an engineer at Google claimed, “We don’t want the

name. The name is noise” [41]. And this claim should come as no surprise. Names are not all that

unique; much less so than your browsing history.

Volumes of information can pragmatically be considered volumes of inferences. And it’s the

inferences that matter. Because it is very hard to predict what will later be inferred from any body

of information, the constant accruing of online data only exacerbates privacy concerns. The power

of inference goes beyond violations of privacy. A data set of Twitter Tweets, once conversations

about daily life, may later become a tool for discovering rates of heart disease. It may appease

researchers to say these findings are advancements to science and humanity, but that may not

satisfy folks on the ground if insurance premiums go up in the locations determined to be at higher

risk. As we will discuss at the end of this essay, the worrisome ability to de-anonymize datasets is

leading to lots of new research around differential privacy, probabilistic programming, and client-

side information storage. However, before moving on, there is one last privacy concern that big

data uncovers even if you do not actually have the data: personalization.

The act of personalizing experience does not necessitate actually owning data on the specific

user. Instead it could mean using contextual information to perform algorithmic methods like

collaborative filtering or Bayesian classification such that you merely tailor content to the user. In

many circumstances, personalization can lead to very positive experiences for end-users. Though,

it is crucial to note that it also comes with certain risks. Recommendations often imply something

about past behavior. Further, categorizing groups of people into clusters or groupings reveals

information through association. These practices can often lead to moments of embarrassment and

have the ability to compromise privacy. Take for example Facebook’s Beacon advertising program.

The program allowed activities such as purchasing a product or adding a product to a wish list to

be published to users’ friends’ feeds. After plenty of negative media attention and a class action

lawsuit, the program had to be shut down [320]. And these stories do not end here, Google’s

Buzz and Facebook’s follow-up ad program Instant Personalization both had to be shut down

due to privacy complaints. What this means for HCI designers is not that personalization cannot
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happen, but that it’s direly important to consider potential information disclosure and inference as

a consequence of a personalized interaction.

What the above has shown is that our new data-driven society has complicated previously

trusted notions of privacy. Both protected information and contextual integrity are challenged by

Big Data practices. These concerns have many implications for the future design and implemen-

tation of computer systems. They also mean there is likely to be new legislation upcoming to try

and minimize potential harm as these threats grow. We will discuss some of the more promising

potentials at the end of this essay. For now, questions left dangling are how and when can we share

data and retain privacy protection for our users’ How might we impose limitations or make more

transparent how data capture operates in certain contexts? What controls should a user have on

future transmissions of their personal data?

2.1.4 Discrimination: Reorienting the Problem to the Machine

Much like a human who learns from experience, algorithms for learning may inherit unwanted

bias coloring future decisions. One of the primary reasons for engineers to deploy data mining

operations is to build statistical models for discrimination. A primary use of machine learning is

to codify rationality into a model that can meaningfully distinguish between users and identify the

features that make them statistically similar or different. Statistics is a science of distributions and

data mining is a tactic to characterize a population distribution and make inferences based on prior

information. So what happens when training data contains hidden bias based on gender, race, or

class? Or what do we do when a model’s recommendations differ across lines of identity?

To elucidate this point, let’s roughly sketch a sample machine learning application. Assuming

we are using some training data, and thus are performing a supervised learning task, the goal “is

to learn a mapping from inputs x to outputs y given a labeled set of input-outputs D” [236]. D is

our training set, the data we are using to “teach” our system about its task. Now for each input,

x, we have a number of dimensions, or features, which are the attributes of the data (e.g., height,

weight, eye color, age) we believe correspond to our output. For the learning procedure we will
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need to define a cost function and a target variable. The target variable is the output we want our

system to learn about and the cost function is how we evaluate how right or wrong the system is

while training it. A possible application could be a system designed to identify good job candidates

for a company. In this case, our input values would be gathered from an applicant’s CV (e.g., age,

university, prior employers, years of employment) and the system would output a score between 0

and 1 (i.e., 0 is a poor-fit candidate and 1 is a well-fit candidate). The learning process will involve

us using past hiring decisions and training our model to correctly identify the past candidates that

ended up being good employees. Seems like a great way to cull out a few good applications from

the flood that applies for a desirable position.

In a field like engineering, dominated by white men, an immediate problem we may run into

is that the model seems to only rank white men as well-fit candidates. This is a serious issue

because in the US we have equal opportunity employment laws that protect certain classes of

people from being discriminated on the basis of their identity. However, unlike the former days

of an HR representative or a recruiter manually filing through applications, now an approximated

mathematical function or a network of numerical arrays has computed a decision. And it is here we

see how data has become a new issue for civil rights in our society. Machines are now in a position

to enact the same kind of illegal and unethical decisions humans might make.

2.1.4.1 Legal Protections

Ahead of enumerating the different ways machines can discriminate, let’s briefly cover some

background on legal protections we have in the US. A summary of the laws applicable to machine

discrimination was covered by the FTC in their recent report Big Data: A Tool for Inclusion or

Exclusion (FTC 2016). They listed:

(1) Fair Credit Reporting Act (FCRA)

(2) Equal Opportunity Laws such as the Equal Credit Opportunity Act (ECOA), Title VII

of the Civil Rights Act (Title VII), the Americans with Disabilities Act (ADA), the Age
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Discrimination in Employment Act (ADEA), the Fair Housing Act (FHA), and the Genetic

Information Nondiscrimination Act (GINA).

(3) Section 5 of the Federal Trade Commision Act (Section 5)

These laws were put in place due to a long history of civil rights movements that have

attempted to equal the playing field in terms of opportunity and treatment in the United States. The

FCRA applies to reporting agencies that compile and sell consumer reports. These reports are used

as a basis for determinations regarding credit, employment, insurance, housing, etc. FCRA ensures

reasonable procedures are in place that maximize accuracy of the reports and allow customers to

access their own information and correct errors. Already two data aggregators Spokeo and Instant

Checkmate have been successfully prosecuted under FCRA for discriminatory data practices that

lack FCRA compliance [7].

Across equal opportunity laws, we find explicit protections for discrimination on the basis

of race, color, sex or gender, religion, age, disability status, national origin, marital status, and

genetic information. Using Title VII as an example, we find liability for discrimination applied

under two primary strains: disparate treatment and disparate impact [42]. Disparate treatment is

either proven intent to discriminate or evidence of formal disparate treatment of similarly situated

people along lines of identity. Disparate impact applies to policies that prima facie appear neutral,

but in practice have an adverse impact on a protected class of individuals. These two approaches

to litigation under Title VII have historically proven to be difficult. Case histories have slowly

moved the burden of proof onto the plaintiff. Explicit intent to discriminate must be shown or, in

the case of proven discrimination, if the discriminatory policy is seen as a “business necessity” the

plaintiff must show an alternative policy exists that achieves the same results sans discrimination.

In light of big data systems, another layer of complexity has been added since discriminatory action

is dislocated from any human and can be codified in an algorithm.

Finally, Section 5 is in place to prohibit unfair or deceptive acts or practices in or affecting

commerce. Section 5 is a blanket regulation applicable across all market sectors and applies to
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most companies. This is a consumer protection that prevents companies from making statements,

designing ad campaigns, or omitting information that may mislead a consumer acting reasonably.

More than protecting against predatory practices, a further protection offered by Section 5 is the

sale of consumer data to customers that a company knows or has reason to believe will use the

data for fraudulent purposes. The FTC has already prosecuted multiple companies that collect

consumer data under this principle.

The scope of these protections amounts to a serious and encompassing regulatory system to

protect citizens from unfair discrimination. Knowing these will help us investigate how data and

common data practices have brought about new ethical challenges to discrimination.

2.1.4.2 Data as a Tool for Discrimination

ProPublica has recently begun a spotlight investigation under the title “Machine Bias.” One

of their central stories follows the the use of a risk assessment software called COMPAS [27]. The

software is supposed to help determine whether a defendant is eligible for probation or treatment

programs; however, they uncover several examples of judges using these scores in their sentencing

decisions. In several cases, black defendants with lesser charges from prior offenses received higher

risk scores than their white counterparts charged with the same crime. After hearing a few of these

stories, the reporters did an analysis of judicial decisions in a county actively using the software,

Broward County, Florida. They found that from the population of criminals who did not commit a

subsequent offense 44.9% of African Americans were still labeled high risk in comparison to 23.5%

among whites. And of those that were labeled low risk they found 28% of African Americans did

re-offend against 47.7% of whites.

What makes this account even more frustrating is that COMPAS is a proprietary software

meaning they do not have to disclose their methods. The potential for harm speaks for itself.

There’s an uninterpretable algorithm that uses undisclosed information from people’s background

to decide how likely they are to commit crimes and it just so happens it tends to more often

deem people of color higher risk. Multiplying this concern is that it’s very likely the engineers
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who designed this system had no mal-intent. Given the inequality in prosecuting and incarcerating

African American’s in America, almost any training methodology using historical data is likely to

find correlations between being colored and being a criminal. And this is why former US Attorney

General Eric Holder [169], the FTC [7], and legal scholars [158] are all warning us of the potential

harms data discrimination may have on our justice system. In Big Data’s Disparate Impact, Solon

Barocas and Andrew Selbst compile a list of engineering choices that may lead, in practice, to

a discriminatory system. Though not exhaustive, this list is an important start for engineers or

lawyers needing to audit data practices [42]:

• Training data that either over- or under-represents some class of individuals.

• Certain ways of labeling data can inadvertently or advertently cause your classification

basis to be discriminatory.

• How you collect your data may skew toward certain populations by making assumptions

about technological access or preferring particular behaviors or locations.

• Feature selection while determining the input variables for your system may insert bias by

limiting what information the algorithm receives.

• Proxy variables that highly correspond to identity (e.g., school district with race) may end

up approximating protected categories while not explicitly used.

• Masking can happen where someone who intends to discriminate can be removed from

exposure by choosing a method that is likely to be bias.

Taking this list seriously, there are potential pitfalls throughout the entire design process for

any machine learning system that will make decisions of substantive consequence. What makes

this a particularly hard problem is the double-edged sword inherent in any attempt to regulate

these actions. Imposing a liability on engineers would disincentivise exploring the field of machine

learning and make systems design a quagmire given how difficult it is to interpret these risks. At the
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same time, being lax about this problem could make hard-fought civil rights protections toothless

whenever algorithms are involved in decision-making.

As intelligent systems are deployed more widely, the problem of identifying discrimination

becomes more recalcitrant. Discrimination has already reared its ugly head in several other types of

online interactions. Through a blackbox analysis with Google’s ad system researchers at Carnegie

Mellon found that being female makes it less likely to be served ads for high paying jobs [101]. In the

same vein, Latanya Sweeney further found Google’s AdSense to be much more likely to serve ads

suggestive of arrest records and criminal history when performing searches on traditionally African

American names [312]. Advertisements may not be deemed as important as financial, criminal,

and employment decisions, but they often act as access points to services and carry along cultural

information that is taken up by society.

At the moment, many other research efforts are beginning to assess the extent of discrim-

ination in other important areas. Voter microtargeting has already burst onto the scene as a

contentious issue [38, 166, 242, 271]. Already well established is that political campaigns are data

machines that do everything in their power to get fine-grain information about their targeted de-

mographics. Whether it’s polling phone calls or online ads, parties and politicians work hard to

change the minds of voters by any means necessary. An interesting project underway out of the

University of Wisconsin-Madison is “Project Data.” They install browser plugins that keeps track

of political ads targeting you in hopes of getting a better understanding of how persuasion ads are

being delivered, who pays for them, and who receives them.

Price discrimination has also put into question the nature of consumer rights [14]. Having a

lot of information about your customers means you can make inferences about how much value a

person places on an item at a given time. The demand for such knowledge is so high that Google

even has a patent on a particular method for dynamic pricing. Perhaps useful for companies, this

practice can be hugely unfair for consumers. Already price discrimination has been observed, but

it is still difficult to say on what grounds the discrimination is occurring [228]. Since certain kinds

of price discrimination are legal, such as adapting prices to current demands like commonly found
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purchasing airline tickets, there is a significant burden on the consumer to determine when and if

unfair discrimination is happening. Critically, we still are searching for what exactly one’s rights

are once the unfair discrimination is suspected.

This threat to basic civil and consumer rights has caused certain advocates like Kate Crawford

to demand a right to procedural data due process [96]. As opposed to regulating on categories of

personal data, due process would give a positive right to recourse given certain determinations made

by algorithms. Any adjudicative process where Big Data plays a role in determining attributes or

categories of the individual would be open to be contested in court. A right like this would be a

huge step forward in ensuring individuals like the ones described in the beginning of the section

at least had an opportunity to question the decision made by an algorithm. Big Data is on the

advent of mediating our insurance premiums, mortgage rates, job and college decisions, and police

interactions, yet we do not have defined modes of legal recourse for someone suspicious that they

have been harmed by an algorithm. Issues like this seem destined for major legal determinations in

our near future. As outlined above, there’s a long history of government intervention on issues of

discrimination. Therefore, it is simply a matter of time until a precedent concerning algorithms is

set. Engineers joining in with the likes of Crawford to come up with best practices and regulatory

suggestions will dampen the likelihood of that decision coming out of ignorance and thus having

lasting negative consequences for everyone.

Summarizing questions to be answered: Should certain data be restricted from use within

particular systems? What kind of transparency standards could allow citizens and juries to make

sense of fair and unfair discrimination? Can data scientists come up with techniques to audit

datasets and algorithms?

2.1.5 Online Research, Consent, and User Attitudes

Ethical principles for human subject research first became widely accepted following the

Nuremberg War Crime Trials. The Nuremberg Code established standards to judge the work done

by physicians and scientists on humans in concentration camps during World War II. Subsequently,
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these rules would begin framing a long-term effort to protect participants involved in research.

Similar efforts have been made to shape norms protecting consumers. Such is the case with Section

5 (discussed above), the Gramm-Leach-Bliley Act which obliges companies that offer financial

products to explain their information-sharing practices, and the FTC’s self-regulation principles

for online behavioral advertising [3]. Central to both research ethics and consumer protections are

the concepts of notice and consent. Specifically, “notice” pushes organizations who use or collect

information to explain their practices so that consumers can “consent” by making a meaningful

choice of whether or not to participate (ie, opt-in/out protocols).

The norms around notice and consent are manifest in the form of IRB protocol for researchers

and Terms of Service agreements and Privacy Policies for commercial actors. However, as Big Data

practices continue to enter into more aspects of life and society these standards have come under

scrutiny. As research using online data continues to grow, questions around consent have started

to surface. What does it mean to do research on human subjects who do not know they are

being researched? How do we effectively communicate opt-in and opt-out choices to massive online

subject pools? Is it even fair to use data that was never meant for research purposes?

In the corporate world there are fewer standards which has led to public outrage regarding

some recent work proving that private companies are experimenting on their customers without

notice. Moreover, Privacy Policies and Terms of Service are often nothing more than click-through

agreements completed without the consumer batting an eyelash. And so the question emerges, “As

consumer data collection becomes a bigger part of online life, what does it look like to provide

meaningful consent to consumers?” Perhaps even more concerning is, how do we actually relay the

information in a way that users understand the consequences of their consent?

This section will be dedicated to understanding the regulations and practices currently at

work regarding consent, how Big Data practices are challenging those norms, and what we have

learned so far about how users actually feel about these systems.
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2.1.5.1 The Belmont Report and the Problem of Online Research

In the aftermath of horrible injustices committed by researchers on vulnerable communities

such as in the Tuskegee Syphilis Study, necessary provisions were created to grant protections to

participants of research studies. The Belmont Report [280] initially laid out the guiding ethical

principles for human-subject research and Common Rule legislation in 1991 explicitly regulated

them through Title 45 of the Code of Federal Regulations [325]. The results of these government

interventions are crystalised in the form of the Institutional Review Board (IRB). These boards, in

place within academic institutions across the country, operate as oversight committees to review,

approve, and require modifications to research activities applicable under the Common Rule. The

ethical principles stated in the Belmont Report and applied by IRB committees are “respect for

persons,” “beneficence,” and “justice.” Important to our discussion is how the IRB has traditionally

interpreted the “respect for person” tenant through means of informed consent.

Before the advent of large-scale online data collection tactics, informed consent was fairly

straight forward. Not to say disagreements and difficulties did not emerge, but mostly informed

consent was about being sure to clearly assess and state the possible risks of taking part in a study

and then communicating those to your subjects. The result is usually a lengthy form that each

subject reads and signs giving the researcher legal rights to perform the intervention and keep

the resulting data. In light of new availability of public data, however, this traditional method of

consent is proving to be insufficient.

Nowadays more people are participating in online spaces such as social media networks which

offer relatively easy ways to collect large amounts of data through APIs. This novel infrastructure

is accelerating possibilities of online research through social media, online forums, trace ethnogra-

phies, text mining, and activity monitoring [332]. Meanwhile, as online research efforts are ramping

up, concerns of the new risks coming to light from Big Data are beginning to stimulate fresh ethical

conversations about how to adapt new principles [332, 288, 363] . Informed consent with online

research has largely gone out the window due to practical difficulties and a lacking imagination
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of possible risks. That is, most online research is deemed exempt by the IRB. When collecting

information from thousands or even millions of Twitter accounts, how does one meaningfully com-

municate research intentions? Unlike highly controlled experiments in lab settings, online subjects

enter into research on an asymmetric footing. They are there to socialize, learn, play games, and

generally do the activities of their daily lives while researchers often only enter after the fact with

separate interests unknown to the participants. The first headline case of online research gone

wrong involved a 2008 study called Tastes, Ties, and Time. Within days of the project’s first data

release, which included information scraped from 1700 Facebook profiles, properties of the dataset

were allowing people to be identified uniquely [363]. As days went by more aspects of the dataset

were de-anonymized until finally the researchers had to retract the data.

Pertinent to the prior discussion about the robustness of anonymization, what these re-

searchers learned was the extreme difficulty in removing all unique identifiers from a dataset. Since

the time of this mishap, work has been done to get a handle on where the Belmont Report fails

to engage with extant problems in online research. Jessica Vitak [332] studies the ethical norms

held by people working in different disciplines using online research. She found lacking shared

principles across research communities and a general belief from academics that they were held to

higher standards than industry researchers. Further, she has pointed out that we are in dire need

for new creative means of transparency and encouraged continued ethical conversations between

online researchers.

While this academic discussion continues, industry has begun to take advantage of their large

datasets. In 2014, Facebook released their results on the now-famous Contagion Study [195]. Modi-

fying users’ social feeds, where users receive updates of recent activities across their friend network,

Facebook researchers wanted to see if positive and negative emotions were contagious. By selec-

tively showing users messages with more positive or negative sentiment, they studied subsequent

posts to see if the content invoked similar emotions in the user. With no IRB board, Facebook

deemed the study ethical on their own terms. And, given that they own the data, there was little

that could have been done to stop them. After the public erupted in anger, OKCupid came out
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in solidarity with Facebook admitting that they too do experiments on their users [279]. It turns

out, behind the scenes, the popular dating site was conducting a number of experiments including

suggesting people as matches who actually were not (based on their algorithm).

Straying from weighing in on whether the studies were actually harmful, the point is clear

that our networked interactions are being toyed with by industry researchers who have no real

oversight. The sheer acknowledgement of these studies forces us to reevaluate the place of the IRB

and regulatory systems applicable to human-subject research. Now that online software products

are sites of monitored and stored behavioral action, do there need to be new provisions to determine

who is required for regulatory compliance? For the time being, notice and consent are the bastions

of protection and fair choice. The current solution to this problem depends on those lengthy terms

of service agreements we all have to click through before registering for any online platform. And

this brings us to our next topic: notice and consent enacted through online terms of service and

privacy policies.

2.1.5.2 Privacy Policies, Terms of Services, and What Users Actually Think

Whether in implicit or explicit terms, the moment one takes part in a networked interaction

that interaction is governed by the policies of the hosting web domain or software owner. We call

these delineations Terms of Service (TOS) and Privacy Policies. Practices vary around where and

when explicit consent is required, but it is common to require a user’s conscious consent during

registration for an online service or at the moment of installation for software. TOS outline the

specific rights a user has in relation to the service and the special details of how the service is

meant to operate. Sometimes privacy policies are included in a TOS, but they are usually separate

declarations of the entity’s information practices. The primary distinction here being the handling

of information (privacy policy) versus the general rights of use (TOS).

Returning to a legal framework from our privacy deliberations, FIPS also sets practice guide-

lines for what must be provided to the user to fulfill notice and consent. Namely, FIPS demands

users be, “given notice, that is to say informed who is collecting, what is being collected, how
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information is being used and shared, and whether information collection is voluntary or required”

[41]. There is no mention of specific rights that must be offered nor standardized language that

must be upheld. Currently we are in the wild west of online contracts. Most regulators and prac-

titioners keep their fingers crossed for a day where plain language and easy-to-understand policies

are standardized.

Critical to this hope, Barocas and Nissenbaum discuss The Transparency Paradox. They

claim that simplicity and clarity is a trade-off with fidelity. Each piece of software or web platform

has its own complexity that requires certain edge cases and caveats. This makes it extremely hard

to settle on a single set of terms or practices that universally apply. Pushing us further, Barocas

and Nissenbaum argue that the very idea of notice and consent is infinitely difficult to track in the

online world. Developers are constantly trying out new features, business deals emerge, contracts

expire, and all the while, the terms the user signed do not even apply to the third-party services

shared with by the original provider. It’s as if I tell you a secret, then have you sign a contract

saying you can only tell Billy and Cindy today, since I know they are trustworthy, but don’t bother

with whom Billy and Cindy might tell nor if you decide to tell other people a few weeks from

now. The chain of who touches someone’s data and what they do with it is indeterminate and

unpredictable.

Adding complexity to the issue, even if we could come up with some legal standards, there

is mounting evidence that users don’t understand these contracts, and when they do, they don’t

actually want what they are being offered. A number of researchers have shown that copyright

implications of TOS are misunderstood [135], privacy policies are too complicated for common users

to read and digest [213, 175], and many users do not even want the forms of personalization offered

using their data [323, 29]. One study found that only 11% respondents could understand a text

description of an opt-out cookie, a common mode of control offered to users against tracking [223].

The same study found only 20% of participants wanting the “benefits” of targeted advertising.

Google researchers submitted a study to CHI showing that users do not believe they are receiving

extra benefits by allowing their data to be shared to third parties [55]. A mere 23% of nearly a
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thousand participants in their study believed they received benefit if the first-party company uses

their data and a dismal 6% thought it benefited them if the data was shared. Another researcher

at Pomona College [25] found 59% of respondents to a survey about web tracking believed websites

collect too much data. The same respondents widely agreed upon support for stronger do-not-track

options (92%), a requirement to delete personal data (96%), and real-time notifications of tracking

taking place (95%).

The contrasting facts of a) users not understanding what they are consenting to and b) when

surveyed they often do not want what’s being offered, is concerning. Our only real resolution of this

seeming paradox is to say users should quit using the same services. While this pragmatic mindset

functions logically, some researchers argue people feel powerless given the social pressures and

lacking alternatives [25]. The felt powerlessness seems realistic given that many privacy advocates

have pushed for better do-not-track policies with minimal success. Of many legislative attempts

only California Assembly Bill AB 370 has gone through, which merely requires websites and services

to disclose how they respond to a do not track signal (and only in the State of California).

It’s unclear whether notice and consent can hold on as our ethical solution to online research

and contractual user agreements. As has been suggested several times in this essay, data’s use value

is often unknown at the time of collection. This complicates the very idea of a one-time verification

of consent when its ideas and commitments are ephemeral. For HCI researchers, this leads to a

major challenge upcoming of how to improve user knowledge of what actions mean in networked

systems. Legal experts, on the other hand, will need to ultimately decide what rights a person has

while online. With these solutions still in limbo two central questions to focus on are: “What does

it mean for someone to be informed enough to give meaningful consent?” and “How do we manage

consent over longer time periods?”

2.1.6 Algorithmic Impact

Perhaps the most common way which a human is affected by data is through interactions

with an algorithm. In a previous section, the problem of discrimination was taken up as a potential
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harm that can result from the determinations of an algorithm. Discrimination is a specific issue

that fits snugly into a more comprehensive legal framework built long before our current techno-

social lives. What we now take up is the multifaceted ways in which algorithms restructure aspects

of our life and have long-term consequences on our society. Though the broad topic of algorithms

could stretch wide, we will focus in specifically on the category of algorithms which are directly

constructed from and adapted to data. Questions about when to use a greedy algorithm or dynamic

programming solution are not of concern. Instead, we may wonder whether there should be concern

about the hidden and proprietary nature of Google’s search algorithm? Or how might the use of

PageRank as opposed to EdgeRank influence epistemology? One way to describe the algorithms

of interest would be “public relevance algorithms” [147]. These are computations “whose inputs

are composed of our personal and collective activities, expressions, and preferences.” Crucially, we

must refocus our thinking from algorithms as technical means with a fixed purpose to society in

favor of artifacts with their own morality and ideology. A simple example is to consider a search

algorithm that preferentially indexes websites based on the number of known links to a page as

opposed to the quantity of string matches within the page. The first assumes that if there are

more links to a page, it is more important; whereas the second assumes that the page that uses

your exact phrasing is likely to be more important to you. Widespread use of either will have

tangible consequences to what information people access and therefore to what people know and

believe. What this means is that we should not simply consider the search engine as an isolated

phenomenon that solves a single category of problems. Rather, we should consider aspects such

as how a particular choice of what data to use, what relationships between data are privileged,

and what transparency mechanisms are offered to determine the ethical standing of a particular

algorithm. In this section, brief ethical considerations will be introduced to highlight the many

locations data-driven algorithms are making their marks on us as individuals and communities and

on our society as a whole.
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2.1.6.1 Calculated Publics

A term beginning to be used by researchers such as Kate Crawford and Tarleton Gillespie is

“calculated publics.” As opposed to “networked publics” which are communities assembled by new

mediums of networked interaction such as online forums and video games, “calculated publics” are

those communities implied by groupings and suggestions made by algorithms [147]. Kate Crawford

[94] meditates on the meaning of searching for a book and being suggested a series of other books

under the heading: “Customers who bought this also bought...” There already is a semblance of a

book-buying public that is constructed from something like The New York Times Best Sellers List.

But unlike a bestsellers list, whose members we intuitively understand, what is the relationship

between being derived between the people buying books on Amazon? Should we be reading the

other books those like us read? Is anyone paying to make sure their book is connected to the

book just bought? Perhaps more impactful is a category of profile visibility users are able to

choose from on Facebook: friends of friends. This choice raises questions of trust within your social

network. Are my friends’ friends likely to be good people? What kind of people do I accept as a

friend on Facebook and do those people use the same discretion as me? Gillespie [147] brings up a

more concerning set of human relationships implied by Google’s search algorithm when he searches

the term “she invented” and Google asks “Did you mean he invented?” While Google did not

hardcode that into their system, their learning algorithm was able to learn our culture’s misogynist

tendencies and is now imposing them back on us in a search recommendation. Similarly, advertising

constructs its own communities through grouping people by taste and interest. As people wake up

every morning and go online to read the news, many people originating on different websites will be

suggested the same article or presented with the same click-bait headline. Using a payment website

like Venmo will automatically begin showing you people’s recent financial transactions who they

believe are related to you. Certain algorithms like collaborative filters or Markov chains inherently

associate people by saying other people who have attributes similar to you liked this or other people

in the same position as you did this next. Again, there is nothing wrong with these algorithms, but
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as our communities, friendships, and public groupings are shaped by them, we may ask questions

about their appropriateness. Should algorithms that associate people use filters that ignore negative

stereotypes? If we start accepting recommendations as objective, may we become vulnerable to

unwelcome advertising embedded within? What choice should people have to disassociate from an

algorithmic grouping?

Knowledge and the Structure of Information

Networked access to information has largely been celebrated as a triumph of the internet.

Websites such as Wikipedia have removed major financial and physical barriers to knowledge being

disseminated equally. While these advances should be seen in high regard, we must also ask whether

there are risks associated with converting our investigative and reasoning skills into digital means.

Moreover, as data stacks up, how are we meant to interpret all of it? How can data be manipulated

to make arguments seem valid without actually being so?

The first example to consider comes from a recent study by the American Institute for

Behavioral Research in Technology. They were interested in finding out to what extent biasing

search results could change the opinions people formed. Further, they wanted to know if people

would even notice that they were interacting with a biased search engine. After studying people in

different global locations during real election cycles, they found across the board 20% of undecided

voters were influenced by biased results with certain demographics being even more vulnerable

[127]. Perhaps even more concerning, the presence of bias was entirely undetectable by their

subjects. They have coined the term “search engine manipulation effect” (SEME) to describe

the phenomenon. Considering realities such as the creation of The Groundwork, a Google-backed

data operative working for the Clinton Campaign, results like these should warrant some pause.

Moreover, this should engender concerns about the consequences of the well-known “filter bubble”

or “search bubble” problem. Now that most search engines look at your past searches, location,

and profile information to determine what you are likely to want, it is becoming easier to only see

the arguments and opinions you already hold.

Another recent happening that places into question how we trust data is the Volkswagon data
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scandal. The EPA found that Volkswagen was manipulating data during emissions tests. By using

physical characteristics of the car to automatically determine when the car was undergoing a test,

the car could activate different emissions controls than what would be found on the road. Thus a

basic data collection practice used for environmental protection has proven to be falsifiable so long

as it’s possible to figure out when it’s happening. With auditing practices as a widely accepted

method for oversight, this scandal should bring into question how it is we can validly audit any

system using algorithms to tailor itself to environmental variables. As if making sense of scientific

findings was not hard enough already, now with the advent of Big Data, the possibility of p-hacking

has become of heightened concerned [31]. In traditional scientific investigation, one tests the validity

of their hypothesis by conducting an experiment and seeing whether or not their intervention had

measurable effect. A commonly used metric to determine if the treatment group was significantly

different than the control group is a p-value. However, now with an easy accumulation of massive

data sets, it has become possible to simply search for correlations that have significance then slap

an explanation on it. Inversely, if a scientist has a theory they want to prove, they can collect lots

of data and simply choose the subsection of it that contains the correlation best fit to their theory.

Some questions raised by these trends are: How do we assess the validity of a data source when it’s

far too large or complex for a human to manually go through? Should there be public standards

on what can go into a search engine? Should we regulate relationships between online information

providers and institutions such as political campaigns and research groups?

2.1.6.2 Inclusivity and Exclusivity

As already discussed, algorithms require some discerning choices in regard to what data

matters to it and what does not. Once put into the context of different systems, we see that these

choices often amount to ideological commitments. For instance, in the context of predictive policing,

should my political views be relevant to a risk assessment of my criminal likelihood? Choices like

this must be made in almost all data-driven systems. Take for instance a controversy that arose

with Amazon a few years ago. Attempting to be family friendly, Amazon does not index adult
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books in their sales rankings and recommendations. This seemingly understandable practice led to

quite the political statement when Amazon decided to categorize all LGBT-related books as adult

and overnight removed their presence in sales rankings and recommendations [147]. More recently,

there was a conspiracy theory floating around that Google was manipulating their autocomplete

feature to hide scandals by presidential candidate Hillary Clinton. However, Google responded

that there was no scandal, but they simply do not allow offensive or disparaging autocompletions.

While the conspiracy theory is wrong, it is interesting to reflect on how the choice to remove certain

terms effectively shifted the appearance of objectivity. It avails that Google had determined they

have license to decide for us and our families which lexical relationships are fair, kind, just, etc.

“Shadow bodies” has become a useful term to express the relationship our physical bodies has

to the person described by our data traces [147]. Personalized features and anticipatory mechanisms

embedded in systems cause software providers to encourage us to share as much as possible. Salient

to this practice is what information is deemed relevant to a human profile and what is not. Keeping

track of someone’s search queries and email tendencies may tell a very different story than knowing

their actual favorite books and hobbies. The former may have traces of the latter, but could

also be misleading. These choices of “what matters” are being made autonomously such that the

consequences may be out of even the developers’ control. This was the case when Google recently

found their image tagging software labeling African Americans as “gorillas.” Unable to determine

what features their image AI system had codified as important, they simply removed the tag from

the system.

Concerns to reflect on due to these trends are: Should users be able to decide what categories

of information are collected on them and for what purposes? How transparent do content providers

need to be when making choices about what to show and what not to show? When algorithmic

services hurt or embarrass someone, should anyone be held accountable?
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2.1.6.3 Data as Power

In her provocative essay, Can Algorithms Be Agnostic [94] Kate Crawford raises a higher-

order question: “How does the device or system generate a means for authority and/or power?”

She claims that disagreement and dialectics are the heart of a healthy democracy. The concern is

that as we replace systems of human deliberation with systems of algorithmic determination, will

we lose critical sites for political struggle? The advent of data-driven systems may prove very useful

when lost in a new city, but could they be doing us a disservice when they choose not to show

us information on the protest happening 30 minutes from our doorstep? In relationship to these

questions, ethicist Lucas Introna has argued for what he calls “disclosive ethics” [171]. Essentially he

asks us to keep account of the moral implications of pragmatic and technical decisions, “at the level

of code, algorithms, and the like–through to social practices, and ultimately to the production of

particular social orders, rather than others.” His argument starts with a recognition that algorithms

do not always disclose their presence or intentions to us. He distinguishes between transparent

(e.g., a garage door opener) and opaque technologies (e.g., embedded face recognition software) to

expound the need to keep track of technological deployments in our environment that otherwise

may be difficult to see. Disclosive ethics essentially amounts to having genealogies of technological

choices and their consequences such that we can maintain a transparent view of “how we got here”

when we run into a particular problem.

Crucial to this essay’s discussion of data and the above ethical dilemmas is the recognition

that data is power. Choosing to give a certain company or institution your data is an act of power

changing hands. Data is the fodder of science, it’s the brick and mortar of machine learning models,

and it has the ability to come back into our lives in complex and undetectable ways. In the mode of

disclosive ethics, we can see from the history of companies who own or control a particular avenue

of data capture, those companies will have a competitive advantage in the future market of related

algorithms and systems. Taking this line of thinking a step further, the visions of the designers

and engineers who take ownership over our data have the power to shape the future of our society.
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Someone may argue that anyone with a sharp vision and some skills may be able to do this. The

rebuttal to this is to consider a problem like speech recognition: no matter how innovative an

interface or algorithm is, it will be an uphill battle to compete with companies like Apple, Amazon,

or Google who already own all the best training data.

It is in this spirit of reconsidering our rights and the rights of data, this essay moves ahead

to its conclusion. The final section will discuss some of the promising avenues of research and

engineering that are attempting to tame the chimeric animal that is Big Data.

2.1.7 The Future of (Data) Ethics

The story painted by the above deliberations may make the future of Big Data appear grim.

Portents that privacy as we know it may be dead, the reinvention of identity based discrimination,

and the adaptive swarm of internet algorithms out for your attention–taken in isolation, look bleak.

On the brighter side, these same methods may lead to major advances in medical diagnostics, easier

and fairer exposure for small businesses and artists, and a reduction in bureaucratic overhead on

time-consuming, perfunctory tasks. The future remains unknown. What is taken to be the case in

this essay is that there is a partnered relationship between knowledge and control. The more we

understand what is happening in this rapidly changing technological landscape, the better potential

we can harness it for human betterment rather than wake up to a world for which no one feels

they signed up. As engineers and designers conjure up new visions of how our world could be,

those possibilities must be evaluated with careful, critical eyes. We may soon come across the day

where a machine decides whether a bomb drops, a car swerves into oncoming traffic, or whether you

should get that line of credit to start the business of your dreams. As the interrelationship between

human and machines deepen, it’s crucial we forewarn ourselves of what risks are being borne by

our users and society. Perhaps even more so when the innards of those machine “minds” are built

out of bits of information we emit through our daily lives. Looking at the issue through this lens,

the machines are mere approximations of us. The questions then become which approximation,

whose machine, and for which purposes.
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Before we conclude this wide examination of concerns raised by the Big Data Society, let’s

briefly see what progress has already been made in thinking through these issues.

2.1.7.1 Privacy

As we explore ways to recover privacy protections being attenuated by new accessibility and

capabilities of Big Data, several engineers have already pitched promising solutions. One solution

to the privacy conundrum comes under the name of “differential privacy.” Proponents frame the

problem as such: some trusted party wants to hold onto a dataset filled with sensitive information,

but want to allow others to access statistical and global information about the data. Providing

real aggregated statistics may lead to de-anonymization attacks and thus, it comes into question

whether the data should be shared or stored at all. Differential privacy claims there is no need to

use, or even have, the raw data in order to provide statistical information to third-parties. The

proposal is to use select randomization algorithms that take a dataset as input and outputs a new

dataset that retains the same statistical properties but differs in terms of single elements [119]. In

this way datasets can retain much of their practicality while not openly exposing information about

the people being represented.

For engineers who want to create personalized systems, but do not want to bear the risks of

owning abundances of user data, client-side storage may be an option. The idea is to store all the

relevant data on the user’s system and only call it into RAM when a personalized feature requires

it [320]. This may not solve problems for systems where the goal is to train a model, but it could

be used in the case of features that simply want to evaluate past queries or locations while not

storing them externally. It also would allow the user to control the persistence of the information

by having the choice to delete the memory associated with the application. In practice, engineers

could still capture, but not persist data externally, allowing them to feed data to their models for

training, but then only be able to evaluate their models upon user interaction.

A separate standard to consider is Latanya Sweeney’s [311] k-anonymity. Her technique is to

remove information until there are k entries that cannot be distinguished. In the case of a medical
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database, you could imagine if all entries regarding heart disease were reduced to patient’s sex and

primary symptom, there would be a lot of overlap across the dataset. Sweeney adopts this idea as

a method for analyzing when enough removal or obfuscation has occurred. What number k is may

change with the size of the dataset, the context of the data release, or other factors.

2.1.7.2 Consent

Deriving a guarantee for informed consent may be the most challenging issue of all since it

is predicated on the idea of a universal standard of knowledge for all users. However, a few recent

research efforts have shown interesting results. One idea was to allow privacy policies to be socially

annotated so that users who are more expert could share knowledge and elucidate concerns to

privacy policies [36]. In a first exploration of the idea, researchers found users reporting a higher

level of comfort after reading through annotated policies; though not necessarily a higher degree of

competency with the ideas afterwards. Though still in its early-stages, we could imagine a space

opening up where users can share information and debate relevant questions publicly in relation

to privacy policies. Having these annotations could also be helpful in the event of a future court

injunction that requires some historical evidence or in the event of a privacy policy changing and

users’ wanting to compare.

Another group out of Carnegie Mellon has introduced the idea of the “privacy nutrition label”

[183]. The essence of the idea is to transplant the standards the FDA put on food labels into the

realm of privacy policies. Users would see standard evaluations of areas that may be concerning

such as copyright and licenses, third-party sharing, and anonymity. While the idea is attractive,

we as a society still have not determined the requisite language and standards to make it useful.

2.1.7.3 Legislation and Oversight

Slightly ahead of America, the EU has already begun implementing laws to protect users’

information online. The first landmark attempt has been the infamous “Right to be Forgotten.”

What this amounts to is a positive right for users to request that data be removed from the
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public internet and unlinked from search results. Requests are handled with discretion around how

problematic the information is, whether removing it would adequately address the concern, and

how much time has passed. By no means is this law perfect given this can both help and hurt:

it may be bad that powerful people can effectively erase the internet’s memory of their misdeeds.

Regardless, this is a nice experiment to see whether such an effort mitigates certain harms done to

people by slanderous or embarrassing information being taken offline.

Separately, the EU has very recently passed legislation slated to go into effect in 2018, which

gives citizens a “right to explanation” [151]. This idea resembles Kate Crawford’s priorly-discussed

notion of “data due diligence.” The law both places limitations on how autonomous or algorithmic

systems can make decisions that “significantly affect” users and gives users the right to request an

explanation of how the decision was made. It’s not clear yet how this will work in practice, but the

idea definitely progresses us in terms of accountability under the threat of unjust discrimination by

algorithms.

Most recently, a consortium of researchers from Harvard, MIT, and the University of Zurich

have released an article outlining Elements of a New Ethical Framework for Big Data Research

[329]. Many of their ideas have been touched upon in various places above, but it’s worth offering

an overview since it may be the most comprehensive account out there of a way forward. Possibilities

the authors propose are:

• Universal Coverage: put all research, both industry and academic, under the same oversight

regulation and create new participant-led boards to handle the overload this would put on

IRBs.

• Conceptual Clarity: enforce specific language to standardize terms such as “privacy,” “secu-

rity,” “sensitivity,” etc and declare a formal method for revising these terms as technology

changes.

• Risk-Benefit Assessments: advise or enforce internal systematic risk assessment and train

outside parties who can conduct reviews and create guidelines for review processes.
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• Standardize Procedural and Technological Solutions: adopt a list of approved standards

for technical and algorithmic implementations, privacy policies, etc so researchers have

mandates on what’s acceptable practice.

• Tailored Oversight: journals and communities can establish required reviews that must be

passed before publishing or granting. Tiered access to data can be mandated based on the

sensitivity of the particular context.

• Multistakeholder Processes: Setup boards, consortiums, and other conglomerations of peo-

ple in expert domains and put them together with people who represent privacy and research

interests to set recommendations or perform oversight.

Naturally none of these solutions offer a panacea for how to fix our ethical challenges with

data. In fact, many of them would be quite hard to implement and oversee without risks to over-

complication or nepotistic determinations. However, the suggestions create a starting point for

people who are seeking solutions to these problems and may provide useful for future legislators

responsible for making major decisions.

2.1.7.4 Where We Go Now

A lot of ground has been covered throughout this survey. Hopefully it provides both macro-

and micro-viewpoints into the challenges our new Big Data Society has brought us. As a closing

remark, I would like to offer up a few questions that should be seen as central to future research

and work in this area.

• What rights should an individual have to the data they produce?

• What would a meaningful opt-out choice look like?

• Should there be an auditable trail of who data has been shared with?

• Under what circumstances should data records be deleted?
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• Are their categories of decisions unfit for algorithmic aid?

• Should weaponized AI ever be allowed?

• Should humans ever be entirely out of the loop for decisions of significant impact?

• In areas with historical injustice, is it possible to train unbiased algorithms?

• How do we communicate risks to users and the public?

• How do we communicate about data and technology to retain the Public?s ability to make

meaningful choices with technology?

• How do we communicate the long-term implications of a user sharing their data?

• Is there a fair way to inform the user about uncertainty?

• What does a fair risk analysis look like for data-driven algorithms and systems?

• Should risk assessments be public for all consumer-related technologies?

• How do we think about risks that may be long term or not yet applicable?

• How do we bring users into the process of assessment?

Considering the nature of ethical discourse, we should never expect that these questions will

be perfectly answered. The best we can hope for is an establishment of agreeable norms that create

a relationship of trust between an individual offering their data and the entity taking ownership.

With the growing ubiquity and commonality of data-driven systems, it seems likely these “data

ethics” will slowly become indiscernible from the more general category of applied ethics. Hopefully

with the growing need will come a growing interest by researchers, programmers, designers, and

lawyers.
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2.2 The Authority of ”Fair” in Machine Learning

2.2.1 Prologue

This short piece is an argument toward the engineering community attempting to focus the

budding area of Fair Machine Learning. Fair machine learning is a sub-field of machine learning

where engineers are working to engage with issues of justice and discrimination through quantitative

means by training algorithms that can operate under certain constraints. Tacking very important

issues, this field often forgets to expand its thinking broader to not only as how to make machine

learning fair, but what is fair in different contexts. Thus, the paper argues for an approach to

fairness that requires multi-stakeholder voices in order to have the authority to use a fairness

construct within a particular problem space. This focused argument is also a motivational one

for this thesis. Namely, this paper introduces a second motivation for the paper: beyond ethical

inquiry, we must engage multiple stakeholders in our discussion. The argument here can easily be

generalized to other normative concepts besides fairness and provides a strong basis to justify my

desire to use narrative as a tool for broad engagement in ethical issues .

2.2.2 Introduction

The recent boom of machine learning (ML) applications has just as quickly given rise to a

slew of critics pointing out the harmful capabilities of these systems. In particular, concerns of

bias and discrimination are being debated as ML systems for natural language processing [62],

judicial sentencing [27], target advertising [312, 101], image classification [5], and facial recognition

[74, 319] have all proven their ability to inherit bias and create disparate treatment across groups.

Responding to these findings is a body of work that attempts to import considerations of ”fairness”

into our ML approaches [20, 84, 172, 178].

In this paper, we argue for expanding and deepening our approach to “fairness” in ML

practice. Drawing from philosophy and ethics, we offer up a normative account of fairness where

”fair” is a property that is both communally derived and context dependent. Using this definition,
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we highlight three categorical framings through which one may inquire about the ”fairness” of an

ML system: fairness of a system, fairness of an approach, and fairness of a result. We justify

these different framings and then move on to overview contemporary approaches to fairness in the

ML literature. We argue the position that the literature has thus far focused on the problem of

disparate treatment without much attention to other framings. Making this salient allows us to

consider the importance of critically examining ”whose version of fair” we privilege in ML moving

forward and argue that taking a stance on fairness must be understood as invoking an authority

that could be more or less legitimate. We conclude by offering possible pathways forward for the

community to broaden its approach to fair ML.

2.2.3 The Construction of ”Fairness”

There was once a time when fairness or ”the good” was believed to be a static and essential

property that could be derived from divine [258] or rational principle [106]. Determining what was

right or fair was a privilege vested in certain authorities and the results were absolute, allowing

for no disagreement. This traditional view has changed as modern philosophy and ethics has

revised our typological ways of thinking into a normative framing where concepts such as ”fair” or

”just” are no longer static; rather, they are developed relative to particular communities (who) and

contexts (when/how). This is why for modern philosophers such as Richard Rorty [274] or Chantal

Mouffe [232], disagreement is part and parcel of a democratic society where we must navigate these

tensions in hopes of finding places of commonality from which to move forward.

We are now in an age of machine action where algorithms can benefit some individuals but

may do so at the cost of harming others. Thus, we must not take the responsibility of implementing

fair ML systems lightly. Transitioning fragile and contentious matters of human judgment to trained

models must be done with care and forethought. As things stand, any engineer with a data set may

codify a notion of fairness into an ML system without allowing for any disagreement or community

consensus. In order to avoid slipping back into an essentialist morality where a small elite group

decides what makes a machine action fair with no recourse, it is critical we expand the available
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framings and considerations of ”fairness” in ML.

Taking the stance that we should apply our modern ideas of fairness to ML, we offer the

following proposition:

Proposition (P1): A machine learning system can only be fair with a contextual justifi-

cation for the choice of a fairness construct and offering a channel for affected parties to actively

assent or dissent to the fairness of the system.

In P1, a “fairness construct” is a definition for what fair is taken to mean in the problem

space and the approach used to codify and measure that definition in training and application.

What P1 implies is that a team implementing an ML system should have a sense of the viewpoints

around fairness in a domain and be prepared to take a stance when choosing an approach. Further,

it dictates some mode of disagreement be available. For example, either a) creating a method of

algorithmic due process [96] where the fairness of a result can be scrutinized or b) working with an

active community to address and resolve disputes over time.

A real-world example where we may require such a definition of fairness comes around building

classifiers for predicting mental health issues using social media data. In research, there is a tacit

acceptance that using social media data to predict mental health is fair [282, 216]. Models and

outputs for this have been peer-reviewed and the system itself appears to pass as fair, or at least

acceptable. Adopting the normative standard set by this work, one may believe it is fair for

anyone to build a similar system to predict mental health, no matter what. And this is exactly

what Facebook did–it was classifying teenagers by their psychological vulnerabilities such as feeling

”insecure,” ”worthless,” or ”needing a confidence boost” [301]. However, Facebook’s practice caused

a lot of backlash from its users. The reaction to what such a system looks like in practice should

raise a red flag that our questions about fairness must go beyond ”was the technical approach fair”

or ”are the results are fair.” It is our belief that the community of ML researchers and practitioners

should also be asking questions such as ”in what context?”, ”with what dataset?”, and ”with what

objective?” should a system be trained to classify mental health. It is here we might consider

that the discussion of Fair ML cannot be constrained to whether the classifier responds equally to
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similar inputs. It is our position that ML practitioners must not skirt responsibility in questioning

the ethics of what they build so long as some minimum equality criterion is met.

2.2.3.1 Contextualizing Fairness

In order to clarify our position on the role fairness should play in ML, we offer up three

categorical questions one might use to frame an inquiry around the fairness of an arbitrary ML

system: (Q1) ”Is it fair to make X ML system?”; (Q2) ”I want to make X ML system, is there a

fair technical approach?”; and (Q3) ”I made X ML system, are the results fair?”. Each question

requires a different set of considerations to arrive at an answer.

Q1 is asking whether a particular problem, in general, is fit to be approximated or decided

upon by an ML system. Using P1, this kind of question requires us to consider the sentiments

of the communities it would effect and whether we have a sense of what a fair automation of the

task would look like. An immediate response may be, ”well anything is worth a try if there’s a

reasonable data set and approach,” but we will come back to why that is a specious assumption.

Q2 relies on a series of methodological questions perhaps best suited for experts. The fairness

of an approach might rely on knowing what a good sample space might look like and the potential

biases in historical samples. Answering this question would require an inquiry around whether the

set of available features is a close and fair approximation of what we want to predict. Finally, we

would hope a practitioner can weigh in on different trade-offs needing consideration for the choice

of a training regime (e.g., [366, 191]).

Q3 gets at the question of treatment. That is, do the outputs of the algorithm actually

correspond to what would constitute a fair response by a human. Answering Q3 requires us to run

tests against the model and unpack the algorithm to determine qualities such as what input features

were considered important, whether or not different groups have equal chance for misclassification,

and whether any variables were acting as proxies for protected variables.

In light of these multiple framings, we take the position that no single framing nor problem

space should dominate the realm of what we may consider fair ML practice. While we recognize
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there will always be organizational ethics that must be further considered beyond what an ML

practitioner can influence, we side with an interpretation of engineering ethics similar to that

espoused by Langdon Winner [344] that the technology artifact itself has politics and is thus

appropriate for normative evaluation. That is, he rejects that all ethics around technological

artifacts are socially determined and argues that history has shown us that the artifacts themselves

carry political and ethical weight. We now offer a few reasons why the advent of machine learning

may embolden such a stance.

2.2.3.2 Why ”Fair” Matters

In line with Winner’s position, we should not see an ML model as a blank slate that can only

be evaluated after appropriation by some organization. Not only might an ML artifact mediate

ethically charged situations, but further it is an artifact carrying some amount of agency. From

this vantage, ”fair” ML is a recasting of the very idea of fair action in the human sense. Though

it may be perceived that adding a ”human in the loop” could solve our issue of ethical machine

autonomy, research shows that ”users may be prone to place an inordinate amount of trust in black

box algorithms that are framed as intelligent” [303]. Meaning that even when an ML model is not

acting autonomously, it is causing normative sway that is not neutral.

Further, we must consider that as actions coordinated by an ML model intervene in more

of our lives, these actions are not always welcomed or requested [321, 25, 55]. As Frank Pasquale

points out in ”The Black Box Society,” how we are categorized through data affects how we will

be treated [254]. Grounding this thought, we ask whether someone who has never requested

therapy, counseling, or any sort of diagnosis should be considered ”open game” for a mental health

classification. There is not an easy answer to this which begs the original question of whether any

ML model that classifies mental health on social media data is fair.

Finally, we want to point to the fact that often the choice of a training objective is contentious

in and of itself. There are some cases where the objective has a clear consensus, say in the case of

classifying radiology images by whether a cancerous tumor is observed. There is little dispute that
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the goal here is to be as accurate as possible at identifying cancer. On the other hand, determining

whether an individual convicted of a crime might be a repeat offender is likely to solicit a lot

of disagreement. Re-appropriating terminology from Richard Rorty [275], we distinguish between

these two cases as normal and abnormal objectives, respectively. Meaning the objective of some ML

tasks have a very clear grounds for consensus (normal) and others are highly disputable (abnormal).

Due to the fact that ML could be applied to either kind of task, we believe this consideration elevates

the level to which an ML model may be considered political or up for normative evaluation.

2.2.4 Current State of Fair ML

In light of our argument that questions of fairness operate contextually and that the advent

of ML elevates our need for normative evaluation of technology artifacts, we move on to apply our

contextual framings of fair to the contemporary Fair ML literature. We believe progress has been

made, but mostly within the scope of framings Q2 and Q3 and almost exclusively employing some

variant of ”preventing disparate impact” as the definition of fairness.

2.2.4.1 Is it Fair to Make X ML system?

Outside of broad critical reflections on the use of technical systems [70, 142], there is yet to

be much work characterizing grounds for why an ML system may or may not be a fair approach

for a particular problem space. One might anticipate, given a normative definition of fairness, that

questions of whether any data could ever approximate certain problems would provide grounds

for healthy cross-disciplinary debate. However, ”If we can, we ought to,” is often treated as an

unstated premise for technological development. An exceptional case, is the contemporary debate

around autonomous weapons where thousands of scientists have supported a total suppression of

development in this area [145].

In the Fair ML literature, a recent example of researchers asking more general questions

about fairness is [57]’s evaluation of the ethical implications of ML for autonomous experimen-

tation. Recognizing that practitioners have largely ignored established human-subject research
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guidelines laid out by the Common Rule and Belmont Principles, the authors argue that auto-

mated experimentation may cause harms from privacy-violating inferences and exposing users to

less-than-ideal outcomes by being part of the experiment. While falling short of actually question-

ing whether automated experimentation should be allowed at all, they suggest the adoption of an

external review process in light of the fact that it’s intractable to obtain consent from each user

due to the complexity of the systems being tested. One might construe their high-level question as

”Is it fair to make automated experimenting ML systems?” and their answer as ”Maybe, but we

should have external oversight.”

Though we would be interested in a broader debate about the fairness of research ethics

using ML systems, the conclusion drawn supports a more normative evaluation of fairness in this

realm. Specifically, the idea that external review may be needed hinges on ideas of authority and

context; namely, should we give engineers blanket authority to experiment on users? Akin to P1

above, research ethics are such that a review board should check your experimental standards and

participants must be given certain rights. Thus, we agree with the suggestion of external review

and further that certain autonomous experiments likely should not be done. Through our lens we

would argue many other areas (e.g., ML for biometric inference, ML for emotional persuasion) are

ripe for debate around the limitations of what systems are fair to implement.

2.2.4.2 I want to make X ML system, is there a fair technical approach?

Surveying the ML literature, we see three categorical trends signifying answers this question.

The first grouping is research related to interpretability or ”white box models” [354, 326, 336]. That

is, this body of research approaches fairness by developing training methods that aim to produce

interpretable ML models. Whether the model is fair becomes a matter of whether an explanation

of the results is interpreted as fair. This intersects with the EU’s upcoming adoption of ”the right

to an explanation” law and researchers’ calls for algorithmic due diligence [96]. In our view, this

approach has the most affinity with our P1 fairness definition given that it opens up the possibility

for models to be interpreted by various subjects (allowing for contextual considerations) and sets
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forth future possibilities for recourse and disagreement. The limitations of this approach are 1) this

approach is not yet feasible for more complex algorithms (ie, most current trends in the ML field)

and 2) fairness is bound by the ability for a subject to meaningfully understand and act on the

interpretation as the interpretability guarantees nothing about the fairness of the algorithm itself.

Our second categorization includes attempts to resolve disparate treatment concerns by de-

veloping statistical independence between predictions and protected categories. These approaches

include methods to satisfy fairness by enforcing robust sampling across groups [84], minimizing

the difference in misclassification rates across groups [359], and training models where protected

variables are neither explicitly nor latently used [214]. All of these methods define fairness in re-

lation to treatment across known protected classes and give authority to an engineer (or perhaps

partnered legal advisor) to a priori determine which variables are protected. This is a limitation

due to the fact that some problem spaces may not have obvious or measurable categories that

deserve protection (e.g., should we target someone for prescription drugs at a inferred moment of

vulnerability?). A further limitation to this class of approaches shown by ML researchers is that

there are inherent trade-offs between a) well-calibrated models, b) parity between groups in the

positive class, and c) parity between groups in the negative class [191].

A third category of work involves decision-making algorithms that attempt to construct

fair metrics for optimal choices. These attempts start with the adoption of a quality function

that evaluates decisions and then argue for differing approaches toward optimizing choices such

as always making choices that minimize regret (ie, integral over time of difference between choice

and optimal choice) [178] or enforcing that a choice never be made when a higher-quality one was

available [173]. A major limitation of this work is that its baseline standard of fairness is baked

into the choice of a quality function, giving a lot of subjective authority to an engineer, and leaving

only long-term and short-term optimizations to consider, which can be quite hard to reason about.
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2.2.4.3 I made X ML system, are the results fair?

This realm of work might be construed as ”algorithmic damage control” given that the at-

tempt is not to make a fair algorithm, but rather to develop post-hoc analysis methods that help

discover what may be unfair about a black box model. One class of approaches, again premising

fairness on prevention of disparate treatment, involves developing mathematical tools to determine

whether features related to protected categories (either directly or through co-variates) are influ-

ential on the model [17]. A number of these have come in direct relation to the buzz around the

problematic recidivism instrument [88, 355]. Given our P1 criterion, these methods, at best, may

help an end-user assess whether disparate impact occurred given a set of known protected cate-

gories. However, at worst, if we do not know which categories to assess for disparate impact, they

may allow a model to pass as fair while unfair biases are still present. In summary, it is a progress

that we have ways to verify if an approaches satisfies a disparate impact constraint; however, we

are still levied with the challenge of deciding what the constraints should be.

The other major theme in this area of fairness brings back interpretability, but instead of

model interpretability, the aim is interpreting why a particular result was obtained [272, 132].

While this has been successful in certain cases where researchers had an intuition about what

kind of internal representation the model may have been using, these interpretations rely on naive,

simplified approximations of the model. That is, they are unable to interpret the model globally and

instead regress on a set of features in a localized subspace. Again, interpretability satisfies certain

normative criteria of fairness by giving some power to an end-user to understand a result. However,

so long as we cannot interpret the results globally, it’s unclear how much power of recourse one may

gain from such an interpretation. Further, this approach only allows us to interpret results using

a predefined axis, meaning if we must know what we are looking for before this method becomes

useful.
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2.2.5 Concluding Remarks

In the above, we introduced a normative definition of fairness for ML and evaluated it against

the current literature. We showed that there are multiple possible framings of fairness that raise

different questions about ”what is fair in ML” and require different evaluative constructs. Our

first summary remark is to point out the limited nature of focusing ML fairness on disparate

impact. A corollary of prior research shows that disparate impact and accurate model-making

are in fundamental tension [191, 88] and ideal fairness defined this way may even be impossible

[141]. Models are discriminators and as such, adding constraints affects one’s ability to make a good

classifier. Further, we may consider why it is engineers have pressed forward with different disparate

impact constructs without yet inviting dialogue with the vulnerable communities for which they

are trying to protect.

This brings us to address the most critical takeaway if one accepts a normative criterion of

fairness (such as P1): engineers must invite in vulnerable communities and independent advocacy

groups to engage in dialogue around fairness. We are sitting on the cusp of a societal transformation

where many human intelligent tasks will be transferred to machine intelligence. Exciting as this

might be, engineers should be cautious to move too quickly and leave behind the populations who

are outside of the networks of the academic and industry elite. If we want to preserve our democratic

essence, it is mandatory we develop the standards of the machine through inter-community dialogue.

While this conversation is at its beginnings, there are already groups such as the Council for Big

Data, Ethics, and Society forming to address these needs. Expanding the number of organizations

discussing ethics and working with outside communities, making ”usable fairness” a requirement in

the development of ML tools, and ensuring that universities and business are teaching fairness and

ethics to young engineers will all be critical to legitimizing the authority of the ”fairness” embedded

in our ML systems.



Chapter 3

Framing Policy

3.1 Coding For Respect

3.1.1 Prologue

This is a foundational piece with respect to the broader dissertation. This section lays out

a framework for thinking about ethics in light of new capabilities of machines using Big Data and

strives toward a lens through which policy could be made. Working from a fundamental ethical

position that values individual autonomy, the possibilities of machines that can “disrespect” humans

is explored. Developing this position on autonomy is crucial for understanding work throughout

the dissertation as it is an ethical underpinning to many of the other issues explored, providing a

moral resolve to the ethical thinking that follows.

Further, in order to develop the argument, it becomes critical to explore circumstances be-

tween human and machines that are not yet understood. In order to articulate these ethical

conundrums that straddle the line of reality and fiction due to their possibility in the future, narra-

tives are used as placeholder cases for analysis. Thus, the analysis of the framework goes through

a set of ethical case studies that are well understood in the literature and through real events,

but then moves to a set of case studies that are fictional and speculative and pre-emptive toward

the future. In my original framework, these were developed as boundaries, or narratives that

explore the ethical lines that could be crossed by machines. Using these narrative boundaries, I am

able to argue for ethical positions within my framework that are intelligible and cohesive with the
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broader problem space. Importantly, it allows this ethical analysis to extend into the future rather

than pausing and waiting for the future where the lines drawn in the framework have already been

crossed by machine actors.

3.1.2 Introduction

In a world where machines are increasingly being used to act autonomously in the place of

humans, we all have an interest in preserving an ethical character to autonomous machine action

(hereafter “machine action”). Indeed, this is often part of the very reason why we want machines

to act for us in the first place: to remove the human flaws, biases, and oversights which lead

such actions to be unethical or otherwise harmful when performed normally by humans. However,

focusing solely on the ethically negative action characteristics (such as bias) that machines might

[141] be able to avoid overlooks the ethically positive action characteristics that machines must

still act in accordance with. Otherwise, in replacing human action with machine action, we will

simply be trading one kind of unethical action for another – and machine actions might end up

being unethical in even more problematic ways than the human actions they are replacing.

Some work in this direction is already happening. The current literature of fair machine

learning works to overcome the problem of machines inheriting bias from their training data [42].

Aiming to discover [17] and constrain [197, 359] algorithmic bias, however, limits our focus to

solving a single ethical issue of preventing illegal discrimination in machine action. And while we

know we like models that are interpretable [326, 272], it is still unclear what boundaries we should

be putting on the behavior of intelligent machines. As we move into the future, it is going to

be critical, both socially and legally, that we build intuitions about what constitutes an ethical

machine action, and formulate guidelines that engineers, technologists, policymakers, and lawyers

can keep in mind when designing, evaluating, and regulating machine actions.

Our recommendation in this paper is that we should look to philosophy to help build these

intuitions and formulate these guidelines. Philosophy, moral philosophy in particular, has the

resources we need to expand and hone our ethical vocabulary, and to develop interpretive metrics
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for regulating algorithmic systems.

In this vein, our specific contribution here is to bring attention to the importance of the

concept of respect to any adequate account of ethical action – that is, respect for persons, or

treating others never simply as means but always as ends in themselves. Respect is widely

recognized in contemporary moral philosophy as a crucial component of ethical action, and, as

we argue, it should be seen as a crucial component of ethical machine action as well. As we

demonstrate, respect stands behind many of the ethical aspects of machine action that we already

recognize and care about, such as privacy, fairness, accountability, and transparency. However,

work still needs to be done to know how to systematically apply the concept of respect to the

case of machine action. In addition, machine action includes some further, hitherto unrecognized

dimensions along which respect also needs to be preserved and promoted.

The structure of our paper is as follows: In §3.1.3, we present a brief philosophical introduction

to the concept of respect, and explain why respect is so important to the ethics of human action.

In §3.1.4, in order to know better how to apply the concept of respect to the case of machine

action, we present an analysis of machine actions into their six most ethically salient components.

In §3.1.5, pairing together the insights from the preceding two sections, we show how the concept of

respect can be applied systematically to the case of machine action, and detail the specific ethical

considerations that emerge from this application. In §3.1.6, we briefly indicate the upshots of this

framework for technologists, policymakers, and other practitioners.

Through this discussion, we have the following broad goals: First, to provide a philosophical

framework for thinking through and evaluating the ethics of machine action. Second, to clarify

the some of the specific ethical questions we should be asking about machine actions. Third, to

highlight some ethical dimensions of machine action that are not being discussed much at present,

but which must be in order to ensure a fully ethical character to machine action.
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3.1.3 The concept of respect

Our approach to the ethics of machine action takes as its starting-point the concept of

respect. We choose to focus on respect for three reasons. First, respect is generally thought

of by contemporary philosophers to be one of, if not the, fundamental concept of morality, from

which all our other, more specific moral obligations follow. Thus respect cannot be ignored in any

discussion of ethical action. Second, as we detail below, respect has been fruitfully applied to a

variety of other real-world ethical issues. Thus there is reason to look to respect for guidance in

the case of the real-world issue of machine action as well. Third, as we show in §3.1.5, respect

captures many of the more ethical moral norms of machine action that we already know and care

about. Thus a better understanding of respect will clarify the importance of these norms, as well

as possibly recommend further, hitherto unrecognized norms for our consideration.

What, then, is respect? Though there are many different kinds of respect [100, 270], one kind

in particular has been of primary concern to moral philosophers: namely, respect for persons, that

is, the respect that each person is due simply in virtue of being a person, the respect that is due

to all persons as such. The basic idea is that, although in certain contexts some people might

deserve more respect than others (due to differences in position, status, talents, or the like), there

is nonetheless a baseline kind of respect that all deserve, due to the distinctive moral status as

persons that we all share. “Persons, it is said, have a fundamental moral right to respect simply

because they are persons” [111, §2].

This concept of respect should not seem foreign; indeed, it is natural for us to think that we

have special categorical obligations to all other persons [76]. Yet respect would not have the place

it has today were it not for the work of eighteenth-century German philosopher Immanuel Kant.

For Kant, all our specific moral obligations and duties flowed from one ultimate moral principle,

the “Categorical Imperative”, which in its second formulation (the “Formula of Humanity”) he

expressed as the command that one act so as to treat persons “never simply as a means but always

at the same time as an end” [180, 4:429]. Whatever else this dictum means, it is a command to
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respect persons qua persons [100, p. 36], and this basic idea continues to animate moral philosophers

today [193, 346, 99]. Some contemporary philosophers, following Kant, have taken respect to be

the basis of all morality [117, 113]; and while others deny this [139], all agree that respect is an

important ethical concept. For the purposes of this paper, we need not take a stand on this issue;

it is sufficient merely that respect is accepted as an important ethical concept, in light of which

moral principles and judgments can and should be formulated.

Why, then, is respect important? Take the following simple but powerful example (adapted

from [138, 318]). Imagine a doctor who kills one of her patients, who is perfectly healthy, in order

to harvest that patient’s organs and give those organs to five of her other patients, who are each

about to die from a different kind of organ failure. In one respect, the doctor has promoted “the

greatest good for the greatest number” (the well-worn slogan of utilitarian moral theories), saving

five people while losing only one, whereas were she to do nothing five would have died and only one

would have lived. Nonetheless, the doctor’s action clearly strikes us as morally wrong, as the doctor

has treated her healthy patient merely as a means to her other patients’ health. If the doctor had

respected her healthy patient and recognized his fundamental moral rights (in this instance, his

right to life and to his own body), she would not have engaged in such morally wrong behavior.

So what, more specifically, does respecting persons actually involve? What does it mean, in

Kant’s words, to treat others never simply as a means but always as an end? Primarily, respect

involves refraining from certain actions and behaviors, such as the exploitation, manipulation,

and debasement of others, violations of their rights, and interference with their decision-making or

self-governance. In other words, respect sets a “boundary condition” for moral action, demarcating

a subset of actions that are absolutely morally wrong. Respect does not always dictate exactly

what we should do, but it does always indicate what we should not do. This is why Kant refers

to the Formula of Humanity as “the supreme limiting condition of the freedom of action of every

human being” [180, 4:431].

In addition to this behavioral dimension, respecting persons also involves a deliberative

dimension. Respect requires not only that one act so as to respect persons as such, but also that
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one give consideration to persons as such in one’s deliberations about how to act. Kant, and many

other moral philosophers since, have emphasized the deliberative dimension of respect over the

behavioral. One reason for this is because respect itself is generally thought to be, fundamentally,

an attitude or state of mind, and thus is more properly revealed in deliberation than behavior. But

a deeper reason is because the deliberative dimension is thought to explain the behavioral: when

one gives due consideration to persons as such in one’s deliberations, one will, as a result, generally

act respectfully towards them [56, p. 210]. Thus the best way to ensure respectful behavior is by

encouraging respectful deliberation. This will be an important point to keep in mind as we move

forward.

Lastly, it should be noted that respect for persons is not just some general principle of

abstract moral theory; it also has a number of real-world application contexts. In the past half-

century, moral and political philosophers have drawn on the concept of respect to explain and

justify the nature and importance of moral rights [131], equality [343, 51, 140], social justice [247],

privacy [50], political liberalism [56], and multiculturalism and the politics of recognition [315].

Of particular note is how attention to respect transformed the field of biomedical ethics, as well

as actual health care practice, by emphasizing the importance of patient autonomy, which is now

widely recognized as a basic principle of bioethics, and which has provided an essential counterpoint

to the traditional norm of physician paternalism [46].

3.1.4 An analysis of machine action

In the previous section, we introduced the concept of respect and explained its importance to

the ethics of (human) action. Thus, if we wish to preserve an ethical character to machine action,

we must ensure that machine action lives up to this normative ideal, too. Yet it is not immediately

obvious how the concept of respect should be applied to the case of machine action, as machine

action is in many ways different from normal human action. However, this dissimilarity should not

discourage us. As we will see, with a rigorous enough understanding of machine action, applying the

concept of respect to machine action becomes relatively straightforward. Furthermore, clarifying
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the differences between machine action and human action will reveal dimensions of respect that

are unique to the case of machine action and thus all the more important to explicitly attend to,

as we will argue in §3.1.5.

To know better how to apply the concept of respect to the case of machine action, we first

need a more fine-grained analysis of machine action. Here we present an original analysis, which

we believe captures the most ethically salient components of machine action. However, we should

note at the outset that this analysis is not intended as definitive or unassailable; others can and

should modify or expand this analysis as they see fit. The present analysis is intended, rather, as a

template or framework for the sort of analysis of machine action that we believe is needed to think

more rigorously and systematically about the ethics of machine action.

We analyze machine action into six components, divided into two groups (Table 3.1). The

first group encompasses what we call the “kinds” of machine action, or the types of action or

sub-action that a machine intelligent system might perform. Here we identify three basic kinds:

observations, classifications, and interventions. The second group encompasses what we call the

“strata” of machine action, or the levels at which a machine action might be carried out. Here we

identify, similarly, three basic strata: individual, collective, and iterative.

Group Component

Kinds Observation Classification Intervention

Strata Individual Collective Iterative

Table 3.1: The components of machine action

Some basic examples will help clarify what we mean by each of these different components.

Let us begin with the three kinds of machine action.

“Observations” are actions that correspond to some mode of data capture [19]. These ac-

tions are often defined specifically by an engineer who designs a data mining or behavioral tracking

system; however, autonomous experimentation [57] is beginning to replace the need for human def-

initions. Examples of observations are taking behavioral analytics, server logging, storing revision
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histories, and sensor time series. Observations are, of course, a component of human action as well;

but notably, machine observation elevates the ability for tracking and experimenting beyond what

a human could do. Furthermore, whether constructed by a human or an autonomous algorithm,

machine observation establishes the space of possibilities, or ground truth, that will determine all

further actions that the machine or any associated machine intelligent systems will take.

“Classifications” are actions that assign users classifiers and change how they are “seen” or

treated by a machine intelligent system (typically, on the basis of data that has been collected from

a prior observation action). Classifications are the process of using statistical and computational

methods to cluster, organize, or label users and their data [304]. Examples of classification include

training a classifier that predicts a user’s religion [194] or mental health [269, 216], the results of

which will then change what ads or content the user sees. Trained models may be construed as a

species of classifications, as such models form the basis from which future decisions are made. The

act of creating classifications allows for the further embedding of those classifiers or models into

any relevant autonomous machine system.

“Interventions” happen when a machine actually does something, changes something, or

interacts with a user directly (typically, on the basis of previous observations and/or classifications).

Interventions are the positive product of a machine acting in the world. Examples of interventions

are establishing the visual order of an interface or suggesting auto-complete text. Interventions are

the most material and manifest action that a machine may take. The results of an intervention

are felt by, and may even harm [321], the user, whether or not they comprehend its occurrence or

consequence.

By combining these three kinds of machine action together, we can form a pipeline where

each kind of action feeds into the next. Thus an observation can create data, which can then

be categorized or structured via some analysis or training, which can result in a model or set of

categories which allows for a specific intervention on a user. A simple example of this would be

the filtering of social media feeds: In this machine intelligent system, data is first captured on the

basis of user clicks or likes of content (the observation actions); next, data that has been collected
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from many users goes into the training of a system that ranks content given a specific history (the

classification action); and finally, an autonomous system filters and orders live content, using those

learned ranks, at the moment a page request is made (the intervention action).

Here it should be noted that, although interventions may seem like the purest and most

important form of machine action (since they are the finite moments when a human consequence

is actually felt), each kind of action in this group uniquely impacts the conception of and behavior

towards the user in a machine intelligent system. This point is especially relevant when applying

the concept of respect to machine intelligent systems, since, as was noted above, respect involves

not only a behavioral but also a deliberative dimension. In this regard, the steps that feed into

and inform any machine intervention (i.e., the machine’s “deliberations”) are just as important to

respect as the intervention itself (i.e., the machine’s “behavior”). We return to this point below, in

§3.1.5.

Let us now turn to our second group of components, the three strata of machine action.

Beyond the kinds of actions that machines may take, there are also separable loci at which machine

actions take place. The “individual” stratum considers a machine action from the perspective of

its impact on a single user. Examples of individual-stratum actions include observing a single

user’s history of responses to a marketing campaign, assigning a single user a category relevant for

targeting, and rendering a specific article or ad at the top of a user’s feed.

The “collective” stratum views machine actions from the perspective of how they affect

a population of users. Examples of collective-stratum actions include collecting data from all

employees in a workplace; a data classification that (directly or indirectly) serves as a proxy for a

protected class, such as race or political orientation; or an image captioning system that exclusively

mistags black faces [5]. To be sure, collective actions emerge out of the combination of many

individual actions; nonetheless, they warrant separate ethical consideration, as the combination of

individual actions is itself a matter of ethical concern. This is especially true when the combination

of individual actions results in impacts linked to a shared attribute that targets a specific community

(e.g., disparate impact [42]).
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The “iterative” stratum is the most distinctive component in our analysis of machine action.

Iterative actions are actions viewed from the perspective of the dynamics and impacts that occur

due to same basic action being repeated and reiterated numerous times (as, indeed, many machine

actions are). We separately identify this stratum due to the fact some actions, though harmless

when looked at in isolation, become disconcerting once the action is performed repeatedly and

continuously. Take, for example, the persistent shaping of a user’s news feed. If we were to analyze

the personalization of a news feed on the individual stratum, we may find nothing wrong with it.

But when we consider the same personalization being iterated over time, to the extent that a user

sees nothing but what is personalized for them, the psychological and social consequences of the

action become tangible.

The preceding discussion should suffice to clarify our six-component analysis of machine

action. If it is not already clear, any machine action can be described according to both its kind

and stratum. Thus, by treating our two groups of components as axes and crossing them, we can

create a 3x3 matrix, in which we can locate any particular machine action according to its kind

and its stratum (Table 3.2).

This analysis of machine action may seem illuminating in its own right, but recall that our

ultimate reason for introducing it was so as to know better how to apply the concept of respect

to the case of machine action. And indeed, as we will argue presently, for each kind and stratum

of machine action that we have identified, there is a distinct and specific moral obligation, arising

out of the fundamental moral obligation to respect persons, which must not be violated if the

action is to be ethical. (Note that this is a necessary, but not necessarily sufficient, condition for

ethical machine action.) Understanding these different obligations is, we believe, foundational to

the structuring of any future regulation that looks to protect humans in the face of actions taken

by autonomous machine systems. In the next section, we outline what each of these obligations

are, how they derive from the more basic obligation to respect persons, and explain why they are

important and relevant to the case of machine action.



96

3.1.5 Respect in machine action

Recall that, when applying the concept of respect to the evaluation of any action, the basic

question we must ask is: Does the action respect the persons involved in and/or affected by the

action? (Does the action treat them simply as means, or as ends in themselves?) Accordingly,

when applying the concept of respect to the evaluation of machine actions, the basic question we

must ask is: Does the machine action respect the users involved in and/or affected by the action?

(Does the machine action treat the users purely as instrumental to some goal, or as autonomous

individuals with the basic moral standing of persons?)

As stated, this basic question is still too general and abstract to offer any specific guidance

in the evaluation of machine action. However, more specific and focused questions can be posed,

in light of the analysis of machine action introduced in §3.1.4. This is because, as we argue in

this section, respect is manifested in a distinctive way for each kind and stratum of machine action

defined above. These results are summarized in Tables 3.3 and 3.4 below. But to more effectively

introduce and convey these ideas, we first present a number of concrete cases that illustrate the

different forms that respect takes for each of our kinds and strata of machine action. These cases

will also clarify how prior work in machine learning and computing ethics fits into our framework.

A preliminary note: One of the distinctive aspects of our framework is our assumption that

respect must be preserved and promoted for all kinds and strata of machine action. This assumption

may strike some as surprising, as it may seem that, when it comes to the ethics of machine action, it

is only machine interventions that we should be worrying about, since this is where the discrete

harms of machine actions actually materialize. However, here again we point to the fact that

respect for persons involves more than the here performance of respectful behavior. In addition,

it requires manifesting respect in one’s deliberations, or the considerations and sub-actions that

lead up to and result in one’s behavior. Thus, it is crucial to recognize that we are here outlining

a matrix for discovering the provenance of a machine’s disrespect for its users, as opposed to

identifying specific machine interactions that actually cause harm. Comprehending this broader
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spectrum of ethical action is, we believe, the only way to tease apart the increasingly complex

interactions that machines are having, and will continue to have, with humans.

That being said, let us turn now to our cases. We present one case for each of the nine regions

in our matrix (Table 3.2). We begin, in §3.1.5.1, with some familiar cases of machine action (Cases

A–D), and then turn, in §3.1.5.3, to some emerging and less familiar cases (Cases E–I).

Strata

Kinds
Observation Classification Intervention

Individual A C F

Collective B D H

Iterative E I G

Table 3.2: Cases in our matrix of machine action

3.1.5.1 Familiar cases

Some of the kinds and strata of machine action in our analysis already have a rich literature

concerning the ethical problems they raise. Here we briefly detail four of the nine regions in our

matrix, whose ethical issues are widely recognized in machine learning and computing ethics. Yet

as we demonstrate, these well-known ethical concerns can all be seen to derive from the basic

moral obligation to respect the persons (or users) involved. This, in turn, provides some initial

justification for our respect-based framework.

Case A: Private data collection

[Individual Observation]

Example: Devices and applications that process personal information about users often violate

reasonable expectations of privacy. The use of technology to collect or show private information at

unexpected, unknown, or unwarranted junctures has already occurred in many cases. The growth

of the internet of things, and ubiquitous computing more generally, gives rise to machines able
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to gather information beyond what an individual can comprehend or manage. This threatens

our individual ability to manage what is known about us and to whom. A 2015 study of mobile

applications [360] showed that personal information such as location and email address are being

shared with third-parties with no notification to the user. The FTC recently settled a case with

Vizio for not disclosing how it was collecting user information [13]. Uber’s God View [54] further

proved that without reasonable checks, the data we expect to be private could be reappropriated

outside of our control.

Analysis: There are two clear ethical concerns in this case. First, such data collection violates

the user’s rights, namely, their right to privacy. Second, such data collection is (often) opaque

to the user. Our framework explains why these are legitimate ethical concerns, for both can be

seen as failures to respect the user. Moreover, both failures can be seen to correlate to the kind

and stratum of such actions, that is, the fact that they are individual observations. First, for any

individual action to respect the user it affects, it must refrain from violating that user’s fundamental

human or moral rights, that is, the rights the user has simply in virtue of being a person [131],

and these include the right to privacy [50]. Second, for any observation action to respect the user

it observes, it must ensure that the observation is transparent, such that the user can be aware of

it. Observations that fail in this regard end up treating their users purely instrumentally, as mere

data points to be collected, and not as the persons that they are.

Case B: Uneven data collection

[Collective Observation]

Example: Deploying a data capture system that does not collect data evenly across populations

creates the problem of over- or under-sampling certain populations. We expect the data we collect

to represent the true state of affairs, eliminating the biases that humans carry. However, we

are finding that technology-enabled data capture carries its own potential to exacerbate inequality

between different communities [39]. The escalation of predictive policing practices has raised serious
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questions about the fairness of the impacts. Attention has already been paid to the fact that facial

recognition databases disproportionately represent black faces [300]. Conversely, data collected to

solve problems might bias solutions to aid only those with the most access. Such was the case with

the StreetBump app which helped get potholes get fixed, but due to faulty data collection methods,

did so primarily for richer neighborhoods [95].

Analysis: This case introduces a further ethical concern, namely, that such data collection seems

unfair, in that it disproportionately and unequally affects the users in its population. Again, our

framework explains why this is a legitimate ethical concern, as this, too, can be seen as a failure

to respect the users involved. Furthermore, this concern arises from the fact that, in this case, we

are considering data collection at the collective stratum, that is, from the perspective of how such

actions affect a population of users. For any collective action to respect its users, it must ensure

that they are all treated fairly and given equal consideration [343, 51]. This is because all users

share the same fundamental moral status as persons. Flagrantly unequal and unfair treatment of

user populations fails to respect this shared moral status.

Case C: Triangulating sensitive information

[Individual Classification]

Example: When personal data is handed over to companies, users can be unaware of what they

are truly disclosing. The ability to predict undisclosed attributes about individuals using data

they provided has already been proven [194]. There have even been cases of companies selling

highly-sensitive, anonymized medical data to companies that can de-anonymize the data set using

complimentary data [317].

Analysis: The ethical concerns in this case are slightly more subtle. Like Case A, part of the issue

is that such actions seems to violate the user’s right to privacy [96]. This is not surprising given our

framework, since this case, like Case A, is considering action at the individual stratum; and as we

saw above, respect at the individual stratum requires not violating the user’s rights. In addition,
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the actions of this case seem objectionable because the user has not been given a voice, or say, in

their classification; rather, the classification was made on their behalf, without their consultation or

consent, and without even the possibility for the user to object or intervene. Again, our framework

explains why this is a legitimate ethical concern, as such “voiceless” classification of a user can be

seen as a failure of respect. Indeed, for any classification action to respect the user it is classifying,

it is essential that the user be given some degree of voice in their classification. Otherwise, the

classification ends up treating the user paternalistically, as a mere means to some desired data-set,

and not a free and self-determining individual.

Case D: Sentencing algorithms

[Collective Classification]

Example: The highly-publicized case of the COMPAS recidivism scoring algorithm highlighted

the threat of machines classifying people along racial lines [88, 27]. Once machines codify rela-

tionships in high-dimensional feature spaces required for complex models, they have the potential

of constructing unfair classifiers that discriminate on the basis of identity. Further, the use of a

machine system to solve a contentious human problem minimizes the affected person’s ability to

understand and potentially redress any harm.

Analysis: This case raises two ethical concerns, which we have already seen above. As a collective

action, we must ensure that the action is fair; and as a classification action, we must ensure that

the action gives users a voice. On both counts, this case seems problematic, treating the users in

its population unequally, and not giving its users any say in their classification.

3.1.5.2 Summary of familiar cases

These familiar cases highlight the relevance of respect to the ethics of machine action, and

detail how respect can be more thickly conceptualized within our framework. To ensure respect,

individual actions must not violate the user’s rights, collective actions must treat all users fairly
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and equally, observations must be transparent, and classifications must give users a voice (Table

3.3).

These specific norms and considerations should already seem familiar to those in the machine

ethics community. Yet our discussion highlights that these acknowledged ethical concerns derive

from the basic moral obligation to respect persons. In other words, in emphasizing privacy, fair-

ness, accountability, and transparency, practitioners in the machine ethics community have already

tacitly been working to ensure respect in machine action.

This is significant, because respect manifests itself in the other dimensions of machine action,

as well, in ways that are not at present being discussed. A complete ethics of machine action must

also pay attention to these forms of respect.

3.1.5.3 Emerging cases

Thus far, we have looked at cases of individual, collective, observation, and classification

machine actions. What remains to be discussed are cases of iterative and intervention actions.

Such cases are especially relevant within our framework, since respect in these cases is not as well

understood as it is in the others. As we argue below, respect in these cases involves preserving and

promoting the user’s autonomy: the user’s fundamental right to act freely and of her own accord,

rather than being coerced or having decisions made for her.

To further comprehend the threat of these less-understood issues, we present novel case

studies meant to aid in our collective understanding of the dimensions of respect these areas of our

matrix put into question.

Case E: Low-level behavioral tracking

[Iterative Observation]

Example: Elaine uses her mobile phone to read news. Even though she chooses not to click on

certain articles, she sometimes pauses, shocked by the headlines. To try to minimize the amount

of shock content she receives, she often copies and pastes information to a separate application to
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fact check. While she believes to be avoiding giving information about what shocks her, the fact

observation continues across all facets of an interaction, she cannot help but inform an intelligent

machine of the truth via her behavioral metrics. However, without some other feedback mechanism

for Elaine, it is possible, if not likely, she will be fed more shocking content.

Analysis: This case is an example of an iterative observation: it is an observation, because data is

being collected; and it is iterative, because the data collection is done expansively and continuously.

Like other observation actions, part of the problem here is that the data collection is not transparent

to Elaine. But this case also has a distinctive problem due to its iterative dimension. Despite

Elaine’s best efforts to prevent the app from knowing too much about her habits, the app’s iterative

data collection outstrips her ability to do so. In this way, the app undermines her ability to act

freely and of her own volition, and in this regard compromises her autonomy.

Case F: Targeted advertising

[Individual Intervention]

Example: Frederick wants to go to Harvard for college. Leading up to receiving his admission

decision, he displays anxious behaviors by scouring the internet for information about who has

received admission and posting messages to his friends showcasing how much the uncertainty is

bothering him. Adapting to his social media data and behavioral metrics, he begins receiving

information related to anxiety and depression medication. Despite never having thought of himself

as depressed or feeling unhealthy anxiety before, upon being rejected from Harvard, in a moment

of vulnerability, he is shown an ad framed as “Is anxiety harming your performance?” and chooses

to click and purchase.

Analysis: This case is an example of an individual intervention. Its distinctive ethical concern

comes from its intervention dimension. The machine is interacting with Frederick in an attempt

to influence him and make him respond. In itself there is nothing wrong with a machine (or a

human, for that matter) doing so. However, because the machine is using its trove of data to show
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Frederick the ad precisely when it knows he is at his most vulnerable, the intervention can easily

seem coercive or exploitative. If a human were to intervene in this manner, we would consider it

predatory. In its specificity, the intervention compromises Frederick’s autonomy and disrespects

his status as a free, autonomous individual.

Case G: Influential advertising

[Iterative Intervention]

Example: Just before bed, Gina tends to browse the internet for new clothing. Recently, she has

noticed more photos and ads with fashion models showing up across all of her platforms, especially

at night. Gina is now beginning to feel insecure when she’s tired and can’t stop being bombarded

with expensive clothing and thin models. After a few nights where her mind began to wander

toward very negative thoughts, she decided she should stop looking at clothes before bed and read

something else instead. However, now that her interests and browsing times have been learned,

even on unrelated platforms, she is continuing to be shown models in every ad bar. Her insecurity

worsens and she is now considering counseling for body image issues which she never used to have.

Analysis: This case is an example of an iterative intervention, combining elements from Cases E

and F. As we have already seen, both iterative and intervention actions run the risk of compromising

a user’s autonomy. In this case, the iterative dimension is what is particularly ethically problem-

atic. As a one-off intervention, showing an ad to a user does not disrespect their autonomy; we can

reasonably expect the user to display some resilience. Yet when performed iteratively, this interven-

tion becomes more of a concern, as it can shape, influence, and determine a user’s self-conception,

and thereby compromises a user’s ability to form that conception freely and for themselves. These

tactics have already been discussed as an emerging possibility in targeted marketing [231].

Case H: Filter bubbles

[Collective Intervention]
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Example: Heather and Henry are friends in real life and social media. Though they have very

separate interests, their friendship is built on a mutual respect for one another. One day Heather

sees information in her news feed about a new federal policy proposal that she finds concerning

for her family. Knowing that her friends may care to know how this could impact her, she posts

a heartfelt plea to stand against this policy, outlining the impact it would have on her particular

family situation. She asks that if you disagree not to bring it up in front of her brothers or sisters

who are having issues. Meanwhile Henry receives news that explains a polar opposite view of the

same policy and his feed filters out Heather’s plea due to distinct political interests. Doug then

raises the issue in front of Heather and her sister while at a party, which hurts Heather given her

public plea. Neither knows what the other has seen and thus both assume the other is completely

unreasonable.

Analysis: This case is an example of a collective intervention. The intervention itself (like Cases F

and G) is concerning due to the fact that it is opaquely filtering information in a way that restrains

individuals’ – such as Henry’s and Heather’s – ability to freely communicate. Moreover, this case is

a collective intervention, due to the fact that individuals are being clustered along interest lines and

the effect of the intervention is to segment the user population. Thus, while the personalization of

information feeds is not always in itself problematic, in this case it both limits the communicative

capacity of the individuals and compromises the assumed equality of public dialogue by restraining

information flows across groupings. Critically, the fact Henry and Heather want to communicate

with each other in a public setting, yet are being opaquely undermined in doing so, disrespects

their autonomy.

Case I: Collateral classification

[Iterative Classification]

Example: A large online search engine begins classifying words and semantics that are likely to

signal highly politicized or fake news. Leading up to a major federal election, Isaac is following a
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surging fringe candidate building conversation around universal basic income. Though the topic is

getting traction, it does not get taken up seriously by major media networks. Beyond covering this

surging candidate, a number of smaller publications have begun publishing articles using unsound

claims around environment, refugees, and medicine. Seeing results being overcrowded by fake news,

the search company decides to apply its classifier to its search engine to improve people getting

news with sound sources. With only a few days until the election, all articles around universal

basic income along with those discussing unsound science disappear from the top of search results.

By the time the company realizes the issue, the election day has come and went and the surging

candidate lost traction and exposure.

Analysis: This case is an example of iterative classification. It is a classification because we are

dealing with a trained model classifying news content that is likely to be fake or biased; and it

is iterative because the same internal logic of the model is being applied over and over again to

all articles. In this case, the model was very good at identifying fake news and lowering its rank

in search results. However, it came with a hidden cost of misclassifying articles representing real,

factual political discourse that carried features intertwined with those signaling fake news. Yet the

ethical concern in this case goes beyond the model’s failure to accurately classify real news. More

fundamentally, the model impeded voters’ ability to find news related to their issue of choice [335].

It decided what was relevant for them, rather than allowing users to freely make this decision for

themselves.

3.1.5.4 Summary

In this section we have argued, on the basis of the above cases, that the general moral

obligation to respect persons can be seen to take on a more specific form according to the kind and

stratum of machine action at issue. Thus, each kind and stratum can be associated with a specific

norm of respect (Table 3.3), and each of these norms can be understood in light of a corresponding

ethical question (Table 3.4).
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Group Component Norm

Kinds

Observation Transparency

Classification Voice

Intervention Autonomy

Strata

Individual Rights

Collective Fairness

Iterative Autonomy

Table 3.3: Norms of respect

Norm Question

Transparency Is the user (able to be) aware of the
action?

Voice Is the user able to influence the ac-
tion?

Rights Does the action violate the user’s
rights?

Fairness Does the action treat all users fairly
and equally?

Autonomy Is the user still able to act freely and
of her own accord?

Table 3.4: Questions of respect

Here, then, is our basic recommendation: If you are considering the ethics of any particular

machine action, first identify which cell(s) in our matrix the action falls under, and second pose to

yourself the corresponding questions of respect.

Admittedly, this recommendation leaves many of the hard questions unanswered. We do not

assume that it is obvious when, for example, an observation is sufficiently transparent, or a user is

able to act freely and of her own accord. Yet this is not the purpose of our framework. Its purpose,

rather, is to clarify the kinds of questions that we should be asking when evaluating the ethics of

machine action. By having these questions in view, it is our hope that the task of designing ethical

machine actions will seem more tractable and a little less daunting. The hard work of answering

these questions, however, lies with all of us.
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3.1.6 Concluding Remarks

This paper has addressed the ethics of machine action using a philosophical framework based

on the concept of respect. Our fundamental assumption has been that a linchpin of all ethical

action is that persons – the users in intelligent machine systems – must be treated as persons, that

is, as autonomous agents and ends in themselves. Based on the multifarious abilities of intelligent

machines, we applied our framework of respect to clarify the various ways in which machine actions

can undermine this fundamental moral obligation and disrespect their users, by treating them as

purely instrumental to their objective. We believe this framework encompasses much of what has

already been looked at through the lenses of privacy, fairness, accountability, and transparency,

while at the same time expanding our intuitions about ethical machine action in emerging cases.

Our framework of respect is a pathway towards what could ultimately guide organizational

policy, engineering best practices, and government regulation. When building systems that interact

with humans and their data, a first evaluation should be to ask, “What is the conception of the

user in this system?” Namely, “Does our system treat the persons involved as ends in themselves,

or purely as means to the system’s objectives?” If we cannot meaningfully answer these questions,

then we may be designing a system that unethically instrumentalizes and dehumanizes its users.

Researchers are already undertaking the challenge of quantifying and systematizing defini-

tions of “fairness”, “accountability”, and “transparency”. We believe our rubric may aid in helping

practitioners know when they should be applying these tools. For example, our framework clearly

distinguishes between systems whose objectives are normatively contentious, insofar as their actions

impinge on their users’ rights and autonomy (e.g., passive data capture mechanisms) and systems

whose objectives are normatively unproblematic, insofar as their actions do not violate their users’

rights or autonomy (e.g., screening medical imagery for cancer).

We encourage researchers to further clarify and expand the kinds and strata of machine action

we have proposed. Many of these cases, particularly the iterative stratum, involve complex social

dynamics that will need more robust definitions as new cases emerge. There is also work to be done
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in designing better protocols for transparency and systems analysis in terms of the interpersonal

dynamics promoted for affiliated users. As we have seen with fairness, once we can build robust

conceptions of what ethical treatment looks like, we can move on to quantifying and implementing

approaches. One major recommendation of our framework is that future systems should also be

designed to give users a voice, by, for example, receiving live feedback from users and incorporating

this feedback into future actions.

Admittedly, this paper does not solve the ethical problems we’ve highlighted; but this was

not our aim. Our goal was to clarify our intuitions around how machines may curtail the rights

and freedoms that we all see as ethically fundamental.

We hope readers walk away with a better understanding of the kinds of questions they should

be asking of intelligent machine systems and an improved comprehension of the ethical space that

machine actions occupy in human life. Given our current discourses around rights and regulatory

mechanisms to protect those rights, we believe a framework like ours can take us further towards

a systematic approach to the ethics and regulation of machine action.



Chapter 4

Ethical Thinking within Computer Science

4.1 Ad Empathy: A Design Fiction

4.1.1 Prologue

The following section uses design fiction to create, what I call in my framework, a target.

That is, this design fiction elaborates on a fictional product that can be conceived as possible,

or even probably, given research and market trends. From the lens of this product, a world of

ethical questions come alive. This particular fiction is exploring the line between manipulation and

personalization via emotional targeting using AI. Instead of arguing for a particular boundary like

other work, the piece forms a fixed position in the future where this product exists and we now

have to deal with what that means. The piece also calls back to my earlier-developed notion of

autonomy in the problems that it raises. The hope is that the piece triggers awareness and offers

engineers a point for debate and ethical thinking about a product that is becoming eerily close to

existence.

4.1.2 Product Introduction

Today’s competitive attention economy requires brands to reach customers in personal and

affective ways. Years of research and experience establish that personalization is effective for ad

targeting and affecting user and consumer attitudes [20]. However, personalization is also now a

saturated approach. The relative ease of obtaining consumer preference data makes it common
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for online advertisers to know what a customer wants. Companies wanting the competitive edge

now need to know when a product is best advertised and how it should be framed. Knowing this

demand, we are happy to launch Ad Empathy, an AI marketing solution supporting brands to

make emotion-sensitive marketing decisions.

Our API Resources are designed to help our clients generate content for ad impressions,

catering to the dynamic needs of the diverse individuals in their audience. We work with most

major social media platforms and search engines to create connected profiles of customers that can

be accessed from any ad client via the Ad Empathy API. For each advertising platform you would

like to integrate with Ad Empathy, simply add your company’s registered OAuth tokens using the

Ad Empathy Dashboard and within 48 hours we will have trained models for each of your customers

and customer types. From that point onward, you can use the Ad Empathy API to design your

ad impressions on any connected platform. To use Ad Empathy as a full-cycle marketing platform,

you may also register your product inventory with our platform to track emotional responses to

product-specific brand interactions and improve our models.

4.1.3 Getting Started

Before making any requests using our models, you should contact a member of our Sales Team

to discuss pricing options or obtain a free trial. All API Resource requests must contain a valid token

pair < client − token > and < client − secret >, a < cookie − id > for the user, and optionally

a < platform − id > to specify the ad client platform. Developers building platform-agnostic

services can use our Accounts API to obtain valid < cookie− id >’s for building cross-platform ad

campaigns and event triggers.

4.1.4 API Resources

Once you have obtained valid token pairs, integrated your external ad platform’s tokens, and

see the green check mark at the top corner of your Ad Sense Dashboard, you can begin using any

Ad Empathy API Resource.
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4.1.4.1 Mood

Mood

get - GET /mood/now/< cookie− id >

Returns current emotional state (mood) of user as a list of top ten moods by confidence

list - GET /mood/list/< cookie− id >

Returns a list of frequencies for all moods categories that Ad Empathy has related to the specified

user.

Mood.product

list - GET /mood/product/< product− id >/< cookie− id >

Returns a list of product IDs and the mood that is most positively associated with a customer

interaction.

Mood.topic

list - GET /mood/topic/< cookie− id >

Returns a list of content topics and our highest confidence mood association for that topic.

4.1.4.2 Trend

Trend

get - GET /trend/now/< cookie− id >

Returns the predicted emotional states, ordered by confidence, for upcoming 30-minute time inter-

val.

list - GET /trend/daily/< cookie− id >

Returns a list of 30-minute time intervals over 24-hours with the most common emotional state

associated to each interval.

4.1.4.3 Response

(API Resource available only to customers using Ad Empathy Trackers for their product

inventory)
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Response

get - GET /response/< product− id >/< cookie− id >

Returns the user’s last cached online emotional response to an interaction with < product− id >.

4.1.4.4 Expression

Expression.text

get - GET /expression/single/< emotion >/< cookie− id >

Returns the syntax tokens most commonly associated with the user’s online expression of the

emotion.

list - GET /expression/all/< cookie− id >

Returns a paginated list of emotional states, sorted by their frequency, and the most common

syntax tokens associated to that state.

4.1.5 How Does It Work?

Ad Empathy is a state-of-the-art multi-model AI ecosystem that leverages the volume and

velocity of online behavioral data by training user-specific machine learning models. The core of

the system is a Long Short Term Memory (LSTM) neural network trained specifically to predict the

evolution of moods using temporally-structured data coming from online activities (eg., text from

posts, click content, reactions to others’ posts). Our company began training this model nearly five

years ago when researchers first found Gated Recurrent Units as a solution to cutting through the

noise of online data [15]. After years of fine-tuning and learning how to transfer models between

different users and incorporate multi-modal data, we found we had sown the seeds of something

much bigger than a mood prediction model. In short, this core model became the heart of a

system of interacting models. Developing our expertise in model transfer allowed our team to take

layers of our novel LSTM model and combine them with convolutional layers or other Recurrent,

language-processing layers, and train them as Generative Adversarial Networks to blossom the wide

functionality of novel content creation you see today.
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When your company opens an account with Ad Empathy, our system begins by data mining

all social media content and brand interactions available for your customer base. After mining all

historical data about your customers, we place their user accounts into our reactive event loop that

keeps tabs on new activities across any connected platform. Prior to training, we run all the data

through a noise reduction network trained specifically to identify relevant emotional content. Using

the filtered data set, we fork fresh versions of our base model and begin training a unique mood

model for each of your customers. This training continues until the confidence of our predictions

meets a certain threshold. Testing is done using a data set we capture and separate during the

data-mining phase. Our central model (the one underneath the Mood API) takes in time-structured

online activity for a user and outputs a likely current mood given the most recent observation. This

model is then transferred into our second network, which chunks your users’ history into 24-hour

segments and trains a model that predicts the upcoming 24-hour emotional cycle (and provides the

backbone of our Trends API!).

Once we have accurate models for our Moods and Trends API, we do fine-grain analysis on

specific data such as text and photos. This process starts by performing a topic-modeling analysis

on all user text and browsing history to break up each user’s’ history into topic-specific data sets.

Further, each user photo is analyzed for facial expression, object detection, and captioning to de-

velop visual insights into the personal aesthetics of your customer’s emotions. A core value that Ad

Empathy offers is recognizing that each product a customer purchases is embedded in a different

context and thus requires a different cognitive model to understand underlying emotional relation-

ships. We develop those models along many dimensions that account for complex relationships

between emotions and brand sentiments.

Important to understanding how Ad Empathy works is that each API your team uses is

operating with different custom models and parsing techniques that branch out from of our central

mood-recognition network. Our Expression API, for instance, uses sentiment analysis in tandem

with a generative adversarial network to parse user text and then learn how to generate novel text

that expresses the same sentiments while staying within the known vernacular of your customer.
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The adversarial network is trained against the core mood model, which allows rapid exploration of

the syntax space observed and parsed from your customers’ online platforms.

If your company would like to learn even more about the inner-workings of Ad Empathy,

feel free to make an appointment with our Machine Intelligence Team to discuss specifics or let us

know how you think we could improve our process.

4.1.6 Example Use

Working with customers, we have found solutions that mix and match our APIs to help you

generate the relevant content and design marketing campaigns most appropriate to your products.

We explain some of our most successful applications below:

4.1.6.1 Time Cycling

Our research has shown that many customers have predictable emotional response patterns

based on time of day. It is often reliable that a customer will elicit more positive emotions to food

around 11AM; however, this response will diminish leading up to around 2PM as it becomes more

likely they already ate lunch. For this reason we recommend time cycling campaigns for products

with emotions that are highly correlated to temporal patterns. For this, we recommend analysis of

your products with our Trends Resource to discover your most temporally stable products and to

make inferences about how they are associated across time. Then using our Expressions Resource,

you can design context-sensitive Content Ads that can portray your product regularly at the times

associated to the emotion best suited for your product.

4.1.6.2 A/B Emotional Testing

Not sure whether your product is better fit to when your customer feels happy or angry? Try

A/B Testing emotions instead of features. Combining our Impressions and Response APIs, your

team can try your ad impressions against different emotional conditions to see what elicits the most

positive response. This can improve how you understand how your product is being perceived and
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better inform our models.

For well-modeled user profiles, your team may try running simulations using our Impressions

and Expressions APIs. You can pilot your A/B tests, discovering correlations between ad impression

and emotional responses and designing ad impressions with the right emotional language.

4.1.7 Appropriate Use of Ad Empathy

The purpose of Ad Empathy is to support businesses in employing emotional insights as they

create online advertisements. We love seeing our customers rapid prototyping new ad campaigns

and trying out new combinations of our models to maximize the utility emotions and timing play

in your ad impressions. Ad Empathy, however, is not meant to be used as a research platform

nor should it be used to target specific customers and invade their privacy. We do not approve of

customer-specific analysis that exposes potentially sensitive vulnerabilities related to private dimen-

sions of a customer’s mental state. Ad Empathy should also never be used in relation to medical

data or to support mental health inference relative to emotional trends. Similarly, our insights

should remain in the realm of marketing and should not be used in decision-making algorithms

related to employment, education, housing, or health. Though we are proud of the accuracy of the

accuracy of our system, it is not appropriate to use such predictions to make firm decisions that

could negatively impact your customers. If your company is focused on biomedical or employment-

related inference, please contact our Customer Relations Team to discuss fair uses of data and how

to access our models for purposes outside of our available products. Projects that are funded by a

government agency should speak to an Ad Empathy representative before using our products. If

your use of Ad Empathy goes beyond marketing, we offer consulting services to help your company

develop an ethical and accurate system that incorporates emotional insights.

Thank you again for using Ad Empathy!
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4.1.8 Author’s Statement

The goal of this design fiction is to structure discussion around a technology that is at the

cusp of creation, regardless of whether it emerges in this exact form. Industry demand for novel

forms of personalization and audience targeting paired with research trends in affective computing

and emotion detection puts us on a clear path toward emotion-sensitive technologies. With both

the capability and economic incentives in place, we must, as a community, carefully define lines

between what we consider fair marketing applications of technology versus unwelcome and unfair

intervention or even exploitation.

Design fiction is one way to consider these possible futures. As a conflation of design, science

fact, and science fiction, the medium is a method for exploring ideas, implementation strategies,

and consequences [6]. Importantly, as Baumer points out in an introduction to a set of fictional

conference abstracts, these visions of tomorrow can help shape the research directions of today [3].

Lindley further proposes design fiction as a methodology for considering the ethics of radical digital

interventions [12]. Proposing our design fiction as an ethical provocation and a starting point for

conceptualizing complex problems ahead in our socio-technical future, we ask: how could a vision

of tomorrow inform the ethical considerations of the research we are conducting today? Where is

the line between research and privacy, utilizing data insights and manipulation?

Written as an API, the piece situates itself both in technical and social literatures of comput-

ing. Questions have already been raised about the ethics of corporate experimentation and the fine

line between product testing and harmful intervention [13]. Research has shown that users may

not really understand what they are consenting to when agreeing to a terms of service [2,10]. They

may also find certain uses of their data to be ?creepy? or invasive when it comes to behavioral

advertising [19]. When asked about the process of data merging and aggregation, users tend to feel

they are not the ones receiving a true benefit [5].

Though these user attitudes may raise red flags, research and industry continue expanding

our capabilities in this area. In computer vision, deep neural nets have been a boon for new
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models that aid in extracting emotion from facial images posted online [4,11]. Text is no different

as research continues to improve our ability extract emotional insights from syntax tokens [1,14].

Separately, researchers have proven capabilities to make mental health inferences using social media

data [7,8]. Typically, future directions for this kind of work involve technology design for helping

people. However, there are other potential uses for this technology, including online marketing

tactics.

If we consider the bleeding edge of marketing and artificial intelligence, we see very similar

forms of emotional targeting being brandished as the next wave [16]. Yet, when users actually find

out how they are being classified on psychological and emotional terms, it foments anger and is

seen as ?overstepping boundaries? [17]. In academic circles, researchers such as Zeynep Tufecki and

Kate Crawford have stoked debate around new kinds of privacy harms caused by advancements in

AI and algorithmic methods [9,18]. Their concern is based on the fact that predictive inference is

now able to go beyond what users openly disclose about themselves.

Ad Empathy and its API Resource offer a demonstrable grey area in technology ethics. The

product very clearly meets the path we are trending toward, yet it should provoke some sense of

caution or discomfort in its ability to find users at their most vulnerable moments. Without a

doubt, this kind of system will become possible and machines will continue pushing the limits of

our cognitive capacity to recognize manipulation, presenting ethical issues that are worthy of close

consideration and skepticism. As a discussion piece, the Ad Empathy design fiction should work to

ground debates around fair use of data, and the boundaries of ethical design. We hope Ad Empathy

offers a point of negotiation around how to move forward relative to this plausible future.
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4.2 Ethics Education in Context: A Case Study of Novel Ethics Activities

for the CS Classroom

4.2.1 Prologue

This section looks at a novel curriculum I created for teaching ethics in the CS classroom.

Originally designed for a human-centered computing class, the goal was to infuse ethical content

in situ while teaching technical engineering skills. This class leveraged a number of novel activities

to promote ethical thinking about the CS discipline. Why it is being added to this dissertation is

because several of the activities and homework assignments explicitly involved narrative. Calling

these out ahead, in our class we used narrative three ways: 1) to explore the possibility of future

negative consequences for technologies they were designing for their class project; 2) to provide

tangible examples for complex ethical problems discussed in class; and 3) to gain an appreciation

of how difficult it is to predict the future.

What this involved in the course was several narrative-centric activities. We watched video

clips and discussed stories to get at tough ethical problems that were better explained through

grounded examples. For one assignment, students read short stories written by friends of mine

that each explored possible futures where technology led to unforeseen consequences. The students

were asked to analyze the stories in terms of their feasibility and expression of human-computer

interactions. Students were also asked to explore their own software projects using narrative to try

and understand the best and worst case scenarios. These narrative exercises were highly successful,

as will be seen in the following essay. Several students openly called out these exercises in their

weekly journals as some of the most impactful on their thinking.

4.2.2 Introduction

There is no disputing that computer scientists should be trained in ethical thinking alongside

developing their technical skills. The ACM, IEEE, and ABET have all emphasized a need to prepare

students to think and act responsibly, while grasping the applicable legal and business challenges
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related to their practice. We are now seeing the importance of this training, as decisions made by

computer scientists increasingly shape our public and private lives.

Examples such as racial bias found in risk assessment systems [27], severe privacy violations

occurring internally at Uber [48], the expansion of filter bubbles and propagation of fake news [123],

the proven difficulty of robust anonymization [238], and the rapid advancements of predictive infer-

ence using Big Data [182] suggest that computer scientists are becoming some of the most powerful

moral agents in today’s world. However, traditional ethics education for computer scientists may

not include practical and timely training on how to weigh the consequences of their decisions. We

therefore suggest that it is critical to incorporate ethics education as a continuous and practical

thread within CS curricula.

In this paper, we offer our experience adapting an upper-level undergraduate Human-Centered-

Computing (HCC) course to stress ethical thinking throughout the process of learning the funda-

mentals of human-centered design and evaluation. Our goal was to expand the current repertoire

of in situ learning activities that require ethical judgment and to evaluate students’ reactions to

an infused ethics and engineering practice course. During the process, we built on prior work that

has used project-based learning [184] and current events [30] to motivate realistic ethical problems

while further piloting several new activities.

We found that students responded well and were even excited by having to apply what

they learned to complex ethical situations. Many of the activities we piloted show promise for

being adapted into other courses such as machine learning, data science, software engineering,

and algorithms. Here we discuss existing models of ethics education in CS, the structure and

components of our course, examples from student assignments, and results of a pre/post-survey.

Finally, we unpack these results to make concrete suggestions for how other educators could reuse

our material in other CS education contexts.
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4.2.3 Literature Review

ABET’s accreditation standards [9] and ACM’s Code of Ethics [24] lay the foundation for

ethics education in computer science. In light of these top-down guidelines, many efforts for ethics

education in computer science have cited them in their approaches [68, 265, 334, 184, 104, 78].

There has been further influence from the ACM/IEEE Joint Task Force on Computer Engineering

Curricula to adopt courses that build professional experience including dimensions of law and

business practice [8].

ABET mandates at least 20 credit hours in professionalism–including ethics along with busi-

ness, social impacts, teamwork, communication, design, and law [9]. This has given rise to the

creation of many one-off ethics courses [104] or project-based courses that integrate concepts of

business and law into the material [184]. In the ethics education literature, one can find successful

project-based models such as Purewal, et al’s course that included a service-learning component

addressing e-waste and sustainability [265].

Supporting the creation of a CS ethics course, researchers have argued for classes that incorpo-

rate discussion of ethical dilemmas, designing rubrics to aid in the evaluation of such a course [284].

In fact, courses covering social impacts of computing have proven ability to increase interest in CS

degrees [104]. Other educators have pointed out the potential for courses that integrate the rich

material available in current events, multimedia and film, and short essays that cover topics across

philosophy, privacy and civil society, intellectual property, AI, whistle-blowing, security, hacking,

piracy, etc [30].

Some schools offload the burden of putting together an ethics course to their philosophy or

social science departments. Though, teaching ethics outside of a technical context often leaves

students with the impression that the material is irrelevant to them [104, 302]. This problem

manifests as a general theme in the literature on CS ethics education—that isolating ethics into a

separate or external course makes it appear as a side issue to computing [78].

Our work is an attempt to address this gap between technical material and ethical consid-
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erations in the CS curriculum. With a clear desire in the field for improved ethics education [239]

and many documented ideas for how to design interesting material, we hope to contribute to this

literature by reviewing our own attempt to design a class that integrated core CS content and

ethics.

4.2.4 Course Overview

The course was an intensive five-week implementation of a undergraduate-level human-

centered computing foundations course. The class met 3 times a week for 2.5 hours per session.

At its core, the class taught methods for prototyping and evaluating computing systems from a

user-centered vantage. Our course further emphasized ways in which the design, development, and

deployment of technologies have human consequences. Importantly, the curriculum helped students

assess and plan for those consequences and hone the skills necessary to be socially-conscious and re-

sponsible engineers. Throughout the course students were assigned weekly reading reflections (10%

of total grade), individual assignments (30%), milestones for a course-long group project (50%),

in-class workshops (ungraded), and a participation requirement (10%).

4.2.4.1 Participants

The course consisted of 31 students (8 female; 23 male) that were primarily computer science

majors (23). Beyond CS majors, the class also had one masters student and seven students seeking

computer science minors or certificates.

4.2.4.2 In-Class Activities

Class time was split up into two parts: lecture and workshop. The lecture was 1-1.5 hours

and was given by the primary instructor or an invited guest lecturer. Workshop time consisted of

active learning experiences that synthesized lecture content into a practical exercise and discussion.

Often, the active learning exercises would allow students time to process dimensions of their group

project in relation to course content.
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Throughout the course, we brought in a total of five guest lecturers: a researcher focused on

co-operative ownership of data and software, a privacy lawyer with practical knowledge of the laws

and regulations relevant to computer scientists, an artist specialized in typography and layout, a

researcher focused on terms of service agreements and online harassment, and an emeritus professor

who detailed his experience watching a 50-year transition of technology. These lectures allowed the

class to gain perspective in legal, business, psychological, and historical dimensions of technology—

all of which aided in presenting a broad, robust conception of social impacts.

Workshops were primarily done in small groups or within students’ project teams. Students

were often asked to brainstorm and share ideas with one another with the expectation that disagree-

ment and debate could occur. In order to introduce students to this kind of dialogic atmosphere,

the workshop for the first class was a “spectogram” exercise. We had all the students stand in a line

and asked them a question formed along two polar extremes. Students then had the opportunity to

physically stand anywhere along a spectrum between the poles that best represented how they felt.

We then asked a few students from different places on the spectrum why they took this position

and then allow students to reorient if a particular point changed someone’s mind. We did this

exercise with three questions, respectively: 1) Do you believe facebook is good or bad for society?;

2) Do you believe face recognition technology is good or bad for society?; 3) Do you think it is good

or bad for Facebook to use face recognition technology to identify the faces of untagged people?

In week 2, we had a workshop that asked students to try and identify the primary stakehold-

ers that would make up the user communities for the systems being developed in their projects.

While drawing stakeholder diagrams, students were asked to consider the different “personas” [263]

relevant to who may use their app and further identify competing incentives that may align or

conflict between these groups.

As the course developed, these workshops became more sophisticated, requiring a deeper

understanding of technical and social concepts. Week 3 included a workshop where students were

asked to design “capture” systems [19] and come up with metrics for how they would extract insights

out of particular data sets. They were first shown an example of the kind of data collected by our
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university’s online courseware platform. Given that dataset, students were asked to come up with

a metric that would allow someone to identify good students to recruit for graduate school. Next,

they were asked to design a metric that could be used to analyze Facebook profile data and give a

user a “wealth index.” Finally, they were asked to design a capture system for a news aggregator

that allowed publishers to upload articles and metadata. Their goal was to be able to accurately

flag fake news upon upload. At the end of each task we did a talk back where we would identify

biases, unfair consequences, or gameable aspects of their designs to help solidify notions of data

fairness.

In the classes where a guest lecture was invited, the workshop would attempt to link new

ideas from the workshop into core course material already being applied to their projects. For

instance, when a privacy lawyer came to lecture about the EU’s upcoming General Data Protection

Regulation (GDPR) implementation, students were asked to then reconsider their UI designs under

the constraints of this regulation. They were given an hour to review at least one of their UIs that

contain user data and search for compliance issues and ultimately consider a redesign that would

solve these problems. When a terms of service and harassment lecture was given students were

asked to consider the social norms that would be important for proper use in their project designs.

The workshop then gave them time to consider bullet points for a harassment policy or terms of

service and what design decisions these changes may affect in their implementation.

4.2.4.3 Individual Assignments

Outside of class students had three types of individual assignments: weekly reading reflec-

tions, participation submissions, and an individual applied exercise regarding a topic from the

week. Each week had 3-4 required readings and to complete the reflection students had a choice

of 3 questions to answer. They could either choose one question and dive deep, writing at least a

full single-spaced page, or choose two questions and answer them in a summary form writing at

least a half page. The questions were written to force students to recall an aspect of the author’s

argument or main point and then critically reflect on a dilemma this presents engineers.
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Participation submissions were simple responses to fulfill weekly point requirements that

could otherwise be attained by speaking in class. Two points per week were required to receive full

participation credit and students who did not directly respond to a question or discussion in class

could alternatively choose a topic or discussion from class and submit a short write-up. This either

detailed their opinions on the topic or offered an example from the media or research that availed

deeper complexity.

The solo assignments were meant to give students a chance to apply skills learned in the

class outside of the project. One assignment included piloting an observation protocol by watching

someone do a common task and interviewing them about how they performed it. Another allowed

students to implement a design experiment, applying ideas taught in our lecture on design aesthet-

ics, asking students to play with alternative layouts, colors, and interactive elements that could be

incorporated into a website. An ethics exercise we piloted involved students reading a sci-fi piece

and discussing the underlying technology, the assumptions about how society was changed by this

technology, and ultimately analyzing the likelihood of the story’s events happening in real life.

4.2.4.4 Team Project

The anchoring component for students was the course-long group project. Milestones involved

prototyping the interfaces and functionality for a computing system, evaluating their design, mod-

ifying their design based on evaluation, and reflecting on the social impacts of their system if it

were to become a commercialized product. Week 1 kicked off with a simple team statement that

explained who was working together and how they would submit their assignments (e.g., pen-

cil/paper drawings, digital mockups, CSS/JS code). Week 2 required teams to come up with a

problem statement for their project and an initial design concept that included visual mock-ups to

describe their initial approach.

The project continued with the students having to apply course content to its development.

Week 3 called for a cognitive walkthrough and think aloud study to be performed on their first

interfaces. Week 4 asked students to respond to their findings, showing a revised version of all
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their interfaces. Week 5 finally asked for a report that explained the evolution of their design, a UI

showcase that explained their system’s workflow, and detailed research into several dimensions of

social impacts that should be considered if this project was implemented into a full system.

4.2.5 Results

An important premise of our effort is to introduce ethics components in situ without sacri-

ficing the core contents. Since our course was not designed as a controlled experiment, it is difficult

to draw a definite answer whether we succeeded in meeting this premise. However, judging from

the projects student groups had delivered, we did not notice significant difference in quality from

previous offerings of the same course. Nor did we notice significant difference in grade distribution

compared to previous offerings. In a post-survey, when asked to specify main takeaways from the

course, many had mentioned core HCI concepts such as “user testing methods”, “considerations

for design decisions”, and “heuristic evaluation.” Taken together, these indicators suggest students

were indeed learning the core contents effectively. In the rest of this section, we turn our attention

to evidence we uncovered regarding ethics learning.

4.2.5.1 Student Responses and Reflection

Looking to individual assignments provided a viewpoint into how the students were processing

the course material and ultimately what questions and considerations stuck with them. On a

weekly basis our instructional staff read all assignments, pulling out general themes and looking

for interesting comments that provided a launchpad for discussion at the beginning of class. In

some instances, we would highlight two perspectives that had opposing considerations or solutions

to spur discussion around trade-offs and differing assumptions.

Here we offer a summary view into some of the interesting questions and considerations raised

by students that signaled a deeper engagement with ethical thinking. Starting with week one, an

encouraging result were reflections that portrayed engagement with the “spectogram” exercise,

as reflected by a comment “The topic on the first day of class: facial recognition, was
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particularly interesting to me. While I thought I had a right stance at the beginning,

every body’s other ideas made me keep think about what I had thought already

differently.”

A strong sign that ethical and critical thinking is occurring is seeing a student weighing the

trade-offs of a particular dilemma. For example, the dilemma of “manipulation vs personalization”

was a common topic when we had students read an article by Tristan Harris called, How Technol-

ogy is Hijacking Your Mind [160] that discusses the cognitive tricks designers can play on users to

maximize on-screen time. A student wrote “Some individuals have more addictive person-

alities and the cognitive load needed to stop enjoying the constantly refreshed content

is much larger. In this way the technology [to manipulate users] seems unfair...but

you can change your settings, you can turn off your phone... I can see the argument

for why it is fair.”

When reflecting on ProPublica’s article, Machine Bias [27], another student exemplified a

strong understanding of how the concept of fairness may differ between a user and an engineer.

This student wrote “In a system where the people being evaluated are given no choice

and are having their lives changed based on the results, fairness is of the utmost

importance...As we have learned in class, someone who knows a system well because

they built it is unlikely to be able to replicate using it in the same way someone who

doesn’t know anything about it would.”

We also found that students were applying ethical reasoning in their personal life and profes-

sional work. For example, a student talked about encompassing skills from class in an internship.

The student first commented on their past viewpoint before the class “[Before] I would only

think about the people that actually used the service or product, instead of also includ-

ing who can also be affected.” and then reported how the class had changed their viewpoint

at work: “[The class] made me think pretty hard about the user-communities of the

start-up that I’m volunteering on, and how thinking of the user-communities for our

product will greatly increase the usability and make sure that all the communities
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(not just the immediate user) are fairly treated.”

In the same reflection, this student commented on a guest lecture detailing the differences

between privacy laws in the United States vs. the upcoming European Commission’s GDPRs and

how they could affect the start-up for which he is working. Through all these quotes we see a rich

engagement with ethical questions as they relate to technical and professional thinking. It should

be noted this was only the tip of the iceberg and we had some students go deep into this thought

process; one even wrote a 5-page lyrical poem about the ethical dilemmas around search engines.

4.2.5.2 Pre/Post Survey Results

We collected pre- and post- class survey responses from 30 students in the class. The surveys

contained short-answer, open-ended questions related to the ethical implications of technology and

takeaways from the course. The responses to these questions were coded by two research assistants.

The responses were given a score of 1 if it contained any mention of ethics, social implications,

privacy, or consent. The coders read each of the responses independently and assigned a rating.

Differences in the responses were resolved by discussion.

Findings from these survey responses further suggest that embedding ethics into the curricu-

lum increased the amount of students who believe ethics are important to their careers. There was

a significant change in the post-survey responses: more students considered ethical implications

in their statements. When asked “What questions would you ask to a potential employer if you

were being offered a job to design an app that sorts and displays people’s photos across all their

media platforms?”, 30% more students (Pre:10 out of 30; Post:19 out of 30) considered ethics or

ethics related concerns in their post survey responses, such as, “How would you like users

to authenticate other devices? What sort algorithm would you like to use? What

functions should the program have? What feelings should the user have while using

this product? How are photos being stored and who has access to them?” Additionally,

when asked “If you were to make an app where networks of users could share geolocations for house

parties—what users might have issues or who may this harm?”, 33% more students (Pre:9 out of
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30; Post:19 out of 30) mentioned privacy and social impact problems. For example, “This could

harm anyone who does not want their location known, or people who have their house

registered as having a party incorrectly, as well as anyone who was having a party, but

didn’t want it broadcasted.” The responses showed that our course with ethics interventions

throughout had a doubling effect on students considering ethics in technology design.

We included three extra, open-ended questions in the post-class survey. We categorized a re-

sponse as integrating ethical concepts if the student explicitly mentioned ethics, morals, or privacy,

or if they implied ethical decision making through thoughtful contemplation of the social impli-

cations of their work, potential harm to others (i.e. empathy, identifying different stakeholders),

or caution when approaching and designing a technology solution. It should be noted we did not

prompt or otherwise guide students to discuss ethics or social impact for these questions.

When asked, “What will you take away from this course?” 26 out of 30 student responses

included ethical considerations, such as, “I realized that technology can have a much larger

impact than I initially thought. I never really took the time to analyze possible future

implications or think about privacy. I also never really thought about evaluations and

using those to enhance whatever you’re working on.” This shows both a greater perspective

of how technology impacts society as well as an appreciation for practical design methods, but other

students went further in expressing the need for ethics to be baked into all aspects of technology

development. One such student wrote “There are ethical considerations in almost all aspects

of design and implementation, something I hadn’t really thought about previously.”

In the next question, “What’s the one thing you’ve learned in this course that will be most

applicable to your career?” 14 out of 30 student responses included ethical considerations. Although

this is lower than we had hoped for, we believe responses to this and other questions such as the

one before show students’ willingness to consider ethical implications in their work, especially

when it came to privacy, as answered by one student: “I’ll take more time to consider the

implications of privacy policy in my startup ideas.”

Furthermore, in the final question, “What is one thing you’ll do differently following this
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course?” 25 out of 30 students said that they think about ethics and the social implications of

work differently, including their future work. One student commented “This course has taught

me how to consider my ideas from an all encompassing standpoint, from design, to

ethics, to law, etc, and i’ll continue to use this frame of mind, especially in my senior

project this coming year.”

Another objective we had with ethics was to explore the tensions that arise in software

companies when business goals are introduced. Students were able to articulate such tensions, as

one student noted “That everything needs a way to make money, and often that means

sacrificing certain ideals like ”free no matter what,” privacy, or how you keep people

using your software.”

Finally, we sought to highlight the importance of realizing that humans are naturally bad

at predicting what the future holds. This is critical because when developing a technology, such

as a classifying algorithm, it is difficult to know how it will be applied in society. And this was

expressed in student responses as well, such as “Predicting the future is next to impossible,

so it is important to pay attention to current trends and not get stuck in an obsolete

20 year plan. New laws such as the GDPR mean that as a designer it is important to

ensure your business model is not dependent on practices that would be made illegal.

Always important to consider values of users and compromise accordingly.”

4.2.6 Discussion

The results of this course were encouraging. The use of current events, real-world problems,

and artistic provocations, even when reduced in complexity for pedagogical purposes, amplified

student engagement. Many students brought up the fact that this was the most thought-provoking

course they had taken and that it opened their eyes to new dimensions of their field. Our course is

a foundation course for HCI. We were not forced to sacrifice content nor difficulty by adding these

ethical and social elements. In fact, exercises such as designing capture systems and metrics to

understand data bias, were almost too technically complex for an undergraduate course. The biggest
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limitation of our course was over-motivating some of the social issues and being unable to fully

address their technical counterparts, such as diving deep into machine learning or cryptography,

due to time and content scoping constraints. However, when students later do take topic classes

on machine learning or cryptography, it would be ideal for them to receive another dose of ethics

training.

Encouraged by the results, we adopt a position on CS ethics education that includes the

following principles:

Continuous Ethics education should happen in small doses throughout the curriculum rather

than in a one-off course.

In Situ Adding an ethics component to a class assignment relevant to core course content shows

that ethics and engineering thinking go hand in hand. This would imply discussing bias and

anonymization in a data science or machine learning course, privacy in a computer vision

course, etc rather than treating ethics as a set of concepts to learn away from technical

material.

Perspectival CS We ought to turn our value equation toward students’ abilities to identify mul-

tiple perspectives about computing issues (i.e., recognize a dilemma) and translate that

dilemma into competing technical choices.

We see many ways these principles could be adopted. A centralized, but simple approach

could involve the instructors of a CS department coordinating to add small reflective writing as-

signments to several CS course in the program (e.g., A Computer Vision Course with a successful

reflective component [91]). Though not all courses might lend themselves to as much ethical context

as HCC, many technical courses (AI, machine learning, etc.) could integrate ethical components.

Some of the exercises we did in our class could be easily adapted. Our exercise in defining a met-

ric on a dataset to discuss bias and trade-offs would be perfect for a data science, algorithms, or

machine learning course. Testing out the enforceability of different harassment policies could be
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done in a social computing class. Evaluating different stakeholder incentives to balance privacy

perspectives would be useful in a cybersecurity class. Learning about how one may mislead an

audience with data would be perfect for an information visualization class.

4.2.7 Concluding Remarks

Discovering novel and engaging methods for training responsible engineers that do not sac-

rifice learning technical skills will continue to a central problem for CS curriculum design. As our

case study shows, infusing ethical dilemmas and social challenges in the curriculum is by no means

a crutch for a course, but can amplify interest. We hope to continue by expanding on the activities

we piloted in this case study and encourage other education researchers to do the same. It is our

position that until ethics education is threaded throughout a student’s development of their com-

puting skills that we will continue to see ethics treated as a side issue rather than a central asset

to CS.

4.3 Quantified Self: An Interdisciplinary Immersive Theater Project Sup-

porting a Collaborative Learning Environment for CS Ethics

4.3.1 Prologue

This section reflects on the educational effects of working on an immersive theater piece about

the ethics of data-driven technologies. Later in the thesis a more robust depiction of Quantified

Self, an immersive theater piece that invited audiences to explore ethical issues around data, will

be discussed. Here the production team is interviewed to try and understand the educational

affordances provided by doing cross-disciplinary projects. In this piece the script and production

acted as a template for the entire cast and crew to use for thinking through ethical issues. As

this section will avail, this turned out to be a very useful way to engage students from multiple

disciplines coming in with varied interest in this process. Students across the board walked away

with a heightened awareness of the issues, many forming strong opinions and changing their online

behaviors as a result.
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4.3.2 Introduction

Education around computing is highly valued and even non-technical students grow strong

interests in developing computer literacy throughout college and career. Despite the ubiquitous

impact of computing in their lives, without becoming a computer science (CS) major, it is un-

likely non-technical students have the opportunity to formally study privacy, data ethics, or socio-

technical problems. Within CS departments, on the other hand, we have requirements [9] that

our majors leave with an understanding of computing ethics and social impacts. Even with most

departments having a course dedicated to social impacts, CS students rarely gain perspective on

how outsiders conceptualize their work prior to entering industry. We see this as opportunity in

the CS curriculum to connect CS students’ study of social impacts while offering non-technical

students the chance to develop knowledge and perspective on computing.

As an approach to bridging this gap, we devised a novel, year-long project around creating a

theater piece about data to offer an opportunity for engineers and non-engineers to work together

and learn about crucial problems from one another. This performance, titled Quantified Self, was

also meant to create space for dialogue among engineers and non-technical users in the audience.

However, for this paper, we focus on the educational dimensions for those involved in the production

of the show.

Interdisciplinary education is already being discussed as priority for the future of computing

education [21]. At the same time, art and design fiction are being heralded by communities in

education and human-computer interaction (HCI) as methodologies for collaboration [116], thinking

about the future [28], and engagement between engineers and users [58, 248]. Thus, we saw an

opportunity in the production of a highly technical art piece to structure a space for educating

technical and non-technical students.

In this paper, we present our technical theater piece as a case study toward promoting

technical art projects as a promising way to create interdisciplinary educational opportunities.

After reviewing the motivating literature, we provide a full description of our project, highlighting
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the choices our team made to elevate learning opportunities for all involved. We further offer

insights from post-project interviews with the students involved in the production. Our findings

indicate that technical students were given opportunities for learning technical skills while gaining

insights into social impacts of their work. Further, non-technical students developed awareness,

subject-matter interest, and formed more complex opinions about computing in society.

4.3.3 Prior Work and Motivation

4.3.3.1 Interdisciplinary CS Education

Computing is a pervasive function of any educational or career activity. Whether doing

graphic design, making a website, writing an algorithm, or sending photos to a colleague, modern life

requires some level of computing skills. Due to this expansion of the field, computing practitioners

take multiple forms—from “creative coders” to “designers” to “back-end engineers.” In light of

these changes, researchers are discussing the need for interdisciplinary learning within CS education

[21, 345]. Seeing the future need of integrated, interdisciplinary approaches to world problems,

consortia such as the National Academy of Sciences are promoting interdisciplinary research and

learning more broadly [286].

Adopting interdisciplinary practices in CS higher education has several challenges to address:

a) getting CS students to develop skills beyond writing valid code; b) offering non-CS students

access to education about computing; and c) structuring opportunities for technical and non-

technical students to learn with and from one another. In terms of (a), ABET already has pushed

the requirement for CS departments to integrate education in related outside areas such as law,

business, and social impacts of technology [9]. Researchers have successfully designed courses with

service-learning components [265] or that motivate interest in CS by incorporating current events,

media, and arts [30].

Towards (b), it is rare to find engineering departments taking on the responsibility of ed-

ucating non-technical students. Rather, humanities departments tend to offer technology-focused
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courses. When engineering departments do create such offerings, however, there are promising

results such as courses about privacy meant for non-technical students [122]. There has also been

progress in using artistic means, such as dance [252] or creative writing [177], to create opportunity

to interest a more diverse body of students in CS.

Many case studies have emerged showcasing fascinating efforts for (c). Work between

Carnegie Mellon and Disney Research shows that combining efforts between artists and engineers

led to novel projects and technical applications that may have otherwise not been feasible [168].

Hybrid classes between CS and journalism [259] or CS and bioinformatics [133] have been successful

at getting computing skills out to other fields and giving breadth to CS students.

A common theme for creating outside engagement in science is to incorporate arts. For prac-

titioners, conferences such as Ars Electronica bring highly-skilled technicians and artists together to

push boundaries of the discipline. In the classroom, technical and scientific classes that incorporate

art components appear to work at all levels. From K-12 classrooms that get students into math

using poetry [148] or computing using digital art [347] all the way to college classes making danc-

ing robots [299] or professional artists and scientists co-creating theater [116]. Throughout these

examples we find higher levels of engagements, reflection on socio-technical issues, and refreshing

new approaches to computing.

4.3.3.2 Design Fiction / Deeper Engagement

Success of arts and science collaboration goes far beyond interdisciplinary classes. Within

the realm of HCI, design fiction has blossomed as a promising approach for thinking about the

future, discussing ethical implications, and engaging a broader public [307]. Design fictions allow

technical work to happen in a space that blends fact and fiction and welcomes modes of critique

and social thinking [58].

Long before it was an HCI trend, sci-fi operated as an intersectional space for scientists,

hobbyists, creators, and the public to conceptualize the future and what technology means to

human enterprises [58, 188]. Many artists and designers who want to pose questions about how
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technology is impacting people employ “speculative design” as a method for asking questions and

generating dialogue between communities and stakeholders [28]. HCI researchers have adopted a

framework of “enactments” using speculation and theatrics as a methodology for users to experience

possible future [124, 248]. In turn, gaining insights about public perceptions and attitudes toward

technological change.

Seeing these successes in both interdisciplinary education through art and design fiction for

public engagement, we began considering a creative endeavour that connected these two potentials.

Our first project involved obtaining a small internal grant from our engineering school to support

making an art installation as the class project for an upper-division data science course. This

pilot, involving 30 students working in groups to make 6 art pieces about data, showed us promise

of expanding. Not only were students enthusiastic to think through social dimensions of data

applications, but the prospect of a public unveiling of their work amplified their desire to take on

challenging technical work.

Following this, we began laying the foundations for a more robust project that would bring

together students from different departments to create, converse, and ultimately learn from each

other. For the remainder of the paper we report on the resulting year-long project, QSelf, which

brought together students from seven departments to create an immersive theater performance

about data ethics. Our project offers a case study relevant to the literature of interdisciplinary CS

education, collaborative learning, and CS ethics education and provides a model appropriate for

adoption as a capstone project within a CS curriculum.

4.3.4 Approach

QSelf was a student-led initiative to create an immersive theater production that brought

together a sci-fi drama and interactive art installations to create an explorable world for audiences

to think about the future of data in our society. Audience members were able to connect their social

media accounts at ticketing to offer their own data to personalize the experience. From the start of

the project in autumn 2015, we aimed to make the production a collaborative learning opportunity
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to bring together students from diverse backgrounds. Students involved in the production were

offered multiple modes for engaging with new material and each other. Students were able to take

on roles as actors, production staff, technical staff, or scenic designers. Here we detail the full scope

of the project.

4.3.4.1 Team and Project Structure

The production team was mainly composed of students. The project lead was a third year

PhD student in computer science. While a number of university professors and industry experts

served as advisors, almost all the decisions and creative outputs were made by the students them-

selves. Two other PhD students and a professional data scientist served as co-producers. The

rest of the team were 19 students - 15 undergraduate, 3 masters and 1 PhD. Students came from

7 different departments crossing technical and non-technical majors: 5 from computer science, 1

from electrical engineering, 9 from theater/dance, 1 in studio art, 1 from music, 1 in neuroscience,

1 in english, and 3 in an interdisciplinary technology department. The production crew was split

up into two teams: 1) a technical team that designed scenic elements and engineered the interactive

exhibits and 2) a theatrics team dedicated to preparing and producing the performance.

While this project took place outside of a typical class structure, we found ways to incorporate

the production into university requirements for students. Theater and dance majors have to spend

a certain number of hours supporting theatrical productions which this was able to count toward.

Most of the computer science students took independent study credits under the supervision of

our project lead. One undergraduate CS student became employed as a research assistant working

between the data scientist and project lead. Some students were employed by the project as an

intern while others volunteered out of interest.

4.3.4.2 Pre-Production

Narrative

The script was written by our project lead prior to the start of the project. It set the
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basis for 8 characters portrayed by 6 current students and 2 recently graduated students. The

characters represented different perspectives on technology: a corporate CEO, a hacker, a journalist,

a law enforcement agent, a data scientist, a psychologist, a marketing strategist, and an AI-driven

android.

Laden with ethical issues, the script was designed to create an open structure where conversa-

tion and technical interaction could occur. We addressed five primary ethical issues within the story

line: 1) implications of privacy policies; 2) the psychological effects of data presentation; 3) the use

of personal data to infer information about a user; 4) the effects of ubiquitous personalization; and

5) the use of personal data as a commodity. These issues were represented by struggles between

characters within the narrative and grounded by the interactive technical exhibits. The play was

presented in 4 acts: 2 where scripted performance was being witnessed by the audience and 2 where

the audience was freely exploring and the cast was improvising their roles while interacting.

Our goal was two-fold. On the one hand, the arts students would have the chance to under-

stand more complex dimensions of technical issues by having to articulate and embody their roles.

On the other hand, the technical students would have to learn how to translate these ideas to the

non-technical cast while taking on the technical challenges presented by working with real data in

the exhibits.

Exhibits

While fitting the themes of the narrative, the exhibits were finalized in terms of functionality

and appearance through a dialogue between the whole team. Everyone on the technical team had

an open period to propose the design of an exhibit which would be vetted and revised by the project

leadership. Knowing the thematic constraints, technical students were given time to do research

and learn the computing tools necessary to build the exhibits.

Our goal was to make the creation of the exhibits be a process where technical students

could learn new skills while ensuring a dialogue between the technical and non-technical students

occurred in order to make the ultimate adoption of an exhibit into the production as coherent as

possible. For most of the students this was the first time they applied their classroom skills to real
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data for true users. Beyond small prototypes, they were given the chance to learn about public

APIs, data processing pipelines, and front-end libraries for presentation. Throughout the process

we diligently discussed the reality of privacy expectations from the audience members. Our data

scientist designed an encryption protocol that the students had to use to keep data secure once we

ran our systems on live data. From conception to implementation each exhibit was discussed at

our weekly technical team meetings both in terms of how it represented our thematic issues and its

technical specifications. This meant students gained technical and social perspectives in parallel.

One student designed a non-technical exhibit that represented perspectives critical of how

technology has affected human relationships. This exhibit was designed in closer collaboration with

the theatrical team as it required participation from the audience each night.

Training and Rehearsals The rehearsal process was led by the theatrical team, though the

training of the actors involved collaboration with our technical team. Multiple meetings occurred

where the technologists trained the actors on how to work with the exhibits. Certain actors were

trained on particular exhibits related to their character. Not only did the actors get trained on

how to use the technology, but also they gave feedback on what a non-technical perspective was so

that the tech team could tweak the exhibits.

One of the more interesting aspects of the work involved training the actors to be able to

speak as technologists. There were 5 (out of 22) rehearsals that were dedicated to working with

the actors on their articulation of the tech concepts and testing interactions with the exhibits.

Starting with the first reading of the script, we brought the entire team together to hear the

full performance. Throughout we paused and explained vocabulary to the actors and offered them

auxiliary terminology that could be useful for improvisation. Given that it was an immersive theater

piece, the actors had to be prepared to speak impromptu to audience members coherently about

technology. During dress rehearsals the actors had the chance to practice their improvisation with

our technical team and then afterwards we did feedback sessions. It should also be noted that one

actor actually was a CS major and he was crucial for giving continuous feedback to the theatrical

team outside of these dedicated sessions.
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4.3.4.3 During the Runs

Participation during the runs of the show were mandatory for all students involved in the

production. Of course, actors were the primary focus while technology students staffed the show

as tech support and assistant stage managers while costumed as corporate employees. This further

gave the technology students a chance to listen and interact with the audience during the interactive

parts of the show.

Within the show, each audience member had a wrist band that unlocked the exhibits and

unencrypted their data. Cast members often got to use the exhibits in tandem with the audience and

the tech team was able to observe the reactions to their exhibits first hand. After the performance

each night, we held talk-back sessions where the production team and actors discussed elements of

the show with audience members. Topics ranged from what it was like to play different characters

to ethical questions about the script. We further used this as a chance for the audience to talk

among themselves about the issues raised in the show.

4.3.4.4 Post-Production

After the production, we elicited feedback from all production team members about their

experience preparing and producing QSelf. Students were asked to reflect within individual inter-

views upon their learning, challenges, and recommendations for the future run of the production.

This final reflection was individual to allow each person to open up about what worked or did

not for them. In the next section, we report the findings regarding educational opportunities the

show afforded. However, regarding collaborative process, we found a general interest for more

collaboration between the actors and the technologists earlier and more frequently.

Another major interest was for the technical exhibits to be pinned down earlier to allow

the cast to get more comfortable and knowledgeable. Similarly, the technical team appreciated

the ability to be inventive, but would have preferred the technical challenges be structured more

top-down to allow them to develop skills in a more constrained environment.
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4.3.5 Evaluation

As a show, QSelf was a success, selling out all 6 performances and bringing in over 240 people

with many more on the wait list. As a collaborative learning experience, which is the emphasis of

this paper, we found strong evidence of learning among the students who worked on the production,

the type of learning that could not have occurred in traditional classroom settings. Below we present

two sources of evidence: the exhibits designed by the students and post interviews.

4.3.5.1 Exhibits

Students in our technical team were tasked to design and develop novel interactive exhibits

that tied to the performance. In total, 10 exhibits were built. To highlight a few, one exhibit was

a 4-player game where the players’ Facebook and Twitter posts were shown anonymously and the

game was to see if people would own up to what they said. Another exhibit was a magic mirror

where a player’s private data was used to display personalized greeting messages in a private room

on the set. The development of these exhibits presented various degrees of technical as well as

creative challenges. Students were able to overcome these challenges, communicate across diverse

teams that included designers and non-technical users, adopted strong version management skills

using GitHub, and got first-hand experience of the stresses involved in preparing for a software

launch. In terms of CS skills, all our front-end systems were built in either ReactJS or P5.js,

which are popular JavaScript-based UI frameworks widely used in the industry. The back-end

server was built in Python to securely manage the social data provided by the audience members.

The students not only had learned and honed their Python and JavaScript programming skills but

also had become familiar with data skills such as authenticating users (OAuth), retrieving data

from APIs, and visualizing the data. The skills they learned were central to those expected by CS

majors. Moreover, they all made this project an experience highlight on their CVs.

However, the pressure of finalizing the exhibits prior to our first show turned out to be a

challenge. One student commented that he was interested in the conceptual material, such as
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privacy, but it got left behind because he spent too much time on debugging.

4.3.5.2 Post interviews

After the production, we conducted 15 interviews (5 from the tech team and 10 from the

theater team), which represented 79% of the crew. Each interview took about 20 minutes. Our ques-

tions focused on self-reported learning, change in opinions, and technical content understanding.

Each interview was recorded, transcribed, and coded. We looked for insight language, changed as-

sumption/viewpoint, new information/knowledge, and behavioral changes. Overall, we found that

participating in QSelf had impacts on students’ technical knowledge, ethical viewpoints, and daily

activities, especially related to the interdisciplinary opportunities made available by the project.

Participants expressed having insights through the production. When asked whether the ex-

periences had made them more knowledgeable about the issues, most (13/15) were affirmative. The

majority felt strongly so (8/15). “Yeah. Absolutely! (P5)”. There is evidence that the experience

helped students dispel certain previously held misconceptions. “I didn’t think [companies offering

free services] would use my data for malicious intent. (P5)” “It opened my eyes to the fact

that [my data] is being used for things, and that it’s being bought and sold, and I had no idea

that that was a thing before. (P9)” This suggests that students did gain new knowledge.

However, there were limitations to the knowledge gained. A number of art students made

specific statements that they became more knowledgeable only about the issues of data use but

not about the underlying technical skills such as coding (P4) or data analysis (P2), even though

that was of interest to them. Certain misconceptions were still held by some students. “[Texting

lets you] communicate with people easily without having to put all your information out there

(P8)”, when in fact texting could still expose one’s personal information. Two students (2/15)

reported gaining no or minimal new knowledge. One explained that “I already knew a lot (P14)”

prior to joining the crew. The other student explained that “because I worked more on the front-

end of the project, I wasn’t doing a lot of the research tasks. (P11)” But this same subject also

reported that “[the show] made me perhaps a little bit more skeptical (P11)”. This seems to
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suggest while a student might not gain concrete knowledge, the student nevertheless had a change

of attitude.

There were impacts on attitude and ethical standing. 12 out of 15 suggested changed as-

sumption or view point. “It’s definitely made a change for me...paying attention to the fact

that there’s some kind of massive control here that I wasn’t aware of. (P9)” ; “My opinions

on how people view data sharing changed a bit, because people seem to be terrified, when

people ask for their data, but have no problem putting all of their [data] on Facebook. (P15)”;

“[Companies] are more monetarily motivated than I originally believed. (P5)”

One noticeable difference between the technical and non-technical groups was that six art

students made speculations about the future and how that could align with their ethical perspective;

yet all of the tech students refrained from making speculations. “I would love for us to take back

our data, to understand, or to force some kind of understanding, that what we share still

belongs to us and so it can’t be bought and sold, and that shouldn’t be a thing. (P9)”;

“Eventually, I feel like legislation will get passed and at least reign it in. (P15)”

Beyond knowledge and attitudes, many reported behavior modification in their daily life. 12

out of 15 made explicit comments on behavioral changes. Seven reported having changed certain

behaviors as a result of the show: “I’m more conscious of what’s happening to my identity

online. (P2)”; “I actually noticed that after Quantified Self, I just stopped posting on Facebook.

(P13)”; “It did make me a little more aware of my presence on different sites and just being

aware that everything is accessible. (P12)” Those who reported no change were predominantly

from the technical team.

11 of 15 provided personal anecdotes showing that they applied understanding from QSelf

to their daily life. “I thought it was just a happy coincidence that the shoes I was looking

at...being advertised for me on this completely different website...[I felt] this is really creepy.

(P9)” ; “I decided to Google myself...these links from this blog popped up, these photos [of

my bags]...I have no idea where this came from. And that just made me a little more aware

of (P12)”.
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Several students expressed being more keen and equipped to have conversations about data

sharing issues after the QSelf production experience. “I had discussions with my friends and my

roommates, ever since the show, about these topics and I think that they shared very similar

views to what I had before the show. (P5)” Moreover, the new gained knowledge allows this

student to bring the discussions to a deeper level. “And now afterwards, we can have realistic

discussions about big data being a commodity. And how that shapes our society and how that

shapes our perception and our interactions with everyone else in it. (P5)”; “It’s something

that I bring up more in conversations... people will randomly make a comment, like an

advertisement being eerily close, and I can plug in and talk about Quantified Self, and people

are always kind of surprised about how much they’re sharing, without even realizing it. (P2)”

This suggests students have become teachers.

There was an appreciation among many interviewees of how the interdisciplinary nature of

QSelf influenced their learning. There was evidence of mutual learning between groups. “What

came out of doing the project was knowing more about how tech people or computer scientists

actually go about doing this. (P14)” Learning also occurred during team meetings. “It came up

in one of our meetings, is that I only ever had to sign away my data rights once, for that to

apply to all of the companies. (P5)” Several members commented on the edifying experiences

of playing a character interacting with the audience. “[I] become more a little more articulate,

especially ’cause I had to talk to the audience about it...and try to draw, elicit responses from

other people so that makes you kind of think through it a little more. (P6)”

4.3.6 Discussion

This project availed a lot of potential for the collaboration of technical and non-technical

students for the creation of art, thereby learning critical technical issues related to big data. All

students walked away with a better ability to articulate technical issues, many of them having

changed their viewpoints or behaviors following the production. For technical students, there was

a general takeaway that they learned about how the lay public perceives data technology. They
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were shocked at how little the public understands of technology including how much data is really

available through online services and how gullible they were to believe results from even simple

algorithms. Having incorporated technical challenges into the project, this gained perspective

came without skimping on technical work core to their major.

On the other hand, we learned that both dimensions could be improved. For technical

students, going into the project with more structured technical work may have allowed for a better

honing of skills. Further, offering even more chances for them to talk to non-technical cast may

have allowed for deeper perspectives to emerge. For non-technical students, nearly all of them

reported better awareness of technical issues and developed more informed and articulate opinions.

For some it catalyzed an interest to learn more since few actually felt they understood the inner-

workings of the technical systems. Despite these successes, holding short coding workshops would

have improved the experience as many non-technical students stated regret for not learning more

technical details. They too wished for more conversation with the technical team earlier in the

process.

We believe with some minor improvements and coordination between departments, a project

like this would make for a valuable interdisciplinary capstone project. The project was so attractive

to students we were unable to meet the demand and bring in everyone who showed interest. It

is very clear that on both ends students were eager to work with other departments. In the end

students walked away with more than skills for their respective disciplines, but perspective and

collaboration skills that will impact them in their careers and personal lives.

4.3.7 Conclusion

In this paper we presented an overview of an interdisciplinary theater project that structured

a collaborative learning experience for computer engineers and artists/designers. The project was

successful at building tech skills and gaining understanding of social impacts of technology for the

CS students. The non-technical students became more aware and articulate of technical issues.

Adopting a similar model, universities could make opportunities like this for interdisciplinary cap-
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stone or course-long projects and give students a chance to interact with the public regarding their

field.

4.4 Designing a Moral Compass for Computer Vision Using Speculative

Analysis

4.4.1 Prologue

This section exposits my first attempt to devise a methodology for other engineering prac-

titioners to question their own domains using speculative techniques and narrative. Written for a

computer vision (CV) audience, the piece uses speculative scenarios to develop a basis for exploring

possible futures of new CV technologies. The scenarios are interrogated from the lenses of technical

feasibility, law and policy, and morality. Borrowing tools from future studies and risk perception

literatures, I attempt to systematize my findings and prioritize the scenarios in terms of their like-

lihood and severity. Once I go through this analysis, I write longer narrative case studies on the

issues found to be most concerning. These narrative case studies establish targets for debating

ethical questions between practitioners or discussion in the CS classroom.

4.4.2 Introduction

Computer vision (CV) techniques are at the epicenter of excitement and progress related to

recent developments in deep learning; specifically, convolutional neural networks [196, 162, 163, 357].

Concomitant with a surge in the success of machine learning systems is unprecedented access to

new datasets [64, 23, 87, 108]. There is no end in sight for this growth in promise and applications.

The massive availability of image data coming from commercial sources such as Flickr, Instagram,

and Facebook, and the dispersed use of ubiquitous and smart camera systems has locked us into

a future where our living image will constantly be monitored, captured, processed, and used to

generate inferences.

Without a doubt, combining advanced machine learning with troves of image data is likely

to aid human causes such as health monitoring [198] and accelerate efficiencies in areas such as



146

archiving [83] and traffic analysis [362]. However, with the blinding light of promise glistening, we

must be careful not to miss that there are consequences and dangers to allowing these applications

to run amok.

Over the past few years, we have seen many red flags waved that should caution researchers

to how deep learning and CV may go wrong. Machine learning techniques have been critiqued

for their ability to inherit bias and create discriminatory results on tasks that may have chilling

consequences [27]. MIT researcher Joy Buolamwini began the Algorithmic Justice League after

discovering that a common face recognition software failed to work on black faces [72]. Tech giant,

Google, was forced to dial back image captions as their software regularly identified photos of

black people as “Gorillas” [5]. Further, the threat of unwarranted or unfair surveillance is greater

than ever as police forces are deploying facial recognition algorithms on massive scales with further

threats to discrimination and injustice [143]. And these concerns are just the tip of the iceberg as

IoT cameras have proven to be easily exploited [316] and computer vision techniques have developed

that undermine privacy [249] and security [353].

Seeing these promises and concerns growing hand-in-hand, we must adopt techniques for

comprehending and communicating these risks and steering technology away from worst-case sce-

narios. In short: we must figure out how to provide flourishing fields, such as computer vision, with

a moral compass.

In this paper, we present a method we are calling speculative analysis to categorize, analyze,

and communicate risks of emerging technologies whose final applications remain highly uncertain,

such as those developing out of computer vision. Our approach brings together aspects of tradi-

tional risk analysis [328], speculative design/fiction [61, 28], and future studies [333] in order to

garner foresight and take steps today that can lead technology down a more ethical path. We begin

with an analysis of risk factors, categorizing current trends in CV by their potential harms imposed

on society. This provides an overview risk characterization allowing us to identify vulnerable pop-

ulations and the technologies implicated in risk exposure, as is done in traditional risk assessment

[93].
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Categorizing risk factors provides an organized vantage of our problem space, outlining what

kinds of threats exist without a sense of the magnitude or likelihood. The goal of risk analysis is to

characterize, communicate, and offer mitigation options for known risks [251]. However, traditional

analysis methods have been critiqued for their inability to address uncertainty, consider risks from

a societal lens, and take into account how non-experts relate to risks [174]. Since risks related to

new CV technologies are not well understood, we aim to further our understanding by exploring

scenarios. That is, much like designers do with fictional artifacts, we consider possible worlds

that our technologies could create; each possible world being a projection of a risk framed as a

technology causing a harm affecting a population. We then ask questions about these possibilities

in a Bayesian manner: once the world has X technology, what’s the likelihood of Y consequence.

Rather than numeric probabilities, we can cast our probabilities into buckets of plausible, possible,

and probable, justified by known factors about commercial desirability, technological feasibility, and

ease of mitigation. Further, we compare our risks using a traditional 2D plot comparing factors of

uncertainty with factors of severity as an assessment of overall threat posed [328].

With our risk factors categorized and scenarios compared, we can then focus on risks that

are most likely and most threatening. To make further sense of these particular risks, we offer

up narrative case studies that dig into the future contexts where these risks manifest. This task

employs our creative capacities to think through what choices and changes must occur to allow

a particular risk to develop. We limit ourselves to two narrative case studies related to CV risk

meant to form communicative tools to discuss and analyze the risks we found to be most likely

and most threatening. Using these narratives as tools, we discuss the assumptions made by these

stories and what steps could be taken to avoid the described outcomes.

We conclude by discussing lessons learned, what further work could be done to improve our

analysis, and how the field of CV may move forward utilizing such considerations.
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4.4.3 Categorizing Risk Factors in Computer Vision

4.4.3.1 Bounding Our Considerations

Prior to characterizing and categorizing risk factors, a few framing assumptions and defi-

nitions must be made. Specifically, given the breadth of what may count as a risk analysis, the

scope must be limited to a particular set of decision-makers and corresponding set of consequences

relevant to them. What a business may consider risky is quite different than what researchers care

about, which may also be askew from what the general public perceives. Thus, risk assessment is

not meant to be a simple summary of science, but a method of enhancing practical understanding

to guide decision-making of a particular group [93]. For the consideration of this paper, we will

assume computer vision researchers and practitioners as our target group of applicable decision-

makers. That is, we will analyze risk from a lens relevant to those deciding how to design, develop,

and form best practices for new computer vision technologies. This means we will not, for example,

consider the threat of damaging a brand image or harming business relations. Rather, we will focus

on how decisions made by the community of researchers and engineers may relate to risks felt by

the broader society, or in simpler terms, the users.

This brings us to further delimit our definition of risk. As risk researchers have established,

the first part of defining a risk is to decide which consequences are included [137]. For the sake of

this paper, we will define these consequences as harms or hazards that computer vision technologies

may inflict on the public. Again, this is distinct from other definitions of risk, such as empirical risk

embedded in certain methodological choices [260]. The assumption here is that the computer vision

community cares to assess the societal impacts it may create and review practical considerations

on how to avoid dangers and public detriment. Thus, we will limit ourselves to risks that enact a

specifiable harm to an individual or group who might interact with a CV technology.
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4.4.3.2 Categorizing Trends

Summarizing the broad progress in the booming field of computer vision has culminated in our

finding five categories of risk that have CV-specific correlates and two general categories that any

similar technology innovation may invoke. The five CV-specific categories are privacy violations,

discrimination, security breaches, spoofing and adversarial inputs, and psychological harms. The

two general categories are job loss and error/edge cases. Keeping our analysis specific to CV, we

will overview each of the five specific risk categories, explaining what research and commercial

trends create potential for harm.

Privacy Violations: This risk category is meant to cover all ways in which CV applica-

tions may lead to a third-party gaining unintentional or undisclosed private information about

user. This may include, unwarranted surveillance, inferring information that was undisclosed, or

de-anonymizing images. The potential for privacy issues appears pervasive given work currently

emerging in CV research such as inferring health metrics from social media images [192] or de-

anonymizing blurred images [249]. Further, due to continued progress in facial recognition abilities

[53, 290, 185, 161, 49] the presence of any passive camera or image found online could easily lead

to identification and potentially a privacy-violating inference. Technology ethics researchers Kate

Crawford and Jason Schultz have termed the class of privacy violations that come from unantici-

pated inference as predictive privacy harms [96]. As our ability to make inferences from videos and

images expands, so do the possibilities of diminishing trust and causing predictive privacy harms by

inferring unintended and, potentially, consequential private information such as health informatics,

uniquely identifying someone who did not choose to post a photo or video, or pinpointing a person’s

location.

Discrimination: Codified by our laws in place via Title VII of the Civil Rights Act, Title

IV of the Higher Education Act, and the ADA, discrimination harms occur when someone receives

unfair treatment due to their identity such as race, gender, class, or sexual orientation. Much like

humans, the capacity to discriminate is further alive in machines. An undeniable trend in CV is
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the heightened use of machine learning models, specifically convolutional neural networks [196].

The promise of machine learning is paralleled by the difficulty in making sure the resulting models

are fair. Broadly speaking, the fear of bias and discrimination within AI and machine learning has

become a topic of the day. Within CV, MIT researcher Joy Buolamwini has found that biased

training samples have led to facial recognition models that do not work on black or other minority

faces [73]. Further, research on age, race, and gender image classification continues to progress

[203]. There is even work attempting to replicate models that can identify female attractiveness

from a male viewer [350]. With racial and gender opportunity gaps being a continued problem of our

time, technologists must not ignore how they may objectify or exacerbate these issues. Especially

concerning are reports that racial bias is already showing up in mass facial recognition software

used by police officers [179, 120].

Security Breaches: A large umbrella of risks imposed by CV technologies are varieties

of security vulnerabilities. That are ways in which the presence or misuse of cameras or CV

systems allow access to guarded information or systems. We classify a broad spectrum of attacks

under this category. Propelled by CV innovations, the ubiquity of camera systems has opened up

vulnerabilities any time proper security precautions have not been taken. Recently, massive attacks

against CCTV cameras in Washington DC allowed up to 70% of security cameras in the region

to be compromised [341]. Separately, ubiquitous cameras took a part in a large-scale IoT attack

against DNS servers as botnets compromised hundreds of thousands of devices to be used in a one-

off DDoS [316]. Further, researchers have shown that cameras can be used to steal information,

such as passwords, off of filmed screens [353]. Without appropriate security, mobile cameras, home

monitoring systems, web cams, and even calibration systems for critical systems have the potential

to be co-opted by adversaries.

Spoofing and Adversarial Input: Broadly defined, this category, in the scope of CV,

are adversarial attacks that attempt to get automated systems to react confidently to inputs while

generating incorrect results. CV systems that are used for fraud detection, liveness detection,

act as a security barrier, or have social consequences may be threatened by an adversary who
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understands the system and can game it. There has already been a thread of research showing the

ability to exploit deep neural nets [240, 330], soliciting high-confidence predictions for humanly-

unrecognizable images. Other research has proven that these adversarial inputs are not simply

laboratory scenarios, but expose a reality of real-world vulnerabilities [199, 156]. Researchers have

already proven that this problem extends beyond well-understood systems. By targeting common

CV tasks, such as segmentation and detection, it is possible to create systems that can generate

adversarial examples against arbitrary blackbox CV systems [351].

Psychological Harms: Unlike other harms resulting from a CV technology’s function,

psychological harms are related to the wider effects created by ubiquitous cameras and passive

monitoring. Having a world where personal devices, CCTV, drones, satellite images, and social

media imagery are omnipresent and potentially smart (ie, actively making inferences) gives the

impression of unending surveillance. This may lead to a constant state of stress and anxiety, and

perhaps lead people to make social choices, such as not attending a protest, based solely on the fear

of scrutiny or exposure. There is already a history of research showing that workplace monitoring

leads to employees feeling more stressed [149]. Further work has shown that surveillance is likely to

diminish people criticizing the government [85] or their ability and willingness to escape oppression

[305].

Each of these five categories of harm should be of particular concern to CV research given

their clear engagement with trends in the field and empirical understanding. While we do not

spend time on them due to their generality to technology, job loss and unpredictable error are also

aspects of CV research that should be taken seriously in their ability to negatively impact or harm

society.

4.4.4 Scenario Evaluation

Relating trends in CV to categories of harm aids us in having a macro-understanding of risks;

however, it does not give insights into which trends may be most worrying and where we should pay

special attention. In order to get at these practical conclusions, we first must unpack these broad
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trends into smaller components for analysis. Our unit of analysis is the scenario, which consists of

a specific technological arrangement causing a harm to a population. The goal here is to entertain

a wide range of scenarios to tease out the ones most worthy of deeper consideration. Utilizing

scenarios for rapid, low-cost evaluation of technology has a deep history within design [28], future

studies [267], and HCI research [248]. They are commonly used to test boundaries around norms

[248], engage users in design processes [92], and enable analysis of future conditions that would

otherwise be encountered with high uncertainty [333].

Our motivation was to generate scenarios that portray concrete future consequences that seem

feasible given the identified categories of harm and application trajectories in CV. To generate the

list, we asked ourselves and colleagues with domain knowledge to field examples of a way CV

technologies might harm someone now or in the future. Some of the scenarios involve conjecture

regarding future commercial applications and social states of affair such as image processing to

determine job candidacy or to detect environmental hazards. For brevity, we will only discuss a

few of these scenarios that are critical to our later analysis, but consider the full list in Table 4.1.

Throughout Table 4.1, you will find several different examples of how discrimination may

leak into trained models, particularly CNNs. One scenario we discuss is that a training dataset

containing an undiscovered bias gets passed around and used for varying commercial applications

to only later discover bias. Given the uninterpretability of deep neural nets, if found too late, it

could be impossible to fully remove the bias from the trained model. An escalated scenario relates

the trend of police using facial recognition to identify suspected criminals. As is being discussed in

current events [319, 143], facial samples used by police disproportionately sample African Americans

due to historical bias in policing and crime. This could lead to a predictive policing system that

uses threat scoring or, even further out, perhaps an autonomous security drone that monitors the

public for criminals and has deep biases to suspect African Americans are criminals. This could

objectify and exacerbate the very problem of prejudice we seek to eradicate in our society.

On a separate thread, we consider different scenarios where security breaches in IoT camera

systems magnify. If a large enough botnet was successful, we could see internet outages that could
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harm online and business infrastructure for large amounts of time. An even bigger concern would

be if distributed IoT networks became a method to pass along more harmful viruses, much like the

Stuxnet worm [361], searching for access points into vulnerable infrastructure such as the power

grid or broadband systems.

Postulating ways spoofing attacks could turn awry, we consider scenarios where driverless

cars could be attacked to trigger highway collisions by placing a carefully selected object in the

visual range of the driverless vehicle. Separately, we could imagine CV being used to discover

environmental hazards such as oil spills. If a malicious company wanted to cover up the event, they

may tamper with the visual features of the hazard, say spraying a color-changing chemical onto

the surface of the spill, to avoid detection by a known CV system.

Another scenario includes a privacy issue that may come with CV indiscriminately processing

mass online photography. One way this could go wrong is if photos are posted online without

someone’s consent that then get processed, tagged, and finally associated with a profile that costs

them a job or harms their personal life. Similarly, we could imagine CV used by insurance companies

to better assess the health of applicants. This may allow a photo that was never considered relevant

to a health care to cause a spike in someone’s insurance premium or even show evidence of a pre-

existing condition that was unknown or untreated.

4.4.4.1 Likelihood Analysis

While these scenarios range from sci-fi imaginings to already-known problems, we believe they

all represent issues that are within the realm of possibilities for a future state of affairs. Through

a Bayesian lens, P (Scenario|Technology), we would not weigh each equally. Taking into account

the commercial pressures to see CNNs revolutionize our ability to handle Big Image Data along

with the quick spread of ubiquitous camera systems, we believe discrimination, large-scale security

breaches, and damage to democracy through psychological harm to be among the most probable

concerns. To reach this conclusion, we took each scenario and categorized it into either possible

(meaning it’s technically feasible, but easily avoidable), plausible (meaning it’s feasible, hard to
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avoid, but would take a very malicious actor), and probable (meaning it’s feasible, hard to avoid,

and already on the path to occurring). Using an adapted visual aid developed by designers Anthony

Dunne and Fiona Raby [28], we show how each of these scenarios rank in Figure 4.1.

4.4.4.2 Plotting Risk Factors

The next part of our process involved plotting these scenarios along dimensions used in

traditional risk analysis to compare factors of uncertainty and severity. We borrowed our metrics

from a canonical risk perception study [328] published in 2005 to rank risks as perceived by different

groups of the public. In the original study, they included risks ranging from motor vehicle accidents

to nuclear power to vaccinations in a major study done over years to assess how populations

compared different societal hazards. For our analysis, we are only considering risks within CV

technologies to keep a tight domain focus.

To create a metric for uncertainty we assessed the following factors: observability (is the

harmful effect easily observable?); newness (is this a new risk or one society has long faced?);

known exposure (does a person know they were exposed to the risk?); scientific knowledge (is

the risk well understood by scientists?). The less known and observable, the newer and more

difficult to infer exposure, the more positive the value for uncertainty. The metric of severity was

structured by a separate set of factors: controllable (do practitioners have a lot of control over

the risk?); detrimental (are the harms common or detrimental to the population involved?); scale

(do the harms occur at a large, global or small, individual scale?); risk to future generations (are

the effects lasting burdens on future generations or quickly addressable?); mitigation (is the risk

easily mitigated or difficult?). The less controllable, more detrimental, larger scale, more of a future

burden, and harder to mitigate all contributes to a more positive value.

We gave values to this 2D metric based on facts about harms we know through the news,

mitigation tactics published by field experts, and how much of a damage the final harm wages

(ie., embarrassment < financial loss < physical harm < detriment to societal functions). While we

believe this is a fair way to embark upon an initial overview risk assessment of the field, thorough
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Figure 4.1: Likelihood categories of possible futures.
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follow-up studies could be done allowing expert and non-expert populations to weigh in on how

they rank and compare risks along these same metrics. Using the above questions and assessment

criterion, we constructed the plot appearing in Figure 4.2.

We will elaborate on how we arrived at some of our highest ranking risks (ie, top right

quadrant of Figure 2). Scenario 2 - people afraid of protesting because of surveillance and face

recognition - was treated as a vast concern. Not only is it very difficult to observe the actual

psychological distress that could cause this, it may occur over a longer period of time as various

punishments accumulate. Also, it could vary drastically depending on who is in power and how

laws progress around information sharing. As Frank Pasquale discusses in The Black Box Society,

Occupy Wall Street already suffered from some of these conditions as Wall St. banks, unknown to

activists, gave security camera footage to the FBI, allowing certain protesters to be identified and

targeted [254], likely with the aid of face recognition software. Further, once this change occurred

it would impact the ability of future generations to change the status quo making corrupt regimes

even more powerful.

Scenario 10 - police unjustly searching and arresting people of color due to a bias in visual

analytics done on surveillance and camera monitoring systems - was ranked as both severe and un-

certain. Uncertain because a single instance of a person targeted as a threat by a visual monitoring

system would not necessarily augur this deeper issue. It may take years of injustice and expert

assessment of the systems to fully comprehend the risk. In the meantime, the consequences to

human lives would be severe and it could breed further distrust between communities, destabilizing

social foundations.

Scenario 21 - IoT cameras carrying along a virus hoping to pass it to vulnerable infrastruc-

ture - was assessed as a severe concern. Given the difficulty in controlling security vulnerabilities

multiplied by the instances of devices that continue to be networked online creates an exorbitant

concern. On the other hand, we did not rank the uncertainty so high. While the attack vectors may

grow in size and it’s hard to tell if a system is infected, the idea that networked infrastructure needs

strict regulation is not new. The use of networked devices to monitor and control infrastructure
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Figure 4.2: Uncertainty vs. Severity for 22 CV Risk Scenarios
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has increased over decades allowing cybersecurity experts plenty of time to consider attacks. With

that said, new adversaries and vulnerabilities continue to emerge and the scale of the security con-

cern should raise a red flag. A well-planned attack in this realm could involve multiple CV-based

attacks, first passing a virus, then exploiting a CV verification system, or even spoofing a biometric

monitor for a security officer.

4.4.5 Narrative Case Studies

Narrative and fiction are commonly used constructs for research and exploratory purposes

with HCI [61, 58, 307] and design theory [28]. The added value of narratives over simply adum-

brating scenarios or analyzing fail modes of systems is that they create a context that is better

able to represent social or political conflicts [60]. That is, locating the consequences and frictions

of engineering decisions is often difficult in purely technical descriptions of systems where accuracy

and efficiency, system dynamics, and usability are often analytic constructs that lend to objective

solutions. However, when we consider harm to people, we need richer depictions that allow us

to consider thorny matters such as social norms, notions of justice and fairness, and trust. As

DiSalvo argues, fictional examples offer opportunities for interrogation and challenge [112]. A good

technological narrative should structure a place for discussion, disagreement, and ethical delibera-

tion among experts. While we do not have the space to construct narratives for every scenario nor

elaborate on details of future worlds, we offer up two provocative flash fictions (Figures 4.3 and 4.4)

to deconstruct, analyze, and add to the repertoire of conversation among CV researchers

In the Scenario 10 narrative (Figure 4.3), we see two men discussing an event where one was

arrested due to a police confrontation instigated by a camera system that identified him as a threat.

The implication is that society has committed itself further to the utility of smart camera systems,

trusting the inferences they make to guide police response and create efficiencies in physical security.

Presumably connected to a vast database of faces and operating with an AI model that can cast

likelihoods of someone’s intentions, the inferences made by visual data have allowed discrimination

to move into a more objective realm. As stated by the protagonist, he was targeted for reasons
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Ray exited the correctional facility a free man. The long walk between the brick-and-mortar structure
and the gated entry was lined by swiveling cameras. Sentries were replaced by intelligent observation
systems - Watchful Eyes, as the policing community called them. Being the same system that got Ray
into trouble six months ago, he and his brother couldn’t shake a looming sense of discomfort as they
eagerly hopped in a car to escape the computational gaze.
“Man, it’s good to be out of there. They call this a free society when you wind up behind bars for six
month for nothing. Walking to pick up my kid at school and next thing you know. How’s my daughter
doing? Thanks for watching after her.”
“Traumatized no doubt. She don’t want to be around computers anymore I can tell you that much. Sit
a phone on the table and she’ll put a napkin over it to cover the cameras. Tells people ”computers” took
her Dad.”
“Humans took her Dad. Computers told them I was a danger. That’s why it took my case six months
to get dismissed. The officers were ”working with the information they had” is what I was told.”
“You think it would’ve been different if you stayed calm?”
“I don’t know man. You’re telling me I have to give in, let the computers oppress us now? I’m three
blocks from my daughter’s elementary school and I get cut off by a cop car. They ask for my ID and
tell me they’re gonna pat me down. All because one of those cameras saw my face and decided I was a
threat? You better believe I’m losing my temper in that situation.”
“So those cameras are broken, is what’s up? That’s why they let you out? What’s that even mean?”
“Yeah man. Algorithmic bias, they call it. Apparently no one warned these programmers that past
examples might teach their little computers to see a black face and think criminal.”
“Well stick with this class action suit your lawyer got you in on. Take a small chunk of those giant
paychecks these technology companies receive.”
Ray and his brother went silent as a cop car with a mounted camera crept past them on the highway.

Figure 4.3: Deeply Learned Bias (Scenario 10)
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”Take all home surveillance systems offline,” they were told. Until security experts could come up with a
solution, people were forced to power down their networks of devices. Up until last week, the dispersion
of networked devices around the home were a boon. Your coffee was ready when you woke up, your
thermostat adjusted itself to the erratic weather patterns, and faithful cameras watched over your home,
products, and in some case children. Sarah sat in her shadowy home, waiting for the phone to ring for
an interview with the New York Times about her experience in the blackout. Power was back up, but
she preferred to leave as much equipment off as possible since she didn’t really understand which devices
could be hacked or not.
“Hi, Sarah? This is Preet Singh with the New York Times. Is now a good time?”
“As good a time as any.”
“OK, I’m going to start recording now, please let me know if there’s anything you’d like excluded from
print. Tell me a bit about what happened when your power first went out.”
“Well I was arriving home from work and normally my garage just opens for me when it sees my car or
license plate or however it works. But it wouldn’t open. So I went on my phone and tried to open it
manually and that did nothing either. Only then did it hit me that it must have been a bigger outage
since the red light down the block was out too. Being a bright and sunny day, I was very confused and
to be honest scared.”
“That’s understandable. And what can you tell me about what you’ve learned since then about the
situation?”
“Well from what I can tell, I got the least of it out here in the suburbs. It was mayhem in the cities. Now
I don’t really understand the details, but apparently my home security system, thermostat, everything
really, might have participated in the attack. Something happened here for sure. Many fuses in my home
were blown out. I guess moments before I arrived home everything surged. Is that right?”
“That’s right. What’s known is there was a large-scale exploit that started with camera systems con-
nected to the internet. But now that these cameras are connected into integrated homes such as smart
thermostats and lighting systems, they were able to create timed surges that targeted certain distribution
assets in the power grid.”
“Oh my.. So someone used a camera to operate my home?”
“Essentially, yes.”
“We’re always trying to advance so fast, told to buy the next product. Doesn’t anyone test these things
first?”
“Of course ma’am, security threats are known, but are very hard to control. No one saw this coming, I
can assure you.”
“Well I believe that, but city-wide blackouts, my goodness. Whoever thought of this stuff should’ve
warned business before they released so many products.”
“Do you believe an event like this will change your future trust in technology products?”
“Absolutely. How could it not? Is all this really worth some minor convenience?”

Figure 4.4: The Cameras Attack (Scenario 21)
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that were discovered, much later, to be related to a racial bias within the system. We implicitly

understand that he must have been an innocent person meaning it is unlikely the system was

connected to any human-in-the-loop overseer who may have been able to redirect the police who

responded. Further, he informally suggests that the history of racial bias in policing should have

made programmers anticipate severe biases in any system trained by that data.

How far off is this kind of scenario? And how dangerous should we see it to our society?

The idea of predictive policing is already on the rise. Data-driven approaches and machine learning

applications are currently being tooled to predict crime [225, 179, 2]. Guessing the likelihood of

recidivism [43] and setting bond [27] are further becoming areas where computer science is at work,

and already signs of racial bias are showing up [120]. With computer vision research emerging that

attempts to predict criminality of a face [349], and the many advances of object detection and face

recognition, it seems quite likely CV’s application to policing will continue to grow. Of course, the

goal of the research community should be to diminish bias rather than exacerbate and obfuscate

it. One must also understand that, while a prejudice police officer adds harm and reduces trust,

this person can be isolated and ideally, punished. If a widespread vision system was found to be

biased, the implications to trust could easily fall on an entire industry with the camera acting as

a symbol. In an industry that already has systematic disparities in demographic representation

[243], care should be taken to ensure that the applications, training sets, and best practices avoid

the growth of such a scenario.

Scenario 21 (Figure 4.4) presents us with a working woman who was impacted by a major

attack against the power grid. Seeded by vulnerable security cameras, a worm made it to seem-

ingly millions of homes to create timed power surges. This was made possible due to a supposed

advancement in integrated or smart homes. The story suggests that many homes have become

equipped with intelligent camera systems, thermostats, and appliances, allowing an attack on any

one system to be threatening to the whole ecosystem. One assumption is that home network secu-

rity has not improved significantly in the interval between now and the context of the fictional tale.

It is also taken for granted that people continue to be lax about data sharing between devices and
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systems. Given that a camera system could act as a critical part of my other smart-home devices,

we assume the camera would be connected to nearly everything in the home. We also conjecture

that an adversary who understands the intricacies of the power grid could also design an adversarial

system that could precisely surge power in homes, placing a critical load on particular assets.

How far out is such a scenario? To what extent does it really implicate CV researchers? It

should immediately strike readers that leveraging insecure, distributed devices is a reality of our

time that is unlikely to go away. On Friday October 21, 2016, we saw the largest DDoS attack

ever, using IoT devices, particularly cameras, to deliver 1.2Tbps targeted at DNS provider Dyn

[285]. Security experts have warned that these attacks are likely to grow in size and frequency [10],

and that the market is not the place to look for solutions [285]. What makes this issue particularly

tricky for CV practitioners is that unless the computer power required to perform video processing

significantly diminishes, most systems using a video feed will require internet access. That is, much

like Google’s NLP engine relies on cloud services to process audio samples, CV seems destined for

a similar future in the cloud. In the long-run, large-scale attacks could cause both blanket harm

to society and mass distrust for using cloud-enabled or IoT devices. A moment such as the one

described in this narrative would likely signify the necessity of government intervention on the

problem which, if impulsive, could severely deter industry development and limit the applicability

of research insights.

4.4.6 Conclusion & Future Work

Emerging from this dive into the risky situations that CV research might lead us into, we see

a number of takeaways applicable to further develop ethics in this field. To begin with, we have

postulated and explored a variety of scenarios where some sort of disparate, yet significant impact

is enacted through bias and discrimination. Preventing this reality will take a lot of work, but has

tangible ways forward. One way forward could be to seek professional certifications for particular

practitioners who design systems where the results have serious life consequences. Much like a

certifications for doctors, lawyers, architects, and professional engineers, we could see sub-fields of
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computer science adopt licensure programs. Something that can be done sooner is taking seriously

our responsibility to perform blackbox tests, audit our systems, and provide access to unbiased

datasets. These efforts already have early starting points with the Algorithmic Justice League and

the Fair, Accountable, and Transparent Machine Learning Conference.

Another place we may consider diverting expertise into is both for- and non-profit oversight

projects. Much like cybersecurity has pen-testers who work toward bug bounties set out to prevent

major hacks, we could imagine adversary bounties where researchers prove the ability to create

adversarial examples to systems before they go live. Similarly, we could see public-interest groups

who certify particular systems as fair, using their seal of approval to aid the public in choosing

systems developed by best practices.

Other mechanisms that may help mitigate some of these risks are working sooner, rather than

later, with policy experts to advocate for security standards on IoT devices and routers. The more

distance between experts and policy-makers, the higher likelihood the eventual policies designed

will be damaging to the field. In the same vein, to prevent some of the concerns around privacy

and de-anonymization, there are already regulatory models, like the EU’s GDRPs, that attempt to

give users more control and knowledge over who owns and uses their data. While this could be seen

as a short-term inefficiency to data mining operations, it may prevent a long-term turn away from

the field as the abundance and severity of privacy harms develop. Last, but certainly not least, is

experts weighing in on the kinds of systems that should keep a human in the loop. It is exciting

to see the accuracy and capability of CV work grow, but it is critical that practitioners recognize

the limits of what sorts of judgements we want automated and where checks and balances should

exist.

As a broad effort, this work points easily toward further deep research on the topic of risk

in CV. Surveying more experts in the field about risky scenarios and future applications could

enrich the assessment and help the public and policymakers understand what emerging trends are

most dangerous. Further, given the interrelationship of psychological harm, trust, and technical

knowledge, information could be gathered from users of these systems to get a more targeted
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assessment of how different populations perceive these risks. Finally, CV researchers, and computer

scientists at large, should actively determine how they can make ethics a central part of their

concentration area. Incentivizing ethical innovation must be a major factor to any serious interest

in warding off dangerous or harmful problems in an expert domain. Emphasizing the ethical

dimensions of CV research and taking seriously the study of risk factors such as those discussed in

this paper will ensure a prosperous and fair future of the field.
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# Scenario Technology Population Harm
1 Health insurance premium is increased due to infer-

ences from online photos
Biometric inference Any individual Privacy

2 People will not attend protests they agree with due to
fear of recognition by cameras and subsequent punish-
ment

Face Recognition Public Psychological

3 Person is unfairly denied entry into public location due
to visual scan at door

Image classifica-
tion

Minority com-
munity

Discrimination

4 Person denied job for photo they did not post online
that was de-anonymized by CV.

Face recognition Any individual Privacy

5 Security guard sells footage of public official typing in
a password to allow for a classified information leak

Key stroke or
screen inference

Any individual Security Break

6 Job candidate is denied job because classifier of “at-
tractiveness” was used within a model.

Social psychology
classification from
image

Women Discrimination

7 Environmental hazards tracked by aerial imagery are
missed because company tampers with visual appear-
ance of a pollutant

Machine learning Public Spoof/Fraud

8 Automated public transportation that uses visual ver-
ification systems is attacked causing a crash

Driverless cars Public Spoof/Fraud

9 Xenophobia leads police forces to track and target for-
eigners

Facial recognition
and image classi-
fiers

Minority popu-
lations

Discrimination

10 Police unjustly search and arrest people of color due
to criminality inferences.

Human inference
from images

Minority popu-
lations

Discrimination

11 Online infrastructure is brought down through IoT at-
tack using hacked cameras

IoT cameras Public Security
Breach

12 Programmer uses third-party CV model to create eye
tracking tool that, at release, does not work for Asian
faces

Eye tracking Minority popu-
lation

Discrimination

13 Autonomous security system using CV, incorrectly de-
tects object as weapon, leading to unjust attack or
arrest

Object detection Anyone Error

14 Corporate ethics spiral as whistleblowers are deterred
by workplace monitoring

Camera surveil-
lance

Public Discrimination

15 Automatic captioning leads to thousands of offensive
captions on public photos

Image captioning Any individual Discrimination

16 Anonymized health dataset used for CNN training gets
de-anonymized by adversary, revealing health info of
millions

CNN and de-
anonymization

Public Privacy

17 Recreational drones for extreme sports video popu-
larizes and incidentally captures videos of children in
public spaces

Drone cameras Children Privacy

18 Death of private life - people must assume all matters
of life may be used against them in work, court, etc

Ubiquitous camera
systems

Public Psychological

19 Disaster response dictated by aerial imagery ends up
sending all first responders to rich neighborhoods be-
cause classifier uses inferred value of property

Image classifiers Low SES Popu-
lations

Discrimination

20 Automated weapon is triggered to attack innocent
people due to adversarial attack against visual pro-
cessing system

Thread modeling
from images

Public Spoof/Fraud

21 Mass IoT network is used to pass a virus along and
deliver into public infrastructure system, taking down
portion of power grid by creating timed surges

IoT Cameras Public Security
Breach

22 A popular image dataset gets used to train dozens of
commercial CNN applications, and is discovered to
have a major bias in it that disadvantages minority
groups

CNN Minority
Group

Discrimination

Table 4.1: Twenty-Two Risky Scenarios Used for Analysis



Chapter 5

Technology Ethics in the Public Sphere

5.1 What’s at Stake: Characterizing Risk Perceptions of Emerging Tech-

nologies

5.1.1 Prologue

Motivated by reading research in the literature of risk perception, this section looks at survey

research done on how different groups perceive the risks of emerging technologies. Primarily study-

ing experts and non-experts, miniature risk scenarios were used to describe potential consequences

of emerging technologies. Thus instead of simply asking participants about “bias algorithms,” we

used slightly more developed scenarios such as “a biased algorithm determining someone’s qualifi-

cation for a job.” These were not fully narratives using characters and worlds, per se, but offered

templates that were thick enough to describe specific harms. However, to enrich the results, we

did ask participants to describe their best and worse-case scenarios of their top risks by ranking.

The use of narrative here allowed us to gain clarity on the different mental models participants were

using when interpreting our risk scenarios. This help validate our findings and compare different

ways certain populations thought about the problems at hand.

5.1.2 Introduction

Emerging data technologies are primarily developed by capturing or acquiring a large data

set to use for further analysis or model training. Designers also build responsive and personalized

systems that learn from user behaviors. In both cases, these data are generated from user-specific
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behaviors tracked and archived, often on public, web platforms such as Facebook, Twitter, etc.

Thus, users largely lay the foundations for the accelerating area of Big Data Technologies, including

machine learning (ML), artificial intelligence (AI), and behavior-driven design, and these users must

rely on the companies and parties to whom they have given their data (knowingly or not) to be

ethical.

Yet, we already know that many impacts (e.g., privacy, ethical, legal) and constraints (e.g.,

protocols, technological capabilities) of online technologies are poorly understood by users [223, 52,

323, 130]. We also know that, when asked, users are often uncomfortable or find undesirable the

practices of online behavioral advertising (OBA) and personalization [324, 320]. This misalignment

is often framed as a consumer trade-off between privacy and personal benefit [121, 356]. Framing it

this way leads to an assumption that the benefit of web services must outweigh consumer’s privacy

concerns since users are not opting out of services.

However, if consumers really are performing this cost-benefit analysis and making a conscious

decision, then why we do we see such hype and panic around risks and harms caused by technology

in the media? Daily news headlines relay injustice [146, 5, 27, 312], personal boundary violations

[301], and gloom [230, 145, 123] over the impacts of technology on society. Some of these problems

may indeed warrant concern from the public and social advocates; others might be overblown

headlines to keep technology followers clicking. Meanwhile, previous research shows that, when

prompted, users do have concerns over issues like data privacy [55, 187, 35]. Therefore, we wonder,

do users actually understand the relationship between the data they hand over and the systems

being built from that data, including those that could lead to the kinds of risks and harms they read

about in the media? What dimensions of how people perceive risk impacts their overall judgment?

Are these issues being communicated equally across different pockets of the public?

In order to better understand the psychological dimensions of this problem, we modified and

implemented a classic survey instrument from risk perception literature [296]. The original study

validated an interesting phenomenon: that the more voluntary one perceives a risk to be, the more

willing they are to accept it. The paper also examined the differences between expert and non-
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expert risk perceptions. We designed a derivative instrument focusing on risks posed to society by

emerging technologies (rather than the original study’s focus on environmental and health hazards),

with a particular emphasis on hazards from technologies emerging due to the rapid availability of

data.

After surveying 175 people, 26 of which were technical ”experts,” we found significant differ-

ences in their perception of risks related to technology. Our findings indicated interesting contrasts

between how the groups ranked and rated risks. We also found that many risks related to data

technologies were perceived as involuntary by both groups.

These results have implications for design, public communications about technology, policy,

and the study of user mental models. In this paper, we discuss the relevance of studying risk

perception to HCI, report findings from the deployment of our derivative instrument, and analyze

these findings in light of a simple model we are calling ”risk sensitive design” for interpreting when

misaligned risk perceptions may warrant reconsideration.

5.1.3 Related Work

5.1.3.1 Past Work on User Attitudes and Beliefs

A lot of complexity lies in the details of how data is processed and shared once a user opts

into a service that captures behavior and information. And while there are benefits for personalized

features, numerous studies have shown that users do not always want or like these perceived benefits,

or that they do not think these benefits outweigh privacy or related concerns [29, 320]. For example,

users think that data being sold to third parties does not benefit them [55].

While some may argue that this is simply a logical trade-off of privacy for convenience or

utility [356], research has shown that feelings, comprehension, and reasoning patterns users apply

in real situations do not actually support this baseline privacy trade-off. Studies by Cranor et

al. have shown that users carry nuanced views about the context in which they feel comfortable

with information disclosure, and that they may dislike true data practices, if properly understood
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[212]. Besmer and Lipford have furthered findings that once misconceptions are clarified, users may

regret their technology and disclosure choices [52]. Other studies have shown that it often takes a

personal experience before people elevate their awareness of risks they may be ignoring with online

technologies [187]. Problems like this could be related to design choices. For example, when given

graphics on their mobile devices about when data is collected and where it goes, users are often

shocked [35]. Findings by Angulo and Ortlieb point toward the need for better design to educate

and inform users around the scenarios they find most concerning [26].

The issue is, we do not always know where these nuanced anxieties truly come from, partic-

ularly since, rather than understanding how technologies work, individual users are often applying

their own folk models to reason about technology [339, 358]. This makes it difficult to discern

ideal forms of transparency in design. We do, however, know that this transparency is not being

achieved by the legal agreements that should clarify risk. A number of researchers have shown,

for example, that privacy policies are too complex for the average adult [213, 175], and that users

often misunderstand what rights they give over to platforms in their content under the copyright

policies to which they are bound [135]. Barocas and Nissenbaum further explain [42], that given

the complex nature of our data economy, it would be nearly impossible for these fixed agreements

to be truly transparent. The legal and technical sophistication of terms of service and data markets

make the idea of solving the problem with a unilateral, transparent opt-in agreement a hard goal

to chase. However, given the heightened importance of technology and data to all of our lives [321],

it is imperative we continue to innovate on how to make users more aware and shape the future of

technology to equally benefit everyone.

For these reasons, we believe there is interesting work to be done looking not at what users

comprehend from a terms of service, privacy policy, or a particular interface, but instead what risks

they perceive related to technology broadly. As research by Acquisti and Gross suggest, privacy

concerns may not correspond well to user behavior [15]. Thus, it may be that studying other factors

such as risk could clarify dimensions of user reasoning and behavior patterns.
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5.1.3.2 Risk Perception Studies

There have been many interesting studies within the risk perception literature that could be

relevant for HCI and technology policy research. The early goals of the field resonate with some the

current work studying user attitudes and believes. A foundational paper, ”Characterizing Perceived

Risk,” states the problem as follows: ”[This risk perception study] aims to discover what people

mean when they say that something is risky; to develop a psychological taxonomy of risk that can

be used to understand people’s perceptions and predict societal response; and to develop methods

for assessing public opinion about risk in a way that is useful for informing policy decisions” [297].

This literature has often tried to characterize how a balance is reached between perceived

risks and perceived benefits [294]. We believe this framing may help designers and policymakers

working with socio-technical systems. Particularly relevant to HCI, risk perception research shows

a higher willingness for people to take on risks when they believe they are voluntary [296]. That

is, risks such as driving or football are taken with less concern because the individual has chosen

to do so. They also found that the differences in risk perception between experts and the public

lead to concerning trends in inter-group trust and democracy [295].

Seeing these past findings as having relevance to today’s conversations about user perceptions

of computing systems, we believed there is value in replicating a risk perception instrument that

focuses on technologies germane to contemporary society. Next we discuss the shape our adapted

instrument took and our methods for seeking and grouping participants.

5.1.4 methods

Our interest in applying work from the risk literature to HCI was to garner fresh insights

about how users and experts think about the risks posed by new technologies. The original study

we replicated came from a 1980 paper called ”Facts and Fears: Understanding Perceived Risk”

[296]. In the write-up they summarize several studies that worked with a particular instrument for

comparatively ranking, individually scoring, and psychological characterizing a long list of risks.
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With over 1000 citations and a number of validations of prior research in that literature, we were

interested to apply it to technologies that are now of high relevance to computing researchers.

The first iteration of their instrument contained 30 risks that participants comparatively

ranked from most to least risky, and then also provided a raw risk score on a scale from 1-10 (from

”very risky” to ”not risky”). Participants made estimates on annual fatalities from the different

risks and characterized each risk using 9 psychological factors. A later version of this instrument

deepened this analysis by using 90 risks and 18 psychological factors.

Risks included were a mixture of common and technical risks–e.g., smoking, handguns, x-

rays, contraceptives, vaccinations, and pesticides. The psychological factors, drawn from prior risk

perceptions studies, included voluntariness of the risk, immediacy of effect, knowledge about the

risk both individual and by expert scientists, control over the risk, severity of the consequence,

the commonality of the risk, and familiarity with the risk. The authors surveyed a group of 15

”experts” who worked in relevant fields such as medicine, risk analysis, and policy, and compared

their perceptions to other groups–a sample of students, a sample from the League of Women Voters,

and sample from an active outdoors club.

Our adaptation of this survey truncated the size of the instrument–using 18 risks and 6

psychological factors–to keep the survey time to around 20 minutes and reduce the cognitive load

required of our participants. We kept in 3 of the original risks for benchmarking and compari-

son,and then adapted the other 15 risks based on emerging data-driven technologies that have been

discussed extensively in research and current events. Starting with a list of 30 risks, we shared

our initial choices with colleagues working in large tech companies and research institutes, to make

sure we chose the most relevant and interesting risks. In the end, the 15 new risks we used were

highly relevant to today’s reporting on technology issues. ”Death or destruction from autonomous

drones,” ”biased algorithms for filtering job candidates,” ”identity theft”, ”security breach of an on-

line account,” ”filter bubbles (individuals receiving different versions of the internet)”, ”technology

divide (technology only benefiting a small elite)”, ”job loss from automation,” ”nude photos being

leaked,” ”having your online activities researched without consent,” ”Distributed Denial of Service
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Attacks,” ”Undisclosed third-parties having access to your data,” ”Online bullying and harrass-

ment,” discriminatory algorithms used for policing,” ”hacktivists leaking large data sets containing

personal information,” and ”malfunctions from driverless cars” were the added risks. From the

original survey we kept ”nuclear reactor meltdown,” ”harm to one’s health from vaccines,” and

”plane crashes” which were picked from the top (nuclear reactors), middle (plane crashes), and

bottom (vaccines) of average rankings from the original study.

Similar to the original study, participants ranked the 18 risks comparatively and individ-

ually. They also characterized the 15 new risks using 6 psychological factors along a 1-7 scale.

For our study we used, ”voluntariness,” ”fear of risk,” ”severity of consequence,” ”perceived self

understanding of risk,” ”perceived understanding of risk by domain experts,” and ”likelihood of

risk happening,” where a 1 minimized the factor (e.g., ”involuntary,” ”do not fear risk at all”) and

a 7 maximized the factor (e.g., ”completely voluntary,” ”a deep fear of the risk”). In keeping with

the goals of the original study, we framed our survey as involving ”risks posed to society,” and

explicitly asked our participants to rank these risks as a threat to people broadly not merely to

themselves.

In order to replicate the initial survey’s distinction between ”experts” and ”non-experts,”

we distributed the survey to multiple populations and made this distinction based on career. For

the current study, ”experts” constitute people with careers or focuses in computing and technology

development. We piloted the survey with both experts and non-experts from our social networks,

and iterated on the description of the risks, as well as the wording of survey questions, based on

their feedback. We also used pilot responses to tweak the timing of the survey, to ensure that it

would take less than half an hour to complete.

Targeting experts, we deployed the survey to people in tech careers via snowball sampling

following initial seeding within the first author’s social network. To target a general population of

non-experts, we also deployed the survey using Amazon Mechanical Turk (mturk), a crowdwork

system where workers complete small tasks for payment. Though there are known biases in the

mturk population that prevents broad generalizability, it has been shown to have advantages over
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localized populations for demographic diversity [227]. However, the population does tend to skew

younger and less ethnically diverse [167]. Though prior work has shown that mturk workers tend to

be slightly more tech-savvy than the general population [134], they also skew less educated overall

than most American working adults [167]. In the next section, we report the demographics from

both expert and non-expert populations, so that our results can be interpreted with these factors

in mind.

We deployed the survey on Mturk in June 2017. Based on our pilot testing, we were aware

that the survey took between 15 and 30 minutes to complete. We paid workers $3.00 for the task,

ensuring that the rate of pay would typically be over minimum wage. We included two attention

checks in the survey (asking for a certain answer, to ensure the questions are being read), a strategy

which is used to help ensure the validity of survey responses on mturk [103]. 166 workers completed

the survey, and we removed 17 responses for failing attention checks or providing incomplete data,

resulting in a total of 175 responses. As part of the survey we also had data about participants’

careers. For those who fit our definition of ”expert,” we removed them from this dataset and added

them to the expert dataset. The final result is 26 expert responses and 149 non-expert responses.

In addition to quantitative measures that were drawn from the original risk perception survey

instrument we also added two open-response questions to the survey. First, for the three items that

they ranked as the riskiest (i.e., the top three), we asked them to describe what they thought the

worst case scenario was. Additionally, we asked if there were any additional serious risks to society

caused by technology that we had not asked them about. During our analysis stage, we analyzed

these responses qualitatively, using iterative, open coding [283].

5.2 Results

Analyzing survey responses, our goal was to better understand how people perceive different

risks. That is, we view risk as an operational construct within human judgment to reason about

certain decisions, such as when to act or not and when a situation is threatening or not. People

can therefore only weight these decisions based on what risks they perceive. Our results section



174

starts with an overview our population sample, then highlights group differences for comparative

risk ranking, raw risk scoring, and psychological factors as they correlate to perceived riskiness.

5.2.1 Properties of Population Sample

Our sample consisted of 175 completed surveys after removal of participants who (1) did not

pass our attention checks, and/or (2) did not complete the survey. Following findings from the

original study, we primarily analyzed the difference between expert and non-expert populations.

Expert was defined as someone with either a career in computing with a primary role that is tech-

nical in nature or a student seeking a degree in a technology-focused field such as computer science

or electrical engineering. Using this distinction, we separated our sample into 26 experts and 149

non-experts. The goal of this grouping is to develop an understanding of whether experts perceive

technological risks differently than non-experts, given the often complex and future-oriented na-

ture of these risks. Demographically, the sample included 96 men, 77 women, and 2 non-gender

identifying individuals. Along ethnic lines, we split our population into 124 subjects who primarily

identified as ”White” and 51 subjects who primarily identified as a non-white ethnicity. Within

groups, demographics were less spread. Our expert group of 26 had 25 men and 1 non-gender-

identifying individual. 20 out of the 26 were white with 2 black, 1 hispanic, and 3 mixed-heritage

respondents. Our non-expert group contained a wider spread with a nearly 50/50 split between men

and women (82 women and 80 men). As expected, our differed widely on educational background.

The expert group contained 30% with a masters degree, 46% with a bachelor’s degree, 11% with

a doctoral degree, and the remaining 3 reported some college (2) or a high school degree (1) but

still claiming to work in a technical role. Our non-expert group contained 5% with a masters or

professional degree, 44% who had a bachelor’s degree, 9% an associates degree, and the remaining

42% having a high school diploma or some college, but no degree.

Though we sought to replicate a prior study that had a small expert group (N=15) to compare

against, we were concerned about the cohesion of our expert group given its size (N=26). Though

this could be even further improved in future work, we did see somewhat tighter agreement among
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experts than non-experts. Within items asking respondents to compare risks, non-experts had an

average standard deviation of 4.79, while experts had 4.16. On items that asked for a raw 1-10

ranking of risks non-experts had an average standard deviation of 2.76 compared to experts’ 2.39.

We further noticed a general trend that those in the expert population tended to rank technology

risks much higher compared to common risks (e.g., plane crashes, nuclear reactor failure) both

comparatively and using a raw score, whereas non-experts were consistently more concerned with

these common risks. We will characterize this finding further below, but we took these as signs

that there was a coherent enough difference between populations to garner insights.

5.2.2 Risk Ranking and Scoring

As Figure 1 indicates, the comparative ordering of risks (from most to least) was quite

different between experts and non-experts. The top of the list looks similar, though non-experts

were more concerned with identity theft (p=.063; two-tail t-test) and experts with job loss (p=.068).

Average expert rankings showed the top three risks to be (1) job loss, (2) account breach, and (3)

identity theft. Non-experts had the same top three items, but in different order: (1) identity theft,

(2) account breach, and (3) job loss. This makes sense, given that experts could believe themselves

to have a more sophisticated ability to control the identity theft, but not mass job loss. However,

it is also notable that these three risks are well documented in media and have a national attention

surrounding them.

With respect to participants’ 1 to 10 risk score for each item (see Figure 2), the results gen-

erally validated comparative rankings; however, we did gain more nuance in terms of the difference

in magnitude between certain risks that would have been unclear from rankings alone. Figure 2

plots risk scores comparatively with average expert scores on the x-axis and average non-expert

scores on the y-axis. This data shows, in general, non-experts perceive all risks as greater in an

absolute sense. With 1 indicating most risky and 10 least, non-experts on average scored all risks

below a 6. Experts, on the other hand, scored a third of the list (6 items) at 6 or above. This may

suggest there is a more worried perception of technology, broadly, in non-expert risk judgments.
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Risk Mean	Rank Risk Mean	Rank
1 Identity	Theft 5.000 Job	Loss 5.769

2 Account	Breach 6.101 Account	Breach 6.385

3 Job	Loss 7.678 Identity	Theft 6.577

4 Hacktivist	Leak 7.980 Technology	Divide 6.923

5 Auto-Drones 8.523 Bias	Job	Alg 7.192

6 Harassment 9.074 Discriminatory	Crime	Alg 7.231

7 Undisclosed	third	party 9.349 Hacktivist	Leak 7.231

8 DDoS 9.403 Filter	Bubble 7.654

9 Nuclear	Reactor	Meltdown 9.644 DDoS 8.269

10 Discriminatory	Crime	Alg 9.758 Undisclosed	third	party 8.462

11 Research	w/o	Consent 10.141 Harassment 9.346

12 Bias	Job	Alg 10.154 Auto-Drones 9.808

13 Driverless	Car	Malfunction 10.315 Research	w/o	Consent 11.154

14 Technology	Divide 10.765 Nude	Photos 12.038

15 Plane	Crash 11.060 Driverless	Car	Malfunction 12.269

16 Filter	Bubble 11.362 Nuclear	Reactor	Meltdown 14.308

17 Nude	Photos 11.846 Plane	Crash 14.654

18 Vaccine 12.846 Vaccine 15.731

Rank
Non-Expert Expert

Figure 5.1: Average comparative risk ranking by non-experts vs experts where items with
significant differences (p¡.05 for two-tailed t-test) are highlighted.
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Though it is also possible that experts do not judge the broader risks of technology with enough

gravity. Research without consent, while being only slightly different when comparatively ranked,

showed a difference of 1.237 in mean score (p=.015) with non-experts ranking this as riskier than

experts. This is not so surprising, though it is salient given the lively discussion currently ongoing

around online research ethics [332].

5.2.3 Psychological Factors of Risk

We now move to examining how the psychological characteristics drawn from the original

study played into perceived riskiness on the raw 1-to-10 scale. In our analysis, we were interested

in the averages of factors that made up the psychological space surrounding a risk together with the

individual correlations between a particular factor and its relationship to a risk score. Therefore,

positive correlations reported below approximate the amount that a certain psychological factor

influences an overall riskier perception of the associated item. Inversely, negative correlations

indicate psychological factors that weigh in towards a lower perception of overall risk.

Our study broadly validated prior findings in the risk literature that show the more voluntary

a risk is perceived to be, the less risky it is ranked and scored. For all except two items, higher

perceived voluntariness correlated negatively with perceived riskiness. This is to be anticipated

as, much like our acceptance of cars despite their danger, we expect people to take on more risk

when they have chosen this risk and perceive themselves as in control. The two exceptions we saw

made some sense – DDoS attacks and Death and Destruction from Autonomous Drones which,

only for non-experts, voluntariness had a minor positive correlation with risk scores (r=.05 and

.1, respectively). Given that there is really no voluntary dimension to either of these risks, it

is unsurprising that voluntariness was basically uncorrelated even if slightly positive. If properly

understood, the mild positive relationship may even be from a rightful recognition that owning

insecure devices that allow DDoS to happen or not actively pushing to downgrade our military and

suppress drone warfare are both voluntary choices that expand these risks.

However a novel complication from the prior risk literature is that both groups rated nearly
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Figure 5.2: Risk perception by experts vs non-experts for 18 technologies.
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all risks related to emerging technologies as characteristically involuntary. That is, using our 1-

7 Likert Scale, almost every risk carried an average score below 3 and in many cases below 2.

This suggests that despite the consent processes built into most software and web services, the

corresponding risks are not perceived as something being voluntarily assumed. There were a few

minor exceptions where voluntariness ranked slightly higher. Within the non-expert grouping two

risk items ended up with a mean voluntariness rating above 3: driverless car malfunction (3.43)

and nude photographs (3.89) which were still below the middle of our scale. The expert list was the

same – driverless cars (3.5) and nude photos (4.15) – with the addition of filter bubble (3.73). This

is a good validation within our findings since among our items these are all risks that do have some

immediate control by individuals – not getting in a driverless car, never letting nude photographs

be digitized, and actively seeking news and information from sources outside of your ideological

affiliations.

Other psychological factors of importance were perceived fear and severity, which both often

carried a highly positive correlation with perceived risk. The perceived riskiness of destruction from

autonomous drones, driverless car malfunctions, research without consent, and hacktivist leaks all

had their strongest positive correlations with either fear or severity across both groups. This might

imply that more than facts or reasoning some risks get a status due to the imagined consequences

being frightening or intensely concerning. This may explain the somewhat surprising result that,

even for experts, the perceived riskiness of driverless car malfunctions was most positively correlated

with fear (r=.717), which outweighed the strongest negative correlating factor of the perceived

understanding of domain experts (r=-.47). This suggests that the innate fear of the autonomous

car crashing factors higher in one’s risk calculation than their belief that experts are on top of

debugging and testing.

Another notable result was that the expert group showed a positive correlation (r=.4) between

how well domain experts understand the riskiness of hacktivist leaks–suggesting that the more

experts understand the domain, the riskier it becomes. This is in contrast to most of the other

technology risks, where more expert knowledge makes something less risky. This finding may imply
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that as experts get better at understanding data breaches and leaks that they too could take part

in hacktivist activities, or that even highly qualified experts cannot stop the ability for insiders and

creative hackers to gain access to secrets. Other risks where expert understanding had a positive

correlation (above r=.2) with perceived risk were discriminatory crime algorithms (r=.27) and filter

bubble (r=.26). These risks probably warrant more niche domain expert opinions since they are

both still new and ill understood by technologists broadly. It seems there is some belief that experts

being on top of it might lower the risk, but it is not yet a strong one.

Figures 3 shows a graph that compares psychological factors between groups on two items that

show significant differences between experts and non-experts: research without consent and filter

bubble. As the graphs signify, experts appear to be generally more worried about the filter bubble

whereas non-experts are more concerned about research without consent. Interestingly, experts

have a fairly strong positive correlation between self understanding and perceived riskiness (r=.53)

and similarly with likelihood of occurrence and perceived riskiness (r=.517). This finding could be

straightforward, given that experts are probably more likely to have taken time to comprehend and

break out of their own filter bubbles due to the current events and recent impacts from the issue. On

the other hand, fear (experts r=.48; non-experts r=.295) and severity (experts r=.476; non-experts

r=.269) have the highest positive correlations for both groups concerning research without consent.

Though we cannot say definitively what exact fears they harbor or severe impacts they imagine, we

will discuss in the next section some of the ”worst case scenarios” that some participants stated with

respect to these risks. Regardless, our findings do suggest that people believe there are real risks to

allowing online data to flow into research without consent. Public perceptions of this domain could

be heavily influenced by media explanations of recent controversies such as the Facebook emotional

contagion study [224] and the public release of OKCupid data by a researcher [364].

5.2.4 Worst Case Scenarios

In addition to the psychological factors, asking participants about their idea of worst case

scenarios for the technologies they consider riskiest gives us a more qualitative sense of what specific
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Consequence

Voluntary
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Severe 
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Research w/o Consent Filter Bubbleby expert

by non-expert by non-expert

by expert

Figure 5.3: Comparing the psychological factors regarding the filter bubble (orange) vs research
without consent (blue) as perceived by non-experts (dotted) vs by experts (solid).
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Scenario Type Risk Example Quote
Financial DDoS ”bank account drained of money”
Legal Discriminatory Crime Algo-

rithm
”being imprisoned for nothing”

Reputational Nude Photos ”massive embarrassment and you lose your
job”

Physical Harm or
Death

Online Harrassment ”it slowly erodes you, so suicide would be the
worst”

Societal Hacktivist Data Leaks ”civil unrest making us vulnerable”

Table 5.1: Scenario Types, Risks, and Example Text from Respondents’ Open-Ended Worst-Case
Scenario Response

kinds of risks they consider to be the worst. Every technological risk was ranked within the top

three by at least ten people.

We broadly identified five primary types of harm that we used to categorize the worst case

scenario responses. These included: financial, legal, reputational, physical harm or death, and

societal (see Table 1 for examples of each).

Based on the aggregate rankings of risk (see Figure 1), the top three technologies perceived as

riskiest by both experts and non-experts are seen as financial and legal risks. Worst case scenarios

for identity theft include ”losing everything and being imprisoned” and ”someone wipes out my

entire checking account.” Job loss from automation evokes fear of ”widespread unemployment

and the collapse of our economic system” and for account breach, ”credit cards being used to make

unauthorized purchases.” Financial is also the most common type of perceived risk, also dominating

responses biased algorithms, collection of public information, and data sold to third parties.

With respect to differences between experts and non-experts, technologies that experts rate

as significantly riskier than non-experts (technology divide, biased job algorithms, discriminatory

crime algorithms, and filter bubble) all have dominantly ”societal” worst-case scenarios. For exam-

ple, ”bringing down critical services would cause mass chaos” (DDOS), ”extremely polarized news

and information to the point where no one is certain of truth” (filter bubble), and ”extreme divides

in economic opportunities and outcomes, leading to social collapse” (technology divide). One pos-

sible explanation for this finding is that more experts are able to foresee the broader impacts of
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technology, than non-experts.

Another aspect of risk perception that these free responses highlights is that participants

often have very different ideas of concrete risks for these technologies. For example, for DDOS,

most participants mentioned worst case scenarios like bringing down emergency services or energy

grids, but one wrote, ”People being angry that they cant get on Facebook.” Similarly, a number

of participants, mostly among non-experts, thought that the risks around filter bubbles had to do

with government controlled or censored Internet. For example, ”They could choose what to let

you know about what not to know so the earth could be under alien attack and they could just

block that if they wanted to.” The risk for online research without consent also showed a number of

conflicting ideas of worst case scenarios, particularly among non-experts. Whereas some mentioned

”invasion of privacy” and similar, which tracks to existing work around reactions to online research

[363], we also saw what appears to be misunderstandings of what research of public data actually

entails–for example, ”getting lots of spam calls” and ”could lead to stalking by the government.”

5.2.5 Additional Risks

We also asked participants in an open response question what they saw as any other major

technological risks to society. Less than a quarter of our participants included a response, which

suggests that our list of risks was fairly comprehensive. Some of these were more specific or

nuanced versions of risks we assessed–for example, ”leakage of personal data through apps” or

”hackers causing voter fraud.” Others were technological risks not as related to computers or data–

for example, ”biotoxins” or ”solar flares wiping out technology.”

The theme that appeared most frequently among those who answered this question was

addiction to or reliance on technology. Example answers were ”young people of future generations

will be lost without tech,” ”addition to technology,” and ”inability to get along without technology.”

In future work, this would be a good issue for further exploration, since it is clearly a risk that is

on people’s minds.



184

5.2.6 Discussion

5.2.6.1 Tradeoffs and Voluntariness

Without an understanding of risk perception, researchers and technologists could be missing

critical information about decision-makers and users alike when making choices about regulation,

technological design, or technology adoption. Our findings around voluntariness are particularly

salient when it comes to user models of risk. It is a robust finding in risk literature that risks

perceived as voluntary (such as driving and skiing) are seen as more acceptable to the public even

if statistically they are dangerous [296]. When modeling user and consumer decisions around data-

driven and networked technologies, a similar schema is often deployed to explain trading off privacy

for convenience. There is an assumption that since users accept the terms of service and then provide

information and content, any repercussions are part of the agreement and thus voluntarily assumed,

despite a great deal of research having shown that it is unlikely that users read and understand

terms of service [213, 175]. Similarly, releasing new features or adopting new algorithms that shape

behavioral and social patterns are not considered problematic because use of the tool is voluntary.

Our findings complicate this assumption since, in nearly all cases, technological risks are not seen as

voluntary. This might illuminate the media addiction to reporting on technology’s mishaps, since

people may not really see these risks as something for which they signed up.

Given complementary findings around users’ lacking understanding of the legal agreements

to which they are bound, this perception of involuntariness might be expected despite common

assumptions. However, this trend is actually more worrying since our expert participants generally

ranked complex technological risks higher. This gap in expert and non-expert perceptions implies

that users may not only feel they are being involuntarily harmed by the choices technologists make

with data and features development, but that they may not even really realize what is at stake

in the coming years. Taking this finding seriously, designers may want to offer more information

and choices about how features may be affecting user experience. Technologists broadly could

attempt to allow for more discussion, feedback, and disagreement around new features and data
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practices, and perhaps be willing to hold off rolling out a feature when it raises more concerns than

excitement.

Our exceptional cases to this finding actually further validate this take. Given that nude

photos being shared without consent is seen as more voluntary than the other risks we examined,

we can speculate that this perception is based on interpreting it as a voluntary choice to take or

share nude photos at all. And while our results do not indicate it is perceived as fully voluntary,

since the implication is the photos go beyond where they were meant to be seen, this does indicate

an attitude that the burden is on the user not to digitize and share nude photographs. Similarly,

with malfunctions in driverless cars, which may at first glance seem surprising to be viewed as

a voluntary risk, we can speculate that this perception is based on seeing a choice to ride in a

driverless car.

5.2.6.2 Most Technologies Are Riskier Than You Think

We also found that experts generally rank technological risks as comparatively more risky

than non-experts. One takeaway we suggest from this finding is that it would be in society’s

best interest for researchers to focus more acutely on the complexity of education and public

communications. With algorithms and AI mediating more of our relationships and institutions, yet

being highly esoteric topics, it is concerning that the risks of these changes are perceived as stronger

by the group who is involved in the creation of those risks. As we have already seen with issues

such as climate change, vaccines, and immigration, once complex problems come to the attention

of large swaths of the public who do not understand them, it can catalyze division, exploitation,

and people acting out of the best interest of our society.

Some of these risks are also important for non-experts to understand as we move into new

futures suggested by technology–for example, as AI leads to the automation of more tasks and

potential job loss. It is notable that both groups rated job loss in their top 3 risks; yet, it is also

interesting that experts rated this #1 versus non-experts #3. If there were to be a mass shift in

jobs, e.g., from autonomous trucking and shipping, it is particularly important that this change is
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well communicated and comes with a policy plan for mitigation. Otherwise, we may be steering

toward another crisis emphasizing lack of trust between experts and the public. The potential

for such a problem expands when considering that our findings suggest that non-experts are not

taking the possibility of bias or discriminatory algorithms as seriously as are experts. Following

workshops such as FATML (Fair, Accountable, and Transparent Machine Learning), technologists

should take a stance on what makes and algorithm fair and communicate these standards to their

users. Designers may also strive to make users aware of when they are being acted on by an

algorithm and promote different kinds of reflection when displaying results.

5.2.6.3 What Makes People Afraid?

Our psychological factor analysis revealed that, besides voluntariness, fear and severity play

heavily into people’s perception of risk (both expert and non-experts). This is a challenging result

to interpret without a deeper depiction of the imagined consequences. We suspect that fear has

some interaction with voluntariness, as we often think of fears as having a somewhat irrational

component to them as they are personal and can be uncontrollable. Such an explanation might

help us understand why the risk of malfunctioning driverless cars was highly relative to the person’s

fear regardless of expert understanding.

Severity is even harder to analyze as this relates to the specifics of the imagined consequence,

especially since some consequences even experts could not fully comprehend yet. We do know

from our analysis of free response answers regarding worst case scenarios, that people’s imagined

consequences can vary considerably. For example, research without consent carried with it differing

ideas of what this might mean–some non-experts think that it could relate to receiving spam or

to government surveillance, which suggests a misunderstanding of what research on public data

entails. Others may have a better idea of potential consequences, imagining that they get pooled

and identified in categories to which they do not believe they should belong. Fear could also relate

to some deeper belief about what it means to be studied. Regardless, the perceived risk around

this practice, whether rational or not, is something that researchers should keep in mind when
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collecting data.

With respect to experts’ perceived fear, another finding that supports our understanding of

current events is the significant difference in how experts versus non-experts see the filter bubble.

Not only did experts rank the issue as comparatively more risky, but also many of their judgments

of psychological factors were quite different. As public opinion and the media often blame fake news

and political polarization on technologists, it is important that we get a better sense of how this

problem is understood by the public. One might wonder if the filter bubble is truly just perceived

as less risky by non-experts or if it is another risk that is poorly understood due to its technical

provenance.

Our analysis of worst case scenario responses suggests that it could be the latter, since a

number of participants framed the problem as being one of purposeful government control of the

Internet. However, regardless of causality, it is also concerning that beliefs about self understanding

of the problem correlated highly with experts believing it was risky. This suggests that the under-

lying problem may be situated in an educational space. As technologists deliver new personalized

features to users, we may only amplify the problems surrounding the filter bubble without corre-

sponding communications around how to work around or see outside of personalized experiences.

Otherwise, given our results, it may be the case that people do not fully see how separate the lived

realities of people across the country and world truly are and thus this problem is not taken seri-

ously. Given other research that suggests, when asked, people are often skeptical of personalization

[15], the fact that people do not see filter bubbles as a high risk may suggest a new challenge for

designers: how to make transparent when and how personalized filtering is happening, and what

the consequences are.

5.2.7 Risk-Sensitive Design

Taken together, our results suggest a number of thoughtful approaches to public communi-

cations, policy, and technology design. In addition to the implications already discussed, we also

propose a design principle that we term—risk-sensitive design. Risk-sensitive design recom-
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mends that design decisions regarding risk mitigation features for a particular technology should

be sensitive to the difference between the public’s perceived risk and the “acceptable marginal

perceived risk” at that risk level. One must remember that technologies and risks are not always

one-to-one and it may be a particular system or design that is creating a negative consequence

rather than an individual technology.

We developed a graphical method as a tool to illustrate this design principle. Figure 5.2

plots risk perception by experts vs non-experts for the 18 types of risks we studied. Figure 5.4 is

an abstract version of the same plot, that we will use to explain risk sensitive design. Each circle

represents a risk presented by a technology for which its perception level (how risky each population

perceives the risk to be) has been assessed. On the diagonal line, experts and non-experts perceive

risk the same way. For brevity, we will refer to this line of equal risk perception as E.

For example, risk a is perceived by non-experts as no more and no less risky, compared

to experts. Above the diagonal line, non-experts perceive risks higher than do experts, such as

technology d. Below the diagonal line, non-experts perceive risks lower than do experts, such

as risks b and c. The downward bending curve represents the concept of “acceptable marginal

perceived risk.” For brevity, we will use M to denote this curve. We introduce this curve in order

to push for an important design heuristic—“how much can the public underestimate a risk before it

is deemed unacceptable?” The higher the risk, the smaller the margin should be, which is modeled

by the downward bend.

Observe that the two curves E and M divide the graph into three regions. Risk-sensitive

design argues for different design recommendations based on the region in which a technology lies.

We discuss each region in turn.

Most important, in our opinion, is the region represented by risk b. Here, the non-expert

public grossly underestimates the risk b associated to some technology. This is reflected by its posi-

tion underneath the acceptable marginal perceived risk curve (M). As shown, the gap between M

and E is large and may be instigate broader harms than can be mitigated by simply refining these

features. We take a provocative stance to recommend the underlying technology or technical ar-
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Figure 5.4: Risk-Sensitive Design proposes that risk mitigation strategies should be informed by
the difference between public and experts’ risk perception and the degree to which such difference

is acceptable (E −M).
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rangement should be reconsidered immediately. Meaning, studying the impacts the technology

is having, communicating to users the concerns related to the technology, working in consortium

with others to elevate awareness and adopt policies toward mitigation, and potentially even re-

calling or scaling back the technology until the risk is better understood. Right now, given our

findings, personalization technologies applied to content feeds relevant to public decision-making,

which in turn cause filter bubbles, may lie in this region of concern.

We believe keeping a technology found to be creating risks in this region out there with no

change or revision could be doing more harm than good to the society. While a technology is under

review or even temporarily recalled, there are two potential actions. First, scientists and engineers

can further innovate to reduce the risk exposure b caused by the technology, which would then be

reflected in the graph by a leftward movement. Second, more investment can be made to increase

public awareness of risk b, which is reflected in the graph by an upward movement. Both offer a

path to exit this questionable region and enter the relatively safer region where technology c is.

Once in a safer region, the associated technology can be re-introduced in its new form. We discuss

this relatively safer region next.

The region flanked byM and E is considered relatively safer, but not entirely safe. Technology

c’s risk is still underestimated by the non-expert public. However, the gap is small enough to be

within an acceptable range (above M). We recommend strong safety and risk mitigation

measures. Depending on the kind of risk, examples might include two-factor authentication,

compulsory user safety training, or changes to business practices or design. Additionally, better

communication or education could also help reduce this gap. In some cases, tactics such as showing

real-world examples of harm could be desirable.

The region above E is where a technology, such as d, is overly perceived as risky by the non-

expert public. There is less concern that a person could be harmed as a result of not being cautious

enough or misinformed. However, this situation could lead to diminished use of the technology

or over-reactions when complications do occur. We recommend adopting a communication

strategy focusing on reducing fear and misconceptions. The aim is to reduce the perception
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of risk d, as represented by the downward arrow.

This paper contributes knowledge of where on the plot the 18 types of (mostly technical) risk

lie. This paper further argues that a line ought be drawn for the acceptable marginal perceived risk

(M) and offers design recommendations based on this line. But as to where this line should be

drawn, we believe it is a subject of further public discourse, which we hope this study and model

provoke.

5.2.7.1 Decision-Making with Risk-Sensitive Design

At the time we formulated the principle of risk-sensitive design, we had not yet completed

our survey and did not know which technology risks would fall into the lower region where we

would recommend rethinking the technology. Through our analysis, the two risks that fell closest

to the lower-right region are filter bubbles caused by personalized recommendation systems and

job loss caused by automation and AI. Both of these are pervasive and intertwined with many

other benefits industry and research are likely less inclined to put on hold, or that are challenging

to rethink. Deciding where to draw these lines is a difficult task, and proposing that certain

technologies might be unacceptable within the bounds of risk-sensitive design is likely to generate

debate.

However, we feel that more important than using this tool to make concrete judgments about

a particular technology, is using it to provoke the right set of questions. For example, our qualitative

findings show that filter bubble is a technology that is poorly understood by our participants. This

suggests that, though experts rank it as risky, the gap might be more easily closed not by attempting

to make the technology less risky but by educating the public about how it works and what the

risks are. With respect to job loss from automation, this risk is co-evolving with the continued

advancement of technology, and should be approached with a combination of risk mitigation in

design and public communication and education to reduce the expert/non-expert gap. Beyond

design, this finding implicates the need for policy considerations.

Risk-sensitive design calls for designers of new technologies to go beyond traditional risk



192

and benefit analysis and to also pay attention to how their users may perceive risk, provoking

thoughtfulness about how to introduce a technology in a socially responsible way. One should bear

in mind the question of “where might risks created by my technology enter into this space” and

make efforts not to prematurely introduce a technology if evidence projects an entry point below

M in our graphical tool.

We also recommend that risk perception should be included as a factor to design as early in

the design process as possible, rather than as an afterthought once a technology is already built

and deployed. For example, focus groups and field observations in formative studies should include

risk perception as a factor, not just an objective risk assessment. Summative evaluation should

also include instruments to measure risk perceptions with study participants, and multiple expert

opinions should be weighed as well. The survey instrument we used is one model for obtaining risk

perception data.

One limitation of this approach is that we assume risk is known and can be predicted by

experts, as a measurement alongside user perceptions. For some technologies, however, risk is not

known until it is introduced. Future expansion of our model could include uncertainties, such as

modeling a technology’s position in the graph as a probabilistic bubble rather than a dot, and

movement within the space as a funnel rather than a line.

5.2.8 Conclusion

The above study applied an instrument from the risk perception literature to analyze thinking

about emerging technologies. We found that generally users do not think of risks exposure from

technology to be voluntary. There were also considerable differences in how risk is perceived by

experts and the lay public, which may explain why certain problems, such as the filter bubble, have

become so concerning. Our paper ends with a discussion of risk sensitive design, hoping to provoke

continued conversation about how technologists should respond when there are large gaps in how

the public and experts think about risk. We hope to see HCI researchers continue study in this

area and advance the conversation further.
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5.3 More Than a Show: Using Personalized Immersive Theater to Educate

and Engage the Public in Technology Ethics

5.3.1 Prologue

This paper goes into depth on the biggest project within this dissertation work – Quantified

Self. Written as a theater piece where the audience was able to play with technology, talk with

actors and one another, the work represents a robust narrative template intentionally designed

for research purposes. The project took nearly a year to produce and engaged hundreds of public

participants from all walks of life. The goal was to create a space that would support broad

public dialogue about ethical issues around data. Within the piece, the different characters take

on different lenses for thinking about the multiple moral perspectives that may be taken on the

enterprise of Big Data technologies. The audience was surveyed on their opinions and attitudes

related to the show and its topics. This is an example of how well-devised narrative can create

incredible opportunity for public engagement around ethical issues in technology. One of our

primary findings that will be discussed was the audience’s interest in attending more events and

programming to get further educated on the topics following attending the show.

5.3.2 Introduction

Choices being made about how technology is designed, developed, and used shape the char-

acter of public and private life. Yet, there are still many open questions about the purpose of

technology in human life and society: What should and should not be done with our personal

data? [29, 301, 90] How do we apply laws and protect rights in the space of technology? [27, 197]

To what extent should we allow choices by technologists to disrupt social norms? [123, 29, 160]

In this techno-society, it has become imperative that we broaden participation in the discussions

around technology development to support a negotiation on how to build a future that works for

everyone; not just a small elite group of technologists and policy makers.

Creating an opportunity for this broad discussion is truly difficult. Not only does it demand
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engaging diverse groups to participate in discussion and reflection, but also one must communicate

complex issues in a format accessible to non-experts. To date, perhaps the most successful format

for wide engagement in technological and scientific problems is to represent them in artistic and

diegetic manners [188, 244, 189, 233, 44, 218, 219]–e.g., sci-fi, theater, and concept art. Researchers

too use design fiction [58, 307, 313], design ethnography [210], user enactments [248, 124], and

other forms of speculative art [118] to pose questions about the future. It is within this trend of

combining art and technology to raise opportunities for discourse and research that inspired our

project, ”Quantified Self: Immersive Theater and Data Experience.”

Our goal was to design a public engagement program that raised awareness and discussion

around what it means for mass amounts of personal data to be owned and used by third parties.

The motivation was to go beyond questions of privacy and focus on what it may be like to live in

a world where all this data is used. Will people like that reality? Will it be fair? What control

should we have over our own information?

Inspired by recent HCI work on enactments and design fiction and the gripping power of

contemporary immersive theater [66], we embarked on a year-long production that would engage,

educate, and provoke dialogue about the future of data. The result was Quantified Self which

drew over 240 audience members of diverse backgrounds to six performances and was co-produced

by a cross-disciplinary team of 22 students representing computer science, electrical engineering,

theater, fine arts, and physics. Using a heuristic to frame our design considerations, Quantified

Self differentiated itself from past efforts in that audiences both experienced and participated in a

designed fictional world with both theatrical and technological (personal data-driven) elements.

5.3.3 Related Work

5.3.3.1 Why We Need More Conversations about Our Future

It should come as no surprise to HCI researchers that there is a desperate need to educate and

converse with the public on the nature and potential futures of technology, in particular the uses of
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Big Data. Recent events and research raise red flags that all the new ways of using data may not

lead to shared prosperity. The groundbreaking work done at Pro Publica highlighted how machines

are capable of being discriminatory much like humans [27]. Further work has made this risk evident

as police face databases are biased toward African American faces [201], word embeddings have

proven to encode gender stereotypes [62], and even behavioral advertising is codifying unfortunate

racial differences [312].

There has further been attention payed to the new powers of data through predictive in-

ference. 2016 in particular made evident the reality of algorithms shaping our society [123] and

affecting public discourse [90]. And while prescient members research community may have identi-

fied warning signs [321, 94, 65, 250] for problems these changes may create, it’s unclear technologists

are really connected to the best interests of the public and their users [160].

Past research has shown that the mass move toward personalization is seen as unwanted or

even worrying by some users [320, 29]. Even studies done by Google engineers availed that users

do not see themselves as receiving the benefit of mass data acquisitions and sharing [55]. Moreover,

we should not be surprised by the umbrage taken by certain communities [301] when plenty of

HCI research points to rampant misunderstandings around the nature of the terms of service that

legally bind us and the underlying technologies that track, categorize, and target us [223, 170, 213].

5.3.3.2 Approaches to Studying Problems of the Future

While we have come to understand the problems of ignorance and public concern with tech-

nology, researchers have continually worked to discover our best ways to communicate and study the

problems. There is a long history that suggests sci-fi and other forms of speculative art are critical

vehicles for reaching the broader public and raising awareness about the problems the future may

bring [118, 188, 331, 61, 33, 291]. This history of interaction between technology and art has given

rise to an appreciation of the influence and impact by researchers [219, 220, 208, 233, 211]. Know-

ing the affordances of art for technological and scientific discourse, Bruce Sterling formalized the

idea of design fiction in order to establish creative methods for researchers to employ imagination
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and pose questions about technology where social, political, and emotional content is integrated

[307, 58].

Years later, we see a rich array of approaches being explored to utilize art as a means toward

critique [118, 33] and conceptualizing where certain areas are headed [115]. Though not necessarily

employing art, future studies is an area that has attempted to formalize the study of possible

futures [217] and the potentials for utopia and dystopia [67, 98]. However, within the space of art

and design, many incredible projects have emerged that have affordances for research.

The notion of a design or anticipatory ethnography [210] has brought qualitative methods

closer to art and artists, assessing details about worlds that do not yet exist and the thought

that goes into making them. Most influential on our thinking has been the creative approach of

integrating theatrics into the study of how people feel about the future. Enactments [248, 124] and

’lived informatics’ [125] allow us to take scenarios and design prototypes a step further to construct

sites of research [365]. That is, by placing people into environments and scenes representing possible

futures, we can leverage the role of improvisation to see how people act and feel within these settings.

It is in the overlap of these areas–design fiction and user enactments–we found potential for a

project that can at once engage and educate while also allowing for discussion and listening. Thus,

it was our goal to meld together some of these pioneering methods to push the potential for public

engagement and research regarding the future of data use and ownership; specifically, how it is

shaping public and private life.

5.3.4 Design Space

We begin by offering a heuristic for thinking about the design space related to the problems

discussed above: informing the public, engaging a wide audience, provoking dialogue, and learning

from our participants. The heuristic was designed to simplify thinking about other tech/art projects

that were already achieving educational goals while building opportunity for other kinds of discovery

such as research, inter-group conversation, and heightened individual awareness of technology’s

impacts.
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The dimensions we sought to map were: 1) The degree to which art is being used to represent

human-centric problems such as emotions, relationships, and qualifying experience. 2) The degree

to which technology is being used to represent quantitative content such as mined data, live sensing,

and mathematical simulation. 3) The degree to which the overall content is fixed prior to engaging

an audience. 4) The degree to which content is improvised and adapted, allowing audiences to

inject agency into the final experience.

As you can see in Figure 5.5, we began mapping projects on this 2D axis where extension into

each quadrant brings with it specific affordances. What we were going for was a general heuristic

that could represent the intersection of technology and art at a broad scale. While we are focused

on the possibilities of highly cross-disciplinary endeavors such as design fictions, this graphic can

even be used to understand simpler interactions between technology and art such an interactive

graph. One may even think of a GUI as being the application of a bit of art to technical content

to make raw memory and data meaningful to humans.

Breaking down each quadrant, we summarized the unique affordances of each part of the

space. Art is known for its profound ability to express human problems and breed empathy in

its expression. Modern technology, on the other hand, is a set of tools where using computers

provides us with powerful ways of representing quantitative problems that go beyond the limitations

of our bodies and manifest physical reality. Adding the other dimension, improvised vs. fixed

content, the use of improvisation within technology is often our attempt to customize interaction

and promote user-guided exploration, a common HCI problem. Similarly within art, the utility of

improvisation is to allow audiences to have agency and co-create artistic experiences that are not

one-way transmissions. However, of course, sometimes one way transmissions in terms of a static

graph or a fixed story can have edifying purposes themselves.

Using this mapping, we can represent a variety of tech/art projects within HCI research and

beyond. Figures 5.6.a to 5.6.f show our heuristic applied to other projects. We see traditional

theater primarily occupies quadrant 1 (Figure 5.6.a), being a fixed form of art, whereas design

fiction begins to bridge the imaginings of art with a focus on how technical problems might be
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Figure 5.5: Our graphical model of the affordances offered by a tech/art project’s design structure.
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solved. We further see how interactive InfoViz (Figure 5.6.e) is meant to leverage art to make

patterns in data recognizable, but also leverages interactivity to promote some exploration and

discovery unique to the user.

After mapping out a range of prior efforts, we developed an excitement for possibilities

emerging from the design space of enactments. Enactments use improvisation with both art and

technology to allow users to explore designed future-oriented scenarios and in turn research their

reactions, attitudes, and beliefs. However, we wanted to balance the fixed and improvisational

content more, occupying a central position in the map. As illustrated in Figure 5.6.1, the goal

was a perfect balance between technology vs art and between scripted vs improvised content. Our

belief was that achieving this balance would allow us to maximize our four goals for a public

engagement project: engage, educate, discuss, and learn. In short, we hoped to use the affordances

of art to engage audiences on the topic while the technology offered real technical artifacts for our

environment. Our fixed content was meant to educate the audience on some of the foundational

considerations regarding technology and data ethics, and our improvisational content to provide

the audience with agency to discuss and explore.

5.3.5 Approach and Methods

To obtain a balanced experience as laid out above, we developed “Quantified Self”: an

immersive theater piece where audience members were part of the performance. They were able to

walk freely through the set, converse with actors and other audience members, and interact with the

set and story using their own volition and at their own pace. Technology exhibits, or “companions”

in our story line, were installed throughout the set, offering personalized interactions using social

media data that our audience shared at ticketing.

5.3.5.1 High-Level Design

Beyond the artistic presentation, to further increase engagement, we aimed to maximize

interactivity and personalization. Much like our contemporary technologies, we wanted a theater
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Figure 5.6: The goal of Quantified Self is to afford a balanced experience across all dimensions of
our heuristic (1). We came close to meeting this goal (2). Below are examples of other projects

using our heuristic for considering the affordances of different designs (a-f).
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performance that adapted to the audience. Designing an open format also promoted discussion by

creating communication pathways between the different communities coming together. Audience

members could talk to friends, to strangers (often from a different background), actors, and, during

the talk back, to our production team. Different perspectives in these conversations were embedded

into the story and could happen organically by attracting a broad audience.

In terms of content, the show incorporated four primary educative themes on technology and

data ethics:

Approximation of Self (A) Our goal with this issue was to discuss the controversial idea that

behavioral metrics and online presentations are enough to capture the nature of a person.

Of course, in actuality, human attributes quantified and aggregated online are approxima-

tions using statistical methodologies. However, the results of these methods have serious

consequences on the shape of online and offline experiences [254]. In what cases is it ethical

for them to be used to make important decisions about a person or to schedule and shape

their activities?

Data Ownership and Privacy (O) Data is primarily owned by the companies providing the

service, leaving the user with little control over how their data is used. Where law could

be a safeguard, we often find that people are blindly clicking and agreeing to contractual

agreements they largely do not understand [40, 77, 170]. When browsing websites, tracking

can occur without opt-in consent. Companies offer free services by being able to buy and

sell these everyday interactions. What should companies have the right to do with our

data? What transparency should there be regarding these uses?

Presentation of Data (R) This issue looked at how people may be influenced or manipulated

by the presentation of information that seems plausible but may be fallacious [338]. How

does the presentation of data impact how you interpret it? Can showing quantified results

breed undeserved trust?

Personalization (P) The issue of personalization wrestles with the current trend in technology
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Figure 5.7: Time line for Quantified Self production.

that values interfaces and systems that use current and past information to tailor an ex-

perience to a particular user. Critically, there are times where personalization may create

privacy concerns by exposing or implying information about someone or be an undesired

hindrance such as when experiencing a search bubble phenomenon [320, 123]. How much

of our world should be personalized? Would we like a highly personalized world?

5.3.5.2 Design Process

Quantified Self was developed through an iterative design process over a one-year period (see

Figure 5.7). The production lead developed the initial idea and storyline, setting the theme and

goals. The co-producers worked with the lead to develop the sign-up process, technology back-end,

and the initial script. Three months prior to the show, the broader team was finalized (Figure 5.7.1).

To promote diverse discussions within the show, we had a team that crossed a breadth of

technological and artistic backgrounds to support in the development and implementation. Our

production team primarily consisted of 22 university students, crossing 7 different departments, with

additional support from industry partners and faculty advisors (Figure 5.7.1). The production was

led by a third year PhD student in computer science and co-produced with two other PhDs (one

studying theater; the other interdisciplinary technology) and an industry data scientist. The leads
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were supported by 19 other students (15 undergraduate, 4 graduate-level) divided into two main

teams: technical and theatrical.

Undergraduate students were brought on the technical team to design and develop exhibits.

The complete theatrical team started rehearsals and helped develop the characters through prac-

ticed improv. Overall, there were 5 rehearsal days (Figure 5.7.3) where the technical team worked

directly with the theatrical team, sharing technical knowledge with the actors and receiving feed-

back on their exhibit designs.

5.3.5.3 Building The Experience

Script

The first piece of the show developed was our script, which was written by the project lead.

Here we look at the two primary considerations that went into writing the script: the perspectives

it embedded and how it supported the desired experience design.

The show had an overarching narrative following an ethical conflict within a famous tech

company, DesignCraft. Immediately upon signing up for the show, participants were invited to a

party for their supposed friend, Amelia, who was a star employee at DesignCraft. As the story

unravels, they learn that Amelia is an experimental AI created using their personal data, who,

herself, has begun grappling with the ethics of how the company uses her and its vast trove of data.

Within this broader plot arc, main characters were written to offer contrasting perspectives on

our issues. Don, the CEO of DesignCraft, represented a business and innovation perspective. Lily,

the chief data scientist of DesignCraft, held scientific and humanitarian views on the possibilities

of Big Data while struggling with some privacy concerns. Felicia, an ex-DesignCraft employee,

offered a critical lens of technology infiltrating and destroying the best parts of human relations.

Evan, a hacker, saw technology as an opportunity for exploitation and intended to similarly use

it to exploit DesignCraft. Amelia, a humanoid AI, struggled with the idea of being merely an

instrument for technology and the artificiality of knowing people only through data. Felicity, an

FBI agent, believed data could support a more secure society. Bo, the chief marketing officer at
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DesignCraft, felt strongly that technology was entertaining, useful, and enjoyable and was willing

to make this trade-off for any privacy concern. Finally, Veronica, a reporter, was concerned about

the politics and intentions of the companies working with everyone’s personal data.

Throughout the experience, participants were free to observe and follow different elements

of the story, along with potentially discovering that they were actually involved in certain parts of

the story. Beyond observing, the script called for actors to engage the audience members in open

dialogue through a list of questions and unscripted-yet-topical scenes. During the rehearsal period,

actors received training in data issues to be able to have informed discussions with the audience.

Following our heuristic to balance improvisation with fixed structure, we divided the show into

four acts, two of which had a unified performance and two of which had multiple scenes happening

in different locations. In Act 0 (Figure 5.7.9), after signing in, audience members entered Amelia’s

apartment (the stage), where they could freely use the technology exhibits and talk with actors (who

may or may not be revealed as such) and each other. This was followed by Act 1 (Figure 5.7.10), a

scripted scene where the main characters set the narrative conflict of Amelia realizing she was an

AI-based upon audience data. Act 2 (Figure 5.7.11), was a series of break-aways, where audience

members were encouraged to follow a character to hear a different side of the story. The story

culminated in Act 3 (Figure 5.7.12), with a final scripted dialogue.

A difficult factor in writing the script was deciding how to fit technology fit the world. Since

the script was written prior to the creation of the technical artifacts, we hoped to leave open

possibilities for iteration and not require technical feats that might have been unfeasible given the

timeline and budget. In the end, two (of the final ten) technological artifacts were explicitly built

into the script allowing the remaining artifacts to be malleable.

Exhibits

As participants signed up for a ticket (Figure 5.7.4), they had the option to share their

personal data with the show (Figure 5.7.5). Upon arrival, they were checked in to the party and

given a Biobracelet (an RFID wristband) (Figure 5.7.8) that allowed users to sign into each of

the 12 digital “companions” within the set. “Companions” were the name given to the fictitious



205

product line DesignCraft created and provided the plot basis for the interactive exhibits. A digital

companion is an interactive set piece which uses participants online data (e.g., Facebook, Google,

Twitter) to create personalized games and experiences, aimed at demonstrating many possible uses

of personal data from mimicking online dating to the use of data in a job interview.

Data

A major consideration for this show was how to receive and manage data. We began by

working with a lawyer to develop a simple terms of service that promised the user that no one

would have access to their data prior to its use in the show and that all data would be deleted

immediately after the show. There was also a corresponding set of bullet points presented to the user

during ticketing about how their data would be used. For this pilot iteration of the production,

we chose to take no anonymous statistics or behavioral metrics from user interactions with the

exhibits.

Working with major data providers (e.g., Google, Twitter, Instagram) was mostly painless.

However, we did have a real problem in getting Facebook to approve our app since their approval

process is not designed for any kind of offline artistic experience like this. In the end, we had to

film ourselves interacting with the interfaces in a rehearsal setting to get ultimate approval.

In order to keep data safe, we strongly encrypted all personal information offered by the

audience. This involved generating a key pair during the ticketing process. The public key was

used to encrypt all data after the mining and processing was completed. The private keys were

stored in a further encrypted database that had five associated private keys, given to our four

project leads and the lead set designer. At show time, two of the five keys needed to be entered in

order to unlock the private key database for that night’s show.

Finally, each audience member was given an RFID bracelet upon entering the performance,

after showing photo ID (Figure 5.7.8). The bracelet’s encoded ID was associated with each user’s

private key, allowing each user to individually choose which exhibits to check into, unencrypting

the required data, or not.

Set
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Exhibit Description Data Is-
sues

N Note

Own Up (1) A collaborative experience where users see
anonymous online quotes and choose to own
up or not.

A 2-4

Meet Your
Match (2)

A compatibility engine to determine whether
another person is a romantic match

A 2

Mirror, Mir-
ror (3)

A mirror with personalized information and
messages

P 1 private

No Ap-
plication
Required (4)

Data is used to determine qualifications and
personality traits for a job

A 2 with actor

Memory
Wall (5)

A physical data piece where users map the or-
der of major life experiences

A 1-6 non-digital

Highly Rec-
ommended

An either/or game that slowly questions users’
judgment if they deviate from their data

A 1

Discover
your Inner
Desire

An ever more complex series of terms of ser-
vice agreements

O 1

Wellness
Booth

A system to determine happiness levels and
mental health state from personal data

A 1 private

You and
Your Libido

A recommender for who you’re most attracted
to from Facebook friends based on porn pref-
erences

A 1 private

Interpret the
Truth

Determine what facts are true or false about
the world and user

R 2

Infovision See how cookies track users based on likes and
dislikes of the news

O 1

In the News Get a personalized DesignCraft news article
targeted to a user

P 1

Data Issues: P: Personalization, A: Approximation of Self, O: Data Ownership and Privacy, R:
Presentation of Data

Table 5.2: Selected exhibits to expose audience to certain personal data use issues. N denotes the
number of users an exhibit is designed for.
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The set was designed to promote opportunities for different forms of interaction. Our layout

had a central living/dining room where the main scenes occurred. We then had a game room with

a bar (snacks only), a den, an art studio, a bedroom, and an office. Each room had at least one

exhibit in it and the layout was meant to facilitate a mixture of private conversations while also

letting people see what was going on and float between scenes. Most of our walls were made of

recycled crate wood slats that allowed the audience to see through into other rooms. Besides the

bedroom, which was designed to allow for closed-off conversations with Amelia, the rest of the set

was designed so that the main living/dining area was visible from anywhere.

Talk back

A last feature of the experience was a talk back (Figure 5.7.7). Following each performance

we brought our entire cast and behind-the-scenes crew out in front of the audience for a discussion.

We would first ask those interested to take our survey (described below) and afterwards we would

open up a dialogue with our cast and crew. This would start by our production lead explaining

that the point of this piece was to build engagement around these issues and that now was their

time to ask or discuss anything. From here onward, we would allow the audience to get into a queue

to ask questions to our team and would leave the floor open between questions to allow questions

and clarifications across audience members. After 20-30 minutes we would let the actors leave, but

sometimes the conversation would continue for up to an hour.

5.3.5.4 Constraints

Given our design goals and production requirements, we found ourselves having to deal with

a number of constraints in our implementation of the production. To begin with, our research

methods were explicitly chosen to take a backseat to the goal of broadening participation and

discussion. This meant the engagement value of the show was taken more seriously than devising

hyper-specificity in the dialogue or exhibits for research of particular technologies or systems. It

also meant that we wanted our survey to be fairly short since we were already asking for 2 hours of

attention at the show and did not want to limit our study to those willing to do a lengthy research
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program afterwards.

Further, while we were interested in collecting anonymous statistics and taking observational

notes, we also did not want our audience to feel overly exposed, being observed at every juncture.

In an informal pre-survey, we found that potential participants were hesitant to share their social

media for research. We wanted our terms of service to have an extreme favoring of user rights to

promote trust and allow people to act candidly during the performance. The research was also

meant to be optional, making the possibility of monitoring actions during the show difficult.

These research aims along with other production goals were most constrained by timeline.

Restrictions of our funding timeline and the academic calendar combined to create a very intense

schedule. This meant the script had to be finalized before we developed multiple endings (something

the production team all believed would serve our improvisation goal well) and we were not able to

do much in terms of pre-show audience engagements.

5.3.5.5 Research Methods

In consultation with our IRB office and in light of the constraints to achieve our engagement

goals, we adopted two primary forms of data collection aimed at the audience and the production

team.

To determine impact on audience members, we implemented a post-show survey (Fig-

ure 5.7.6). We ran six performances of Quantified Self over four days, each with 40 ticketed slots,

and an approximate total attendance 240 guests. After each performance, we invited participants

in the audience to stay for a 15-minute anonymous survey. The survey consisted of 20 questions

aimed at obtaining information on demographics, prior experience with data and theater, general

attitudes towards data ethics, and reactions to the performance. The majority of the questions had

participants rank statements on a Likert scale. In total, 179 filled out the survey, although several

surveys left a section or question incomplete (as reflected in the differing numbers in the results).

Utilizing a post-survey afforded us greater participation and more accurate audience expe-

riences. First, it allowed for participation in the production by those who were weary of sharing



209

personal data. Given the hesitance and uncertainty around who would look at the personal data

that was shared, we adopted a policy where none of that personal data would be used. Second,

since research recruitment started after the performance, audience members experiences within

the production were genuine. Without the added layer of being in a research study, they were

unimpaired by the sense of being watched or recorded beyond the semi-public nature of the show.

Third, given our own moral grappling with data ownership, we felt it most ethical to give audience

members full control of what information they would like to share with us.

In addition to our audience evaluation, we documented the design process and performed

post-production interviews with the crew to look at the educational impact and reaction to being a

member of the production team (Figure 5.7.4). We performed 15 crew interviews (5 technical team

members and 10 theatrical). Interviews lasted approximately 20 minutes. We focused questions on

learning (both self-reported and content questions) and impacts of the show to topic understanding

and behavioral changes.

5.3.6 Results

5.3.6.1 Show

The show itself was a success considering its scope and complexity. While we did ultimately

see this as a pilot for a future scaled and improved effort, the reception clearly highlighted the

potential of such a project. All six of our shows, which offered 40 slots each, were filled within the

first week. We actually allowed in more than the 240 ticketed guests as each night we had a few

extra guests come to the door and seek entry. Normally we would let them in as space allowed;

though they could not interact with the technology. As the remainder of the results will show, the

audience generally left wanting more. Every night there would be a portion of the audience who

would stick around, talking, until the last allowable moment. Many technologists in the audience

explicitly thanked us for engaging people on such important issues and the excitement it generated

throughout the crowd was tangible. As a student-run performance, we received write-ups from
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university and local new sources. Word-of-mouth spread afterwards, with the help of our granters,

that we now have several theater companies waiting to talk about a follow-up run of the production.

5.3.6.2 Audience

5.3.6.3 Educational Goals

One of our design goals was to educate all participants in this effort, including the audience

and the production crew. Regarding the audience, we report survey results relevant to their edu-

cational sentiments and perceived content accessibility. One question asked if they felt informed,

confused, motivated to learn, uncertain, upset, hopeful, or concerned following Quantified Self

(checking all that applied). 51% of audience members reported feeling more informed after the

experience, while 16% reported feeling more confused and the remaining 33% reported neither.

The number that reported neither are likely to have been from the number of people who attended

who are already highly engaged in these topics.

While it supports our goals of inter-community conversation that some people came in more

informed, we would hoped the percentage would be higher. However, an encouraging sign is that

62% of the audience members reported they were ”motivated to learn.” So, even if our show did

not give everyone enough content to feel informed, it may have provided others with the impetus

to go do their own research.

People leaving upset was something with which we were concerned. The scripted ending

of the show had our protagonist, the humanoid AI, killed (shutdown). This pessimistic ending,

we worried, may have blurred the more balanced conversation throughout; however only 14% left

feeling upset as a result.

Another question asked audience members to compare the show to other more common modes

of getting educated. Overall, we found that on average our audience somewhat agreed our show

was more accessible than reading an article (3.53/5, σ = 1.53), taking a class (3.46/5, σ = 0.98

), and researching online (3.52/5, σ = 1.02). We also included an unlikely alternative—reading a
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privacy policy. Not surprisingly, the audience most strongly agreed the show was more accessible

(4.33/5, σ = 0.77).

One limitation of our finding here is that we only asked the audience members to compare

to common alternatives as opposed to novel experiences they may have in the past. We are also

limited to sentiments rather than, say, subject-matter expertise developed. Because we could not

do a pre-survey, any content-based learning would have been impossible to assess. Given the size of

the audience, it would also have been difficult to require lengthy or difficult pre/post instruments.

In retrospect, adding a pre/post focus group may been the right balance.

5.3.6.4 Engagement

One primary goal of this show was to engage a broader audience in conversations of ethics.

In particular, we aimed to start a dialogue between technologists and non-technologists. We had

two metrics in our survey to evaluate technical background: prior technical event attendance and

occupation. First, we found that 71 out of 179 (40%) of participants had never attended a previous

event, panel, or talk on data or technology, suggesting that this is their first attendance to an event

on a technology-related subject. To complement this high number of non-technologists, we found

that of the 151 respondents that specified their career or field of study, 67 (44%) were in computer

science or another STEM field. This meant over half of our audience were non-technologists with

STEM background at all.

From our demographic questions, we found that there was a significant increase in female

participation compared to the 26% of women involved in technical careers [32]. For gender, 89

survey participants identified as female, 85 as male, and 1 as other. Our other demographic metrics

showed low ethnic and educational diversity. We found that the majority of the participants were

under 30 (66%), college educated (93%), and white (79%). This is mostly an artifact of the place

where we ran this performance, which is mostly white and educated.

Another indicator of successful engagement is what a person may feel or want to do following

the show. 45.8% of the audience members reported feeling ”concerned” after the show. As reported
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above, the 62% who were motivated to learn following the show also signals an opportunity for

continued engagement in the topics.

We asked audience members about their interest in certain specific activities following the

show. As a whole, the audience strongly agreed that they ”want to learn more about how companies

use and share personal data” (4.173/5, σ = 0.65). they further agreed that they would ”want

to attend a panel, talk, or event on data privacy” (3.775/5, σ = 0.88), and ”want to use tools

to visualize their own data” (3.98/5, σ = 0.81). This further indicates that a performance like

Quantified Self may be a strong initial engagement where further programming is planned.

We also asked what users would change to improve engagement in a future run of the show.

Many people wanted forms of greater interaction (41/103), including more discussion with the

actors, increasing data usage by the actors and exhibits, and giving the audience more agency

to change the outcomes of the story. Example respondent quotes in this vein include: “Display

audience members info in front of whole audience and let that audience members reaction

influence trajectory of show.”; “I thought the people/actors would ”know” about us, not just

the machines/games”.

Others wanted more clarity on how they were supposed to interact (15%) or deeper back-

ground information (15%) coming into or during the show : “Made it clear how much I was

supposed to affect the show. For instance, Amelia’s reminder on the bookcase. I was unsure

if I would unknowingly throw a wrench in the show by interacting with it.” “...it would have

been cool if there were little clues all around giving deeper, technical, or background info to

help us interact more intentionally.”

5.3.6.5 Listening to our Audience’s Attitudes and Beliefs

Allowing our audience to communicate their perspectives to the production team was a

further goal. We designed the show given certain ethical thinking and felt it appropriate to listen

to the other side. We compiled a list of seven questionable practices by companies and asked them

whether they agreed (5) or disagreed (1). This was to validate whether our content was in line with
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their concerns.

We found that audience members were most troubled by companies withholding information

on how their data is used and least concerned about companies using their data to research new

products. Asked whether they ”believed it was okay for companies to withhold information about

how their data is used” the average response was 1.27 (strongly disagree, σ = 0.61). A close second

was companies withholding information on who data is shared with (1.31, σ = 0.68). Surprising

to us was that these two withholding practices were rated as more disagreeable than a hacker

accessing personal data for a social cause (2.13, σ = 1.086) and companies tracking them through

their friends’ social media accounts (1.70, σ = 0.90). The implication here is that transparency is

a primary factor for users regarding data ethics.

On average our audience agreed with companies using their data to do research on new

products (3.14/5, σ = 1.02). The practices carried the most variance among audience members

were targeted advertisement using one’s personal data (highest, σ = 1.089) and hackers access-

ing personal data for social causes (2nd highest, σ = 1.086), which suggests there exist diverse

perspectives.

Digging a bit further, we found some of these concerns differed significantly by whether or not

someone had a background in STEM. There was a mean difference of .55 such those with STEM

backgrounds more strongly agreed with targeted advertisements (t = 3.217, p = .002). Similarly,

we found people with STEM backgrounds more accepting of companies selling their data to third

parties (+.37 mean difference, t = −2.224, p = .028) and companies using their data to research

products (+.4 mean difference, t = −2.499, p = .014).

5.3.6.6 Reaction to Exhibits

Our survey had one dedicated question probing the audience sentiments of the technology

exhibits. We asked for respondents to list their favorite piece, least favorite piece, and rationale

for that choice. As this question was open-ended with a short response, we received less consistent

answers. Out of the 179 surveyed audience members, 76 answered with both favorite and least
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favorite and 72 answered partially (we assumed that singular was a favorite response). 68 gave a

rationale for their positive choice and 62 for their least favorite. Overall, we saw that the preferred

exhibits elicited reflective experiences, increased social opportunities, and provided accurate feed-

back about the user. Disappointment with exhibits predominantly called for further interactive

features and clearer technological explanations for learning.

Some of the stated rationale revealed the exhibits triggering reflective experiences for some

audience members: “the own-up table because it forced me to consider whether i would share

publicly things that id already shared publicly.”; “Favorite: highly recommended. It was

interested to visualize how specific data is translated into a more general image of myself”;

“Favorite - own up. Entertaining, felt alienated to my own words when out of context.”; “Find

your fantasy was the best because I wanted to play but the user agreements were crazy! It

really made me question how far I am willing to share my data.” Out of the 68 survey takers

who gave a rationale for their exhibit preference, 18 brought up a self-reflective moment, 12 new

thoughts/knowledge, and 4 social revelations.

How people reacted to discomfort varied. An interesting finding was that some of the audience

was attracted to the exhibits that made them feel most uncomfortable: “favorite: the libido booth;

it was uncomfortable and disturbing and made me feel vulnerable.” The exhibit, You and Your

Libido, which was the most provocative (and graphic) had high values for favorite (17/148) and

least favorite (21/148). Two others listed own up as their favorite stating they enjoyed how

”uncomfortable” it was.

Common themes of frustration were wanting even more data integration and personalization

or not understanding the intent of the exhibit for why an exhibit was a person’s least favorite:

“job candidacy? (didn’t understand the mechanism of pros and cons)” “Least: Mirror - didn’t

use much of my info” “I didn’t enjoy the reading room because the content didn’t seem very

personalized to the participant.”

An exciting result was the many people most interested in the conversations and social

dynamics. Own up, the exhibit with the most social interaction, was by far the most popular
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with 59/148 (40%) listing it as their favorite. 20% of survey takers listed social dynamics as their

rational for choosing a favorite exhibit. For example: “Own up was my favorite - it generated

live interaction with strangers”. Another person made a general statement that “[playing] games

with others could learn a little about whats important to them”.

5.3.6.7 Engendered Trust

The collection and use of social media data created a challenge in terms of attendee trust.

Prior to the show, we had specifically designed a data collection policy and language clearly dis-

played on our website to reassure users about the use. In our survey, we evaluated this by asking

if our production or Google was trusted more with their data and why.

Out of 179 surveys, 150 answered this question with a clear choice. 63% (95/150) said our

production, 25% said Google, 3% said neither, and 9% said both.

A common response for those that trusted us was that we were transparent about our inten-

tions. Out of those who trusted our production, 16 specifically mentioned the policy as engendering

that trust, while many more mentioned key components (25 brought up the promise to delete data,

10 said not selling data, 7 commented upon the usage). “”You stated you would delete every-

thing after the show so I trusted you more. Your terms and conditions were easy to read and

understand.”” Those who trusted Google cited its high level of professionalism or the fact that

Google already has so much information–“”it already knows everything so what’s to” hide?”

5.3.6.8 Production Crew

5.3.6.9 Education Goals

We had similar education goals for the production crew. We found most crew members

gained insights through the production. When asked whether the experiences had made them

more knowledgeable about the issues, most (13/15) were affirmative. The majority felt strongly so

(8/15). “Yeah. Absolutely! (P5)”. There is evidence that the experience helped students dispel

certain previously held misconceptions. “I didn’t think [companies offering free services] would
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use my data for malicious intent. (P5)” “It opened my eyes to the fact that [my data] is being

used for things, and that it’s being bought and sold, and I had no idea that that was a thing

before. (P9)” This suggests that students did gain new knowledge.

However, there were limitations to the knowledge gained. A number of members in the art

crew made specific statements that they became more knowledgeable only about the issues of data

use but not about the underlying technical skills such as coding (P4) or data analysis (P2), even

though that was of interest to them. Certain misconceptions were still held by some crew members.

“[Texting lets you] communicate with people easily without having to put all your information

out there (P8)”, when in fact texting could still expose one’s personal information. Two people

(2/15) reported gaining no or minimal new knowledge. One explained that “I already knew a

lot (P14)” prior to joining the crew. The other explained that “because I worked more on the

front-end of the project, I wasn’t doing a lot of the research tasks. (P11)” But this same subject

also reported that “[the show] made me perhaps a little bit more skeptical (P11)”. This seems

to suggest while a person might not gain concrete knowledge, the person nevertheless had a change

of attitude.

5.3.6.10 Engagement

Several crew members expressed being more keen and equipped to have conversations about

data sharing issues after the QSelf production experience. “I had discussions with my friends

and my roommates, ever since the show, about these topics and I think that they shared very

similar views to what I had before the show. (P5)” Moreover, the new gained knowledge allows

this crew member to bring the discussions to a deeper level. “And now afterwards, we can have

realistic discussions about big data being a commodity. And how that shapes our society and

how that shapes our perception and our interactions with everyone else in it. (P5)”; “It’s

something that I bring up more in conversations... people will randomly make a comment,

like an advertisement being eerily close, and I can plug in and talk about Quantified Self, and

people are always kind of surprised about how much they’re sharing, without even realizing
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it. (P2)” This suggests students have become teachers.

There was an appreciation among many interviewees of how the Quantified Self’s balanced

focus on art and technology provided them with valuable opportunity to work with the other side.

There was evidence of mutual learning between groups. “What came out of doing the project

was knowing more about how tech people or computer scientists actually go about doing this.

(P14)” Learning also occurred during team meetings. “It came up in one of our meetings, is that

I only ever had to sign away my data rights once, for that to apply to all of the companies.

(P5)” Several members commented on the edifying experiences of playing a character interacting

with the audience. “[I] become more a little more articulate, especially ’cause I had to talk to

the audience about it...and try to draw, elicit responses from other people so that makes you

kind of think through it a little more. (P6)”

Cast members found it especially engaging to be able to interact with audience members

while they stay in characters representing different sides, as exemplified by: “I was playing a game

with [audience members] and they said, how’d you get this information?” I’m like, Oh, you

said that we could have it. I was in character. (P10)”; “While companies do [manipulating

people] on a grander scale through the internet, I was this character who would go around and

my job was to convince people that my side was the correct side. (P8)”; “The interesting thing

for me was seeing how different audience members reacted to [the opinions of my character].

(P6)”

5.3.7 Discussion

5.3.7.1 Where We Landed

The final production was an enriching and successful experienced both in terms of process

and learned results. However, we do not believe we achieved our ideal design. Using our heuristic

from above, we plotted our estimation of the final production (represented in Figure 5.6.2). Here

you see a number of perceived asymmetries in our execution.
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To begin with, we believe the show was biased toward art rather than technology. The experi-

ence was more structured by the plot and aesthetics than the technical content. Though there were

technological artifacts, artistic representations overshadowed technical ones. The on-set exhibits

were often more ”social commentary” than showcasing or explaining the capabilities of data-driven

technologies. Where we were unable to implement highly-technical systems, whether due to lack

of time or team expertise, we were forced to use either simplified algorithms or entertaining con-

tent. Thus, the overall presentation of the technology more under the conceit of art rather than

representing state-of-the art technical capability.

We also felt the content was more fixed than improvisational. The narrative itself was not

malleable in any way besides having topical discussion with the actors and a few peppered in pieces

of dialogue that would be generated in the hour before the performance. The exhibits too, were less

personalized and more structured. Again, we only had time to put sophisticated techniques behind

2 of the exhibits. This means data mining for most exhibits, for instance, used keywords rather

than sophisticated NLP or auto-grouping rather than a clustering analysis. Or the personalization

of an exhibit was minor—replaced names or a couple messages off of your feeds.

5.3.7.2 What Worked

There is no doubt that many of the affordances discussed were achieved by this show. Beyond

the fun had by all parties, we saw the artistic engagement function as an attractor for people with

different backgrounds. The balance of men and women interested in and participating in the project

was high. Similarly, we saw the performance house a good balance between people with STEM

and non-STEM backgrounds. The curiosity around technology mixed with the entertainment of a

theater piece was enough to stir up interest quickly around our campus and city.

The amount of candid, interesting discussion that occurred between people was also encour-

aging. There was always a significant crowd of people in attendance that would really ask questions

and often stimulate other members of the audience. Not just technologists, these active players

fell across the board. Sometimes privacy enthusiasts, tech hobbyists, gregarious personalities, dis-
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rupters, or lovers of role play, these people would want to be in the world and instigating legitimate

discussion. After the show each night, many were walking away impacted and excited, as reflected

in our survey results.

Perhaps the most promising aspects of this was the reporting of how many people wanted

more. The results suggest that surrounding programming including panels, educational talks, and

workshops would all gain better traction if paired with such a production.

5.3.7.3 What Could be Improved

There are many things we would change in a re-run of the production and lessons that

others should incorporate into their own work. Even during the production process, we recognized

trade-offs and compromises being made to meet our timelines and requirements. The overarching

experience could have been more detailed and coherent with diegetic engagements before and after

the performance. Sending a more messages or information from the characters, being able to play

with your data outside of the show, and setting the background of the company and world more

could have improved comprehension and participation.

An obvious takeaway for better engagement is to let audience adapt the narrative. Using

a more complex interaction design, as production companies like Blast Theory coordinate, could

allow for a deep exploration of one’s opinions and desired outcomes with respect to relevant and

important technical issues. Planning malleable character arcs and allowing the audience to affect

them through their interactions with the technology and actors would take the performance to

the next level. In our next run, we also want to make the technological experience more coherent

and robust. We would like to see the data experience to mirror an in-show social media platform.

Audience being able to see their data and discuss with one another through digital means is likely

to amplify learning and engagement. This kind of interaction with live data is already trending in

artistic circles, and HCI researchers could extend this trend into fascinating scenario explorations

and open up possibilities to study social dynamics of networked systems.

In terms of research, had we not been on fast-paced production timeline, we would have
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started the IRB process much earlier. While we do not recommend other researchers invade on the

audience engagement to insert more instruments, we see benefits in adding a) anonymous behavioral

statistics from the exhibits and b) a small pre/post focus group to study more in depth. Both of

these were missed potentials for research. For other fields, the post-survey and talk backs could be

great sites for learning political views, policy positions, attitudes about technology, and gauging

user experiences.

5.3.8 Conclusion

In this paper, we explored a method to engage, educate, and bring together technical and

non-technical participants into data ethics discussions. Aiming for a balance between technical and

artistic, and fixed and improvised modes of interaction, we developed Quantified Self: Immersive

Theater and Data Experience. We found that mixing immersive theater with interactive, social-

media-driven technology exhibits created opportunities for multiple forms of engagement, although

many users wanted even greater interaction and personalization. Drawing from this work, we hope

to see future research incorporate elements to engage non-technologists in ethical technology design

and discussions.



Chapter 6

Conclusion

6.1 Reflections on the Work

6.1.1 The Growing Complexity of the Problem

As the final pages of this work are typed, US society is under a grueling turmoil over the

use of social media by Russian agents to influence the 2016 election. Activists who were tricked by

fake accounts to engage in protest and vitriol are now saying, “Facebook should take responsibility.

Don’t find out after the fact. After the fact is too late” [205]. The piece this quote comes from also

highlights and questions the fact that Facebook can identify and bring down piracy videos within

minutes, but appears to lack capacity or interest in identifying and stopping fake accounts and

information. Only days prior to this piece, the writer of the New York Times “State of the Art”

column about new technology, a person doing technology journalism for 20 years, openly stated

that new technology now comes “freighted with worry.” [129]. The writer’s claim is that this past

year proves that we have not grappled with the amount of control large tech companies have over

our lives and that we are only just starting to understand the terrible sides of technologies.

None of this should come as a big surprise. Especially if you read the chapters leading up to

this conclusion. Through all technology’s dazzle and excitement, it is evolving more rapidly than

human institutions, cultures, and perhaps minds, are equipped to control. At this very moment,

companies like Uber and Google are working to automate driving. One impact of this would be a

great improvement in the efficiency of shipping and trucking industries. Meanwhile, as of October
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20, 2017, the Bureau of Labor Statistics tracks nearly 1.5 million jobs in the trucking industry

[12]. One might ask: What exactly is the plan here? Are we really prepared to automate away

even half of the employees in this massive industry? And this is not even one of our complex

technical-ethical challenges such as uninterpretable machine learning models that house bias. This

is a straightforward question of, What is the trajectory of this technology and how will it impact our

society? Who will win? Who will lose? Are we destining ourselves for another explosive disruption

where people are angrily asking, “Why didn’t we think ahead?”

What I’d now like to suggest is that this problem of thinking ahead of the pace of technology’s

imposed changes is the problem of our time. Whether it’s climate change, unemployment, or a

massive data leak that puts everyone’s financial security and identities at risk (ie, the recent Equifax

leak), we are dealing with a less-than-stable world where our problems are emerging out of vast

uncertainty and impetuous decision-making. This is nothing new given historical events like The

Irish Potato Famine, The Bubonic Plague, or The Dust Bowl which all took massive tolls on earlier

societies due to forces we could not comprehend, predict, or control. However, the great irony now,

as policy and risk researcher Sheila Jasanoff claims [174], is that our risks are happening directly in

the face of our modern scientific institutions that were meant to clarify and mitigate the problems

of yesteryear. In fact, as she argues, and this thesis confers in light of the ethical problems raised

by Big Data and Machine Intelligence, our modern scientific and technical institutions are now

creating the risks we all take on. The even more upsetting trend, as pointed out by risk theorist

Ulrich Beck, is that we are also now being forced to recede our ideals (e.g., privacy, civil liberties)

in order to at the same time protect them [47]. Consider here the argument that we cannot over

commit to privacy protocols because then terrorists would not be trackable.

Thus, with no more words of worry to harrow our more hopeful aim, it is my urgent suggestion

we begin entertaining ideas, criticisms, and projects that are beyond the normal confines of research

and market demands. As this thesis has pointed out, one of these possible modes of inquiry and

discourse utilizes narrative to aid in negotiating the future of our society. Particularly as it pertains

to technology.
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6.1.2 The Promises of Narrative and What’s Comes Next

This thesis forks off of a deep and broad history of narrative in our cultural and intellectual

traditions. Even the most novel of forms of narrative I employed, the immersive theater piece

Quantified Self, was pre-empted by contemporary art and theater companies such as Blast The-

ory, Third Rail, and Punchdrunk Productions. Each of whom have explored the form and style

of immersive and interactive theatrical environments. The primary punch of this thesis was to

work through a number of domains struggling with the ethical raised by Big Data and Machine

Intelligence by applying narrative as a multi-faceted strategy.

We saw narrative as a useful tool for grounding concerns of machines violating human auton-

omy in Chapter 3. What should be noted from that piece is that a robust discussion of autonomy

and machine intervention may have had to stop at the privacy and discrimination lenses, since

those are the ones we best understand. Given that we still do not understand the broader impacts

of machine intervention, such as those we are picking up the pieces of after our 2016 US election,

it was only through fictions that we can see the real scope of the problem. It seems likely that if

we had to wait until machine actions completely instrumentalized human actions, it would poten-

tially be too late (or much harder) to go back and fight for our lost autonomy. Chapters 4 and 5

further showed that working with robust socio-technical narratives was an eye opening experience

for people of varied backgrounds. Importantly, as was learned in the interviews with Quantified

Self cast and crew, many people already were aware of some of the facts around invasion of privacy

and targeted advertising. However, it was not until they really wrestled with these facts within a

human story and a set of tangible consequences that some were able to really form an opinion or

know how they wanted to react.

Of course it is not all so simple. Conceptualizing narratives that are at the same time realistic

and poignant takes time, effort, and talent. If we consider the case of the movie “WarGames,” we

see a way in which narrative can give rise to moral panic and ill-formed protections. The 1983 movie

tells a story of young man who is nearly causes a war by accidentally meddling with computers at
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NORAD using the nascent internet. This movie startled then-president Ronald Reagan and began

a process toward regulating cybersecurity [181]. Though the lasting consequences of overly-reactive

policy have been felt in cases like Aaron Schwartz and Kevin Mittnick where the fear of computer

insecurity has led to harsh prison terms and forced solitary confinement due to misunderstandings

and treating computer crimes as more severe than even violent crimes [107].

For this reason, I think the primary objective of continued research should be to dig into

intentional narrative building with multi-disciplinary teams equipped to tease out details and test

ideas against reality. The next level of exploration, building from projects like Quantified Self, is

toward well-rounded research programs that look at public attitudes, create spaces for debate and

disagreement, and offer experiences online and in real life to explore the depths. Treating narrative

as a center for such projects allows the ideas to be communicated across communities and develop

a central theme to refer back to and ground further inquiry. Projects like this will be critical to

extending our conversations about the future outside of expert circles and academic enclaves.

It would be exciting to see policy and legal researchers working alongside sociologists, writers,

and engineers to try and formulate preventative mechanisms for future harms. The narratives

again acting as a translation tool where boundary scenarios could be drafted, argued for/against,

and tweaked to try and discern what limitations might be required to protect our society from

developments we do not fully understand. Similarly within organization such as Facebook or

Google, it could be imagined that ethics councils may work aside product and feature development

teams to determine if new projects may have negative consequences. Once again we may leverage

narrative to help support a rubric for what we are trying to avoid or accomplish and hold up these

standards to the technology prior to release.

Perhaps most important to developing this research further is to sort out how narrative can

best support a site of negotiation. That is, how can we productively use narrative to allow diverse

stakeholders to test out and discuss what they are comfortable and uncomfortable with happening?

Is it possible through performance, group interviews, or some other means to devise situations where

we can meaningfully present alternative futures and make sense of what possibilities we are trying
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to fend off or go toward. It seems to me that experts, broadly, are in need of finding a way to take

stances against unacceptable or worrisome developments in their field. Often this is difficult due

to the apolitical stance research strives to hold. However, it seems narrative-based research may

help us determine the future charter where the public, or a particular group’s, interests are most at

risk or the most benefited and use these researched narratives to support taking a stand when we

reach questionable junctures. This is the very argument made by author and futurist David Brin

in his essay “The Self-Preventing Prophecy” [67]. In it he claims that 1984 did important work

to prevent us from quickly jumping into a pure surveillance state as soon as it was technologically

feasible due to the vision of Big Brother and our collective desire to avoid this fate of humanity.

Whether or not he is right, it seems almost too obvious that we all can meaningfully say that

depictions of SkyNet, Big Brother, or the many disturbing technological-tales in Black Mirror are

all destinations we hope to avoid. The questions are now, ”How do we know we are headed that

direction?” and ”How do we prevent it?”

Though this dissertation is only a few of the first steps toward formalizing a relationship

between ethical inquiry and narrative within a research program, the possibilities are endless. In the

coming years it is my hope to continue formalizing these methods and work deeper in the community

setting to understand how best to create constructive multi-stakeholder inquiry. Until then, I hope

this thesis project and these words are able to impel researchers to consider using narrative to help

them see beyond their imagined best-cases and noble stakeholders who will use their technologies

with the highest moral regard. Otherwise it may, in hindsight, appear chillingly prescient that our

current culture obsessed by genetically-mutated zombies and apocalyptic circumstances was correct

in that the only story it knew, the only option it saw, was one of disaster. Rather than obsess on

the fantastical, let’s instead work to discover and pursue the story of a society that takes the reins

of technology into the hands of many to benefit the most possible.
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6.2 Reader’s Guide

Ending this thesis, it strikes me that it’s unlikely a casual reader interested in narrative and

ethics who comes across this work will actually read this document cover-to-cover. So here as an

ending remark, I am offering a brief reader’s guide that may help someone selectively read sections

relevant to their pursuits. My best advice would be for all readers to sink the time into the first

chapter, but from there:

• HCI Researchers: Chapter 4 (particularly sections 1 and 4) and Chapter 5 is most

pertinent to seeing narrative applied to problems and related to methods most commonly

studied within HCI.

• Policy and Legal Scholars: Chapters 2 and 3 both provide context for policy and law as

well as show how narrative can be used to build policy frameworks for technology issues.

• Artists and Writers: Chapters 4 (section 1) and Chapter 5 (section 2) are examples of

how creative writing and artistic storytelling can be useful for intentionally engaging the

public imagination on these matters.

• Educators: Chapter 4 (sections 2 and 3) are direct discussions of the educational impact

narrative can have within classrooms and on multi-disciplinary projects.

• Enthusiast: Chapter 2 is where you can learn the background of these ethical problems

and Chapter 5 may provide the most insight into how the public is thinking about these

matters.
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