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The Arctic seasonal ice zone undergoes dramatic changes throughout the year. In the

summer, ice cover melts off, leaving the ocean surface exposed to the atmosphere. Incident

solar radiation warms the surface mixed layer. At the end of the summer season, the mixed

layer must then cool to the freezing point in order for ice to form at the surface. This thesis

explores the impact of that heat throughout the annual cycle, but especially on first-year ice

growth. Through analysis of CTD profiles and buoy data, it is found that summer heat gets

into the summer halocline, where it is trapped through the fall season cooling process. The

mixed layer heat (estimated from an empirical relationship derived from direct measurements

and atmospheric and geographic parameters along with sea surface temperatures) is well

correlated with freeze-up date. The results presented herein suggest that delayed freeze-up

does result in thinner ice cover at the end of the winter season, in part because the maximum

ice growth rate is consistent (approximately 12 cm/day) between observations from Antarctic

polynyas with exceptionally high ice production and the few observations that exist in the

Arctic. Finally, from analysis of end-of-season first year ice thickness distributions, it is clear

that the summer heat trapped in the summer halocline is released over the course of the

winter, limiting ice growth in addition to that caused by the delay in freeze-up. In all, it is

likely that as the Arctic becomes increasingly dominated by first-year ice, the thinning trend

will continue though at a slower rate than in the current transition from multi- to first-year

ice cover.
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Chapter 1

Introduction

Research on the changing Arctic climate has been primarily focused around melt:

shrinking ice cover in the summer season catches global attention. Rising temperatures are

inextricably linked to melting sea ice, and the old multi-year ice pack is giving way to more

transient seasonal ice cover. Often cited as a motivation for studying melt processes - and

subsequent warming of the Arctic Ocean - is the feedback mechanism of warmer ocean waters

taking longer to cool in the fall, delaying the onset of ice formation and resulting in a thinner

icepack at the end of the winter growth season. The processes surrounding the cooling of

the ocean surface layer and the subsequent formation of ice have received relatively little

attention in the literature. Few studies have directly addressed the impact of growing first

year ice later in the season, focusing on modeling exercises.

Ice forecasting will be increasingly important as the summer ice extent continues to

shrink. Increasingly, the Northwest Passage and North Sea Route open up the Arctic to

shipping and tourism in the summer, but the operable season is limited by the formation of

ice in the fall. Existing methods for forecasting are not particularly quantitative (personal

communication, NWS Ice Forecast Desk ), and any improvements in understanding help

make the Arctic a safer place to operate.

The fundamental questions addressed in this dissertation can be summarized by the

question “how much of an impact do the feedback effects associated with warming Arctic

Ocean temperatures have on winter maximum ice cover volume?”. A fully-coupled, high-
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resolution sea ice-ocean-atmosphere model could in theory answer all of the questions in this

thesis. However, the computer power required to run models at the resolution necessary

to resolve the physics is not possible at this time. The importance of small-scale fluid

dynamic processes mean that existing scales of models cannot fully capture the system and

parameterizations are required to describe the processes not resolved by the grid cells.

Instead, observations are used with the understanding that care must be taken in

interpreting results. One of the challenges in observing the Arctic Ocean and sea ice is that

all relevant parameters are not necessarily available. This dissertation uses the observations

that are available to address and improve a system-level understanding of seasonal processes

in heat storage and ice growth throughout the Arctic.

1.1 Motivation for studying ice formation

Climate change has focused attention on increasing sea ice melt in the Arctic. Popular

media promotes the image of a sad polar bear sitting on an isolated ice floe. Science, in

funding and publication, focuses on the mechanisms, feedback effects, and consequences of

increased melting. For good reason: September sea ice extent is declining at a rate of 11%

per decade, with some suggestions that the decreases in ice-covered area are accelerating

[Kattsov et al., 2010]. Climate models suggest that a summer without a solid central ice

pack is coming in the next few decades [Overland and Wang, 2013]. Whatever happens over

the summer melt season, each winter sea ice cover forms again and fills the Arctic Basin.

This first year ice is coming to dominate the Arctic environment.

Figure 1.1 shows the annual pattern of ice extent in the Arctic. In the mid-summer,

ice melt in the Arctic Ocean starts in earnest and continues until roughly the equinox in

mid-September at which point radiative forcing shifts toward freezing rather than melting.

Over the last decades, the amount of ice that survives the summer melt season has been

shrinking at a concerning rate. The low point of this curve is the minimum September

extent: this ice is then classified as multi-year (MY) ice. This thesis focuses on the timing
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Figure 1.1: Sea ice extent by month for the years 1981-2015. There has been a notable shift
towards lower ice extents in all months in the recent years. Image produced by the National
Snow and Ice Data Center based on Sea Ice Index data [Fetterer et al., 2002].

of the increase in extent in the fall, though the approach is mainly focused on more regional

scales than the basin-wide ice extent estimate presented here. First year ice (FYI) (the ice

that forms new out of open water) is known to be thinner and more prone to melting in

the summer than multi-year ice [Maslanik et al., 2007, Hutchings and Rigor, 2012]. The

portion of the maximum winter extent that is multiyear ice has decreased from 50% to 10%

[Maslanik et al., 2011]. The fraction of Arctic ice pack made of FYI has been increasing

accordingly. With extremely low extents in the recent summers, the need for understanding

the FY ice environment is becoming more important. This leads to the question will FYI

thin over time? Delayed ice formation has been suggested to result in thinner ice cover, but

to what extent is unknown. Limited studies have suggested a slight thinning trend [Melling

et al., 2005], but with little statistical significance and only over small study areas. This is
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often cited as a reason to study summer melt feedback processes, but never quantified.

With shipping routes opening in the summer through the Northwest Passage and

Northern Sea Routes, the late end of the season is important for economic activity: ships in

transit and assets that have been deployed need to safely reach harbor or be shut down for

winter before the ice grows around them. In the increasingly ice-free summer Arctic shipping

lanes, not all vessels will be sufficiently ice-hardened and cannot function once freeze-up ini-

tiates. Already, non-ice-rated cruise ships are attempting the Northwest Passage [Schwartz,

2016]. Accurate forecasts of ice conditions allow operators to extend the season as long as

possible without risking ships, cargo, or personnel.

1.1.1 Role of ice formation in the climate system

The polar regions play a key role in the heat balance of the planet, as described in

Section 2.1.1. Sea ice cover insulates the polar oceans, and its formation is a natural effect of

the high radiative losses to the atmosphere from the Arctic Ocean during polar night. During

the freeze-up season, atmospheric thermal flux into the polar regions increases dramatically

with the increasing global gradient in surface temperatures [Serreze and Barry, 2005].

The role of melt in the feedback processes that are integral to the global changes in

climate gets most of the attention from the science community and the public. Loss of high-

albedo sea ice increases summer absorption of solar radiation, accelerating the total melt.

Declining amounts of thick, multi-year ice result in an overall thinner Arctic ice pack with

less volume of ice to melt in the summer before regions are ice-free. Not presented in these

descriptions of the feedback processes though is the late end of the season: each year ice

grows again, and for these effects to compound from year to year, the summer heat content

needs to somehow translate into reduced ice growth over the winter. Otherwise, feedback

effects may influence the current season but winter growth resets the system and year to year

ice extents would be uncorrelated outside of the global trends in climate and the influence

of multi-year climate modes.
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1.1.2 Economic interests in the Arctic

Increased open water in the summer Arctic Ocean opens up the region for economic

activity. Three primary uses dominate the plans for the emerging open Arctic: resource

extraction, shipping routes for linking the Atlantic and Pacific oceans, and tourism.

Ice-free routes through the Northwest Passage and North Sea Route present an al-

ternative to shipping through the Panama Canal or Suez Canal. For example, the North

Sea route offers a 40% decrease in travel distance between Shangai and Rotterdam [ABS,

2009]. While demand for ice-hardened vessels is certainly growing, the economic argument

for shipping through the Arctic is even more attractive if more conventional vessels can make

the trip in the summer.

Extensive rules have been developed with regards to Ice Class vessels meant for polar

and winter sub-polar transit [ABS, 2009], but there is significant variability in what can

qualify for polar travel. PC7 vessels are meant for transit through open water, and can only

navigate through thin ice cover. If ice formed too quickly blocking the route to safe harbor,

one of these vessels could be trapped over winter, likely suffering severe damage from the

mechanical stresses of ice growth. Accurate forecasts enable operation later into the season,

increasing the value of the region, while also protecting the fragile ecosystem from disaster.

Drilling operation requires open water to operate. BOEM [2013] described the lim-

itations experienced during the 2012 drilling season. Despite this being a record year for

minimum ice extent, the beginning of the drilling season was delayed by later-than-expected

retreat of ice in the Chukchi Sea. Drilling vessels had to halt operation, disconnect, and

move off of the first drill site twelve hours after starting because of a large, encroaching ice

floe. Forecasting support for operations is provided by Shell’s Ice and Weather Advisory

Center, a service that provides ice forecasts based (NOAA) on a combination of forecasts

from National Weather Service (NWS), National Oceanic and Atmospheric Administration

, and the Canadian ice services, as well as satellite imagery. While drilling operations in the
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Arctic are currently suspended due to low global oil prices, they are likely to resume at some

point [Harsem et al., 2013].

Drilling operations are often required to operate around subsistence hunting timing,

pushing the drilling season late into the fall (e.g., after October 3 in BOEM [2013]), stressing

the need for accurate freeze-up forecasts. Currently, drilling into hydrocarbon deposits must

cease well in advance of a date based on analysis of ice incursion into the area observed

from satellite measurements from earlier years. Adjustments to this date may be made

by agreement of the Bureau of Environmental Management and NOAA’s Ice forecasting

services, but it requires everyone agreeing on a forecasting methodology to do so, which is

still an emerging area of research. Further understanding of the processes that lead up to

freeze-up will improve this system.

As demonstrated in the BOEM [2013] report, there is significant economic interest

in being able to extend the season out as long as is safe. Getting assets that are not ice-

hardened stuck in the ice would be a major economic hardship, with potentially grave safety

and environmental consequences. Many of the regulations surrounding resource extraction in

the Arctic are written in order to provide adequate time for spill clean-up before ice growth

makes it impossible. Better ability to forecast freeze-up will make these more effective.

1.2 Scientific Questions

This dissertation considers the annual cycle in upper ocean heat storage and sea ice

growth. Chapter 3 defines the annual cycle outside the perennial ice edge. Chapter 4 finds

empirical relationships to estimate mixed layer depth in order to calculate upper ocean heat

content, which is related to delays in freeze-up date. Chapter 5 studies ice formation in

polynyas to determine if there is an upper limit to the rate at which ice forms in the ocean,

which would mean that the timing of freeze-up would have more of an impact on the end of

season thickness than if later-forming ice could grow faster. Finally Chapter 6 looks at end-

of-winter first year ice measurements to determine that the freeze-up date has a significant
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impact on the end of season thickness, but the trapped summer heat in the halocline also

slows ice growth over the winter. The following sections outline the discussions and analyses

in the following chapters.

1.2.1 How does the upper ocean temperature and salinity evolve throughout

the year and particularly prior to the onset of freeze-up in the Arctic

seasonal ice zones?

Gary Maykut outlined the process by which the exposed ocean surface mixed layer in

the Arctic cools [Maykut, 1985], enabling the surface to freeze. This evolution has not been

well described in the Arctic outside of the summer ice edge.

The mixed layer is the top 10-100 meters of the Arctic Ocean, defined by a strong

pycnocline separating the relatively fresh mixed layer from the more saline water layers below.

Energy fluxes across this boundary are typically relatively small, with a few exceptions in

areas of complex topography. In order for sea ice to form on the ocean surface, the surface

needs to cool to the freezing point. Unlike in a body of fresh water, the temperature of

maximum density is below the freezing point for saline water. This means that water that

is close to the freezing point does not float; the entire mixed layer needs to be cooled to

freezing before ice can form at the surface.

In the model presented by Maykut, two diagnostic terms describe the heat content

of the surface mixed layer of the Arctic Ocean: temperature and depth. Temperature is

the integrated effects of heat fluxes, and depth is a function of wind and ice drag (and

associated Ekman pumping and internal waves) and freshwater content. The combination

– some amount of water measured by the depth at some temperature above freezing – is a

total amount of heat contained in the surface layers. In order to freeze, this water must cool

to the freezing point through heat loss to the atmosphere at the surface [Maykut, 1985].

This chapter uses salinity and temperature measurements to characterize the seasonal

processes in the North American sector of the Arctic. Based on CTD profiles presented in
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the chapter, mixed layer temperatures at some latitudes have been warming since the early

1990s. Buoy observations suggest that the bulk of fall heat loss (70-80%) is through rapid

cooling events associated with storms. Unrelated to the cooling rate are pockets of warm

water trapped below the surface mixed layer in the highly stable summer halocline.

Hypothesis Seasonal cycles in temperature and salinity differ in the seasonal ice

zone versus the perennial ice pack. Heat is trapped in the summer halocline and persists

through freeze-up to slow ice growth later in the winter.

Approach Thermocline and halocline depths in observed temperature and salinity

profiles are compared to determine how often significant amounts of heat are found in the

summer halocline. These profiles are then classified based on idealized seasonal profiles

derived from the literature. The relative fractions of each profile classification show the

difference in seasonality between inside the perennial ice edge and outside.

1.2.2 Can mixed layer depth be estimated without a direct measurement in

order to calculate heat content?

The heat content of the summer mixed layer is the driving factor in delayed freeze-up

dates. The heat content is the integrated heat stored in the water column in the mixed

layer, the product of the temperature (relative to the freezing point) and the depth of the

mixed layer. The actual processes determining the mixed layer depth are a complicated

combination of atmospheric forcing (wind-driven mixing and convective mixing due to cooling

at the surface), internal ocean processes, and geographic and seasonal factors. Many of

these same processes also determine the mixed layer temperature, often measured as the sea

surface temperature. This chapter describes a method for calculating empirical relationships

between these factors and direct measurements of mixed layer depth in order to estimate the

mixed layer depth in locations without direct observations.

The heat content estimates determined using the empirical relation method correlate

better with fall freeze-up dates than does the approach of using a fixed mixed layer depth
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for the whole basin.

Hypothesis Wind speeds and air temperatures are correlated with mixed layer

depths in some locations. These provide a means of estimating mixed layer depth in locations

without direct measurements and therefore for estimating upper ocean heat content.

Approach Direct measurements of mixed layer depth are compared to local air

temperatures and wind speeds along with geographic parameters and surface temperatures.

The factors with the strongest correlations are identified for each region within the Arctic and

used to determine an empirical relationship for estimating mixed layer depth from reanalysis

or remotely-sensed products. Heat content is then calculated and trends identified.

1.2.3 Is there an upper limit to the rate of ice growth at the beginning of

the winter season?

Antarctic coastal polynyas offer an interesting comparison to ice growth processes in

the Arctic. On their own, polynyas may offer clues to the increasing ice extent observed in the

Antarctic, especially in the Ross and Weddell sea regions. For this project though, polynyas

offer an analog to late season ice growth in the Arctic. With warmer ocean temperatures,

the onset of freeze-up is delayed to later in the winter. By the time the ocean surface is cool

enough to form ice, the atmospheric and radiative forcing will be more wintry and ice growth

will proceed faster than if the ocean surface had been able to start to freeze in October as

in previous decades. Polynyas are an extreme case of this: open water preconditioned to

freezing temperatures forms ice very quickly on exposure to the cold winter atmosphere.

Studying polynya dynamics removes some of the variability of weather conditions in

order to capture the heat fluxes associated with ice formation. While the expansion phase

(open water area getting larger) polynya dynamics are dominated by the wind effects, during

the closing phase (open water area getting smaller) polynyas more closely resemble the

conditions under which Arctic sea ice forms. Leads and sensible heat polynyas in the Arctic

provide another means for comparison. All show very similar upper limits to ice growth
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rates, approximately 0.12 cm/day Hirano et al. [2016].

Polynyas also show that ice can form very quickly under the right conditions - if by

the time ice is growing in the Arctic the atmosphere is very cold, the growth rates will be

faster than if ice is forming under a slightly warmer atmosphere. The comparison between

these cases (slow growth at the onset of winter or fast growth delayed by the warmer ocean)

can be constrained by the polynya ice growth case.

This chapter considers the case of the Terra Nova Bay polynya using campaign data

from 2012 in addition to available observations of ice growth rates from the literature.

Hypothesis In observations of closing phase polynya ice growth, heat fluxes in the

polynya setting are similar to the Arctic freeze-up case. Ice growth rates under these forcing

conditions may be high enough to compensate for some delay in the onset of ice growth in

end of season ice thickness.

Approach Ice growth rates in the Terra Nova Bay polynya are calculated from bulk

formulations of surface fluxes, in situ meteorological measurements, and surface temperature

retrievals. These estimates are then compared to ice growth rates from polynyas and leads

reported in the literature and to observed ice growth rates from drifting Ice Mass Balance

buoys in the Arctic.

1.2.4 Is first-year ice thickness changing, and what factors are driving these

changes?

Delayed freeze-up is hypothesized to result in thinner ice pack, but ice growth rates

are inversely proportional to the amount of ice insulating the warm ocean from the cold

atmosphere. If ice is starting to grow later into the winter when the atmosphere is colder,

the temperature differential between the ocean and atmosphere will be greater, suggesting

that ice will grow faster than it would earlier in the season. Higher rates of energy transfer

between the ocean and the atmosphere result in faster growing ice, as can be observed in

the extremely high growth rates in Antarctic polynyas.
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It is well known that the increasingly first-year ice dominated Arctic has a thinner total

ice pack than in the multi-year ice packs of previous decades. Within the areas of first-year

ice though, are there significant trends in ice thickness? Is there a correlation between ice

thickness at the end of the season and the date of freeze-up? Is the summer heat content, and

especially that which may be trapped in the summer halocline, influencing the end-of-season

ice thickness?

Hypothesis Small changes in the date of freeze-up do not make a significant dif-

ference on the end-of-season undeformed first year ice thickness. Inter-annual variability in

atmospheric forcing is a much larger factor than lost growth days due to a late freeze-up

date, though a shortened growth season will also make a difference in the end of season

thickness. Oceanic heat flux from trapped summer heat further reduces the ice thickness in

addition to delaying freeze-up.

Approach End-of-winter first-year ice thickness measurements from IceBridge cam-

paigns will be traced back through time using ice motion products to determine when and

where they first froze up. Atmospheric forcing along the path is retrieved from reanalysis

products and integrated using a simple one-dimensional sea ice growth model. The rela-

tive contributions of atmospheric forcing, length of ice growth season, and summer ocean

temperatures are then found through a multiple regression approach.



Chapter 2

Background

This thesis focuses on ice formation in the Arctic, using specific features in the Antarctic

to help explain the processes at work in the north. In order to put this in context, this chapter

presents a high-level overview of the Arctic climate system including the water masses in

the Arctic Ocean, an overview of surface heat fluxes in the context of ocean and ice-covered

surfaces, some information on the density and freezing point dependence on temperature

and salinity, and a description of the stages of ice growth.

2.1 Arctic climate system

The global climate system is fundamentally a mechanism for maintaining a neutral

heat balance on the planet. High solar radiation at the equatorial latitudes is balanced by

negative net radiation at the poles [Trenberth and Caron, 2001]. Global climate is driven by

the transfer of heat from the regions of positive net radiation to the regions (high latitudes)

of negative net radiation. The atmosphere and ocean both contribute to this process – the

atmosphere on much shorter time scales than the ocean.

The net horizontal transfer of energy into the polar regions is balanced by the high

rates of radiative cooling in the polar regions, especially in the Arctic where the Arctic Ocean

acts as a heat sink for the rest of the planet. Inflow from the warmer Atlantic (and to a

lesser degree the Pacific) Ocean keeps the deeper waters in the Arctic relatively warm, and

the cooling of these waters drives thermohaline circulation in the North Atlantic.
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In response to the extreme cooling at the poles, sea ice forms to cover the surface of

the ocean. There is some seasonal latitude dependence based on the atmospheric conditions

driving the surface freezing: during the winter, the ice pack grows to cover the entire Arctic

Ocean, the Bering, Barents, Labrador, and other neighboring seas. Ice extends along the

coast into the Gulf of Alaska, along Greenland, and along the eastern coast of Russia. Once

the days start getting longer, the radiative balance shifts, the atmosphere warms, and the

ice along the edges of the pack begins to melt and break up. Ice retreats throughout the

summer until roughly the fall equinox, when the radiative balance once again shifts towards

ice formation.

This annual pattern has changed dramatically with global warming. Summer temper-

atures in the Arctic have increased precipitously, at a rate of nearly twice the global average

[Screen and Simmonds, 2010]. The resulting impact on the ice pack has been dramatic:

summer ice extents have decreased by more than 30% over the years 1980-2014 [Stroeve

et al., 2012]. This decrease is primarily visible in the dwindling amount of multi-year sea

ice, which is typically thicker ice and more resistant to melt in the summer.

In the Arctic, winter extents have not decreased comparatively as much as summer

ice extent, creating an environment dominated by first year ice. In order to understand this

environment, an exploration of the geography of the area – both in terms of the structures

in circulation and in atmospheric forcing and the vertical stratigraphy of the Arctic Ocean

water masses – is required, as is addressing the processes which drive the increasing summer

melt. Both of these depend on the role of the polar regions in the global climate, as driven

by the radiative forcing and corresponding global circulation.

2.1.1 Seasonal radiative forcing and global circulation

At the equatorial latitudes, solar radiation incident on the Earth’s surface is higher than

the outgoing long wave radiation, resulting in net warming. This heat energy is transported

poleward by the oceans and atmosphere to even out the radiation budget, as illustrated by
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Figure 2.1: Solar radiation heats the tropics. Global heat transport moves this en-
ergy towards the poles, where it is emitted as long wave radiation. Figure copied from
http://www.ucsusa.org/sites/default/files/legacy/assets/images/ce/conveyor-belt.gif.

Figure 2.1.

The ice cover in the Arctic Ocean minimizes solar radiation input into the Arctic Ocean.

Sea ice has a significantly higher albedo in the visible spectrum than open ocean, typically

by a factor of 4 to 6 (and higher when the ice has new snow cover). Ice cover also insulates

the ocean, moderating the emitted longwave radiation over the winter months.

In the ocean, these processes manifest as the major global currents driven by thermo-

haline circulation. Currents of warmer waters near the surface are cooled by the atmosphere

at the higher latitudes, and the resulting sinking process keeps the conveyor belt moving.

The northern North Atlantic and points surrounding the Antarctic continent are the major

locations of surface water mass subduction. These areas are where much of the heat absorbed

in the equatorial regions is released to the atmosphere.
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Figure 2.2: Global currents driven by thermohaline circulation. The north Atlantic is the
site of much of the water mass modification driving the Atlantic leg of the overturning
circulation. Figure copied from http://www.ucsusa.org.

Ocean heat transport moderates global climate. The ocean holds 90% of the heat added

to the earth system since the onset of greenhouse-gas driven climate change. Because water

moves slowly relative to systems in the atmosphere, the global transport of heat through

thermohaline circulation acts to moderate short-term fluctuations in climate.

2.2 Structure of the Arctic Ocean

The global circulation patterns notably miss the Arctic Ocean, as illustrated in Figure

2.2. It is at the northern end of the North Atlantic that warm surface water cools and

subsides, eventually forming the deep water that fills the deep Atlantic and keeps the ther-

mohaline conveyor belt moving. There is very limited connection between the Arctic Ocean

and the Pacific on the other side. At its narrowest, the Bering Strait is only 50m deep and
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85km across.

The transpolar current is driven by the sea surface height differential between the

Atlantic Ocean and the Pacific Ocean. Higher salinity (and therefore higher density) in

the North Atlantic than the North Pacific results in a 2 meter differential in sea surface

height across the Arctic Ocean. This sets up bulk flow across the Arctic Ocean from the

Pacific sector to the Atlantic sector, with sea ice and ocean water being exported through the

Fram Strait near Greenland. Pacific water flows into the Arctic Basin through the Bering

Strait (left side of Figure 2.3), though the amount of total flow is severely limited by the

bathymetry. Pacific water is subducted under the surface mixed layer, into an intermediate-

depth layer characterized by moderately cool temperatures and moderate salinity [Jones

et al., 1998]. On the Atlantic side (right in Figure 2.3), highly saline surface water in the

northern North Atlantic cools on contact with the sea ice and the cold polar atmosphere.

This increases the density, and some of the Atlantic water is subducted underneath the upper

layers of the Arctic. Most cools and forms the North Atlantic Deep Water that moves south

through the deep parts of the Atlantic Ocean and drives thermohaline circulation.

In addition to the transpolar drift, there are some regular current systems that have

significant impacts on the ice environment. The Beaufort Gyre is an anti-cyclonic system in

the Beaufort Sea. It is largely responsible for the clump of multi-year sea ice that is found

against the northern coast of Greenland, but also for the advection of this ice out away

towards the northern coast of Alaska where summer temperatures melt ice and leave large

expanses of open water.

In order to really understand the processes surrounding freeze up in the Arctic, a

closer look at the structure of the vertical stratigraphy near the surface is required. This is

a little complicated, as the vast majority of studies have looked at the stratigraphy in the

ice-covered ocean, but the literature on the open Arctic Ocean is growing with the changing

climate. Most of the deeper layers exhibit little change, but the the mixed layer becomes a

far more dynamic and interesting place when there is no ice layer above insulating it from
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Figure 2.3: Major currents in the Arctic Ocean. Bulk transport is from the pacific sec-
tor to the Atlantic sector due to the sea surface slope set up by the differing densities of
Pacific water (lower salinity) and Atlantic water (higher salinity). Image reproduced from
http://www.divediscover.whoi.edu/arctic/images/ArcticCurrents-labels.jpg.

the atmosphere.

2.2.1 Water masses

This presents a dilemma though: how does sea ice form if there is constantly heat

being pumped in with the water masses from lower latitudes? The stratigraphy of the Arctic

Ocean water (Figure 2.4) is critically important for the sea ice at the surface. These layers

are stable in buoyancy . The surface layer is less dense than the layer below it and the layers

below that. This results in very little mixing between layers, limiting the ventilation of the

Arctic Ocean but keeping the larger seasonal temperature swings limited to the upper ocean.
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Figure 2.4: Simplified diagram showing the layers in the Arctic Ocean, as observ-
able on a transect from the Bering Strait to the Fram Strait. Figure copied from
http://en.wikipedia.org/wiki/Arctic Ocean.

2.2.1.1 Seasonal layers

At the surface is the polar mixed layer (a longer discussion of the terminology related to

the upper ocean is in Section 3.1.1), which will be discussed in great detail throughout this

project. It is significantly fresher than any other layer in the Arctic Ocean, and in fact fresher

than any other major ocean water mass globally [Morison et al., 2012]. A combination of

river discharge, precipitation, and the seasonal cycle of sea ice melt maintain this low salinity.

This is the layer that reaches the freezing point and allows ice to exist, but also the layer that

responds to atmospheric forcing and is highly dynamic. Included in this “layer” are a number

of features and complexities, which are discussed more later. These features include a near

surface temperature maximum (NSTM) that has been getting warmer and more consistently

present over the last decades, and a strong seasonal signature resulting in a summer mixed

layer that forms at the top of the winter mixed layer. These features are discussed at length

in Chapter 3.

Figure 2.5 shows profiles of the Brunt-Väisälä frequency (N) in the Beaufort Sea

(seasonally open ocean) and the central Arctic (year-round ice cover). The Beaufort Sea

is significantly more stable in its stratification as indicated by the large values of N. This

is especially true in the top few tens of meters, where the mixed layer sits. As indicated
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responsible for determining internal wave energy and mix-
ing. The more recent estimates of diffusivity in the Beau-
fort Sea (Louis 2007 and three profiles from NPEO 2008)
are somewhat higher than the values from AIWEX. Values
from summertime when ice is thin and free to move (Louis
2007) and from springtime when ice is thicker and more
compact (NPEO 2008) are similar. Analysis of the MMP
data from 2007 to 2010 reveals that although the spring of
2008 shows the highest diffusivities, typical diffusivities in
spring are either less than or of the same magnitude as
those in summer (see inset Figure 5). This whole period
comes immediately after the 2007 Arctic sea ice minimum
and significant increases in the freshwater content of the
Beaufort Sea [McPhee et al., 2009; Morison et al., 2012;
Proshutinsky et al., 2009].

[35] In the presence of an ice cover, internal wave energy
and background mixing may be most sensitive to upper
ocean stratification. Internal wave energies and the conse-
quent deep background mixing are about a factor of 5 lower
in the Beaufort Sea than in the central Arctic Ocean. These
regions should have similar internal wave forcing; indeed
we might expect stronger forcing in the Beaufort Sea
region where record reductions in the sea ice have
occurred. For the Beaufort Sea, the effect of stronger near-
surface stratification (Figure 7a) on internal wave dissipa-
tion in the boundary layer immediately under sea presents a
possible explanation for persistently low internal wave
energies and mixing.

[36] Internal wave energy is dissipated in oscillating
boundary layers under sea ice, and this process limits
steady state internal wave energy [Morison et al., 1985;
Pinkel, 2005]. As illustrated in the schematic of Figures 8a
and 8b, the surface boundary condition for internal wave
horizontal velocity is free in open water, but under ice a
no-slip boundary condition applies. The influence of the
no-slip boundary condition imposed by the ice on internal
wave velocities increases with degree of stratification
below the mixed layer. Considering the normal modes of

internal waves, the velocity corresponding to each mode
just outside the under-ice boundary layer (e.g., at the base
of the mixed layer) is proportional to the vertical derivative
of the corresponding displacement mode shape. This is
illustrated in crude fashion by comparing the first mode
behavior in a two-layer ocean with deep (Figure 8b) and
shallow (Figure 8c) upper layers. If near-surface stratifica-
tion is increased, due either to freshening or shoaling of the
mixed layer, the horizontal velocity associated with each
mode is increased relative to the velocity at greater depth.
For a given internal wave energy at depth, an increase in
near-surface stratification will result in greater internal
wave horizontal velocity approaching the surface and
greater dissipation in the turbulent under-ice boundary
layer. This being the case, we should expect to see perpetu-
ally lower internal wave energy in the Beaufort Sea where
near-surface stratification is greater than in the Nansen and
Amundsen basins (Figure 7a). Other things being equal, we
might also expect internal wave energy and mixing to
decrease after a major surface freshening as occurred in
2007–2008. Dominance of under-ice boundary layer dissi-
pation in Arctic internal wave dynamics may account for
the negative correlation, r¼"0.59 significant at the 0.05
level, between XCP survey average mixing and near-
surface stratification (Figure 7b). The MMP record from
summer 2007 indicates that the diffusivity estimated by the
Louis 2007 XCPs is anomalously high. Removing the
mean diffusivity value of the Louis 2007 data strengthens
the negative correlation of diffusivity with stratification to
r¼"0.71.

[37] We explore the influence of stratification and bound-
ary layer dissipation on internal wave energy by extrapolat-
ing on the results of Morison et al. [1985]. To estimate the
dissipation of internal wave energy in the boundary layer
imposed by the no-slip condition at the ice-water interface,
Morison et al. [1985] drove an oscillating boundary layer
model [Long, 1981] with a discrete spectrum of horizontal
velocities representing free-stream internal wave horizontal

Figure 7. Comparisons of XCP survey stratification and mixing coefficients (a) Brunt-V€ais€al€a fre-
quency, N, profiles versus depth for XCP for Beaufort and central Arctic Ocean surveys and average re-
gional N profiles (thick lines). (b) XCP-survey-averaged mixing coefficients plotted versus survey-
averaged N in the upper part of the ocean.
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Figure 2.5: Brunt-Väisälä frequency profiles for the central Arctic and the Beaufort Sea. In
the Beaufort Sea, highly stable layers at the ocean surface prevent deep mixing. Reproduced
from Guthrie et al. [2013].

in the right panel, higher Brunt Vaisala frequencies correspond to lower mixing coefficients

and less heat transport across the layers [Guthrie et al., 2013]. In the central Arctic, weak

vertical diffusion has been observed on other occasions, and modeling confirms that in order

to maintain the cold halocline, vertical mixing across the boundary is necessarily weak [Fer,

2009].

Mixed layer dynamics

Figure 2.6 illustrates the seasonal changes in the central Arctic. In the summer, sea ice

melts, releasing fresh water into the upper ocean. This fresh water flux creates the summer

halocline, with low-density water sitting at the top of the deeper and more saline winter

mixed layer. Solar radiation entering through openings in the ice cover warms the upper

ocean at a rate exponentially decreasing with depth, accelerating the melting and fresh water

flux at the surface. This warming is primarily above the summer halocline in the central

Arctic [Bourgain and Gascard, 2011].

Stratification in the upper Arctic Ocean has changed over the last few decades with

increasing ice melt. The most stratified part of the Arctic Ocean is the near surface lay-
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which is directly affected by surface winds (Arctic Oscillation, AO).
For instance, a high AO index results in an eastward component of the
winds over the Laptev Sea driving the fresh Siberian shelf waters from
the Eurasian basin to the Makarov basin (Steele and Boyd, 1998).
The relatively fresh waters originating from the Pacific and entering
the Arctic Ocean through Bering Strait, influence the salinity gradient
profile of the Canadian basin halocline (Shimada et al., 2005; Steele
et al., 2004) explaining why typical Eurasian basin and Canadian
basin haloclines have a different shape (see Fig. 6—left panel).
Moreover, depending on the season, Pacific waters influence the
halocline by introducing either a shallow temperature maximum
near 50 m depth (the Summer Pacific waters) or a deeper minimum
temperature around 100 m depth (the Winter Pacific waters). These
Pacific waters are not present in the Eurasian basin. The warm and
salty Atlantic waters entering through Fram Strait or crossing the
Barents Sea, influence the Arctic water column stratification at greater
depths (300–800 m) (Rudels et al., 1996) and constitute the main
reservoir of heat for the whole deep Arctic basin. They are an
important source of heat and salt for the Lower Halocline waters.

In addition, the halocline can also be affected by local processes
such as diffusion or double diffusion, triggered by the presence of
strong temperature and salinity gradients due to warm and salty
waters underlying fresher and colder waters above (Fig. 1—middle
panel). Actually, a stronger Atlantic water mass can lead to a
warming and a salinification of the interface between the Atlantic
layer and the halocline (Polyakov et al., 2010) and decrease the
temperature gradient in the upper part of the thermocline.

Finally, the top of the halocline (underneath the mixed layer
base) is strongly affected by seasonal processes (Morison and
Dungan Smith, 1981). During the winter, brine rejection
(Fig. 1—middle panel) resulting from sea ice formation, implies a
cooling and a salinification of the upper layers of the water
column. Convection (Fig. 1—right panel) deepens the mixed layer
and could, in absence of the halocline, reach the thermocline and
increase the temperature gradient in the upper part of the
thermocline (Rudels et al., 1996, 2004; Kikuchi et al., 2004). When
the melting season begins, the fresh water due to sea ice melting
covers the surface layer and, as a result, the mixed layer is much
thinner than during the winter. Consequently, the upper ocean
stratification increases significantly during the summer. Moreover,
incoming solar radiation trapped by the ocean surface layer
increases the sea surface temperature and the upper ocean heat
content. There appears a temperature maximum very near the
surface (Toole et al., 2010) but well above the first temperature
maximum at about 50 m depth related to Summer Pacific water.

According to Steele and Boyd (1998), the halocline underwent
some drastic changes in the early 1990s and even disappeared from
time to time. They based their analysis on a ‘‘salinity tracer for the
presence or absence of the cold halocline layer’’ (CHL). According to
them and based on this tracer definition, the CHL ‘‘disappeared’’
from the Eurasian basin during the early 1990s due to a shift in the
atmospheric wind forcing that would have changed the destination
of the fresh Siberian shelf waters flowing into the deep Arctic Ocean.
Boyd et al. (2002) and Bjork et al. (2002) evidenced a ‘‘partial
recovery’’ of the Arctic cold halocline in the late 1990s.

As a key feature to understand the role of the ocean on the sea
ice mass balance, the Arctic Ocean halocline and its spatiotem-
poral variability requires serious attention. This paper addresses
two important questions: (1) Do we have a reliable definition of
the Arctic Ocean halocline and if not, how can we best define it?
(2) Is the Arctic Ocean halocline highly variable in the context of a
highly variable Arctic sea-ice cover as observed during recent
years? If that was the case, one might suspect the warm water
masses circulating within the upper part of the halocline (the
Summer Pacific water) and deeper underneath the halocline
(the Atlantic Water) to contribute significantly to the drastic
sea-ice melting observed during recent years.

In the following, based on a large data set collected in the
central Arctic basin from 1997 to 2008 during several field
campaigns, the definition of the halocline and the choice for an
appropriate halocline tracer and index will be discussed. Then, the
paper will focus on the halocline spatiotemporal variability
observed during the past 11 years as a prerequisite for estimating
the potential contribution of the oceanic heat flux to sea-ice
melting (not part of this paper).

2. Data and method

2.1. Data collection

Thanks to a remarkable cooperation among Arctic scientists
from many countries, more than 18,000 CTD vertical profiles were
collected from 1997 to 2008 in the deep Arctic Ocean (Table 1). It
includes data from icebreaker campaigns, from drifting platforms
and even from aerial survey and submarine cruises. Note that
observations collected in shallow waters (Arctic shelves) are not
included in this study. Noticeably, about two thirds of the data set
were collected during the fourth International Polar Year, in
2007–2008 (Fig. 2).

Fig. 1. Schematic views of the different processes influencing the Arctic Ocean halocline: advection (left panel), small scale processes (mid panel), seasonality (right panel).
On the advection scheme, the effects of the river runoff, the advection of Pacific waters and Atlantic waters are represented in blue, green and red, respectively. On the
small scale processes scheme, the effects of the brine rejection and diffusion/double diffusion are represented in blue and red, respectively. The seasonality scheme focuses
on the upper layers of the water column. The blue and red profiles correspond to winter and summer type profiles, respectively. Only the effects of the summer are
represented in red (as the winter effects are in direct opposition to the summer effects). (For interpretation of the references to color in this figure legend, the reader is
referred to the web version of this article.)

P. Bourgain, J.C. Gascard / Deep-Sea Research I 58 (2011) 745–756746

Figure 2.6: Seasonal and process-based evolution of the surface mixed layers as presented in
Bourgain and Gascard [2011]. The primary interest for this study is in the seasonal cycle in
the right panel.

ers (above 50-100m depth) and includes the summer halocline and mixed layer. The mean

annual depths of the summer halocline have shoaled over time [Jackson et al., 2010]. Evi-

dence suggests that the winter mixed layer under year-round ice cover has become shallower

over time too, from approximately 50m in the 1980s to approximately 25m in the 2000s

[McLaughlin et al., 2011, Toole et al., 2010].

2.2.1.2 Deep ocean water masses

Pacific Water In the Pacific sector, water from the Pacific Ocean forms the next

layer down. This is more saline than the surface mixed layer, but the Pacific Ocean water is

less saline than Atlantic water, allowing it to persist as a layer between the two. As it gets

further from the Bering Strait, the Pacific Ocean water is more likely to have been entrained

into either the mixed layer or the Atlantic halocline, and is less likely to be distinguishable

as a separate water mass by the time it gets to the Atlantic sector.

Pacific origin waters take two forms based on the season and the pathway across

the Chukchi: Pacific Summer Water (PSW, Salinity 33.1 p.s.u., [Coachman et al., 1975,

McLaughlin et al., 2011]) and Pacific Winter Water (PWW, salinity > 33.8, [McLaughlin
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et al., 2011, Weingartner et al., 1998, Pickart et al., 2005, Shimada et al., 2005, Woodgate

et al., 2005]). Observations of PSW show it increasing in heat and decreasing in salinity,

along with thickening as a layer [Timmermans et al., 2014] since the early 2000s. In the

Canadian waters, the PSW, modified over the summer in the Chukchi sea [Steele et al.,

2004, Timmermans et al., 2014], is found below the winter halocline.

Atlantic Water The Atlantic halocline is obvious as an increase in both salinity

and temperature. Atlantic water is warmer than the mixed layer temperatures (at least

in the winter, in the recently open ocean during the summer this is often not the case),

but maintains a higher density through the dramatic increase in salinity that occurs in the

Atlantic Halocline layer. Below that, Atlantic water is more constant with depth in both

salinity and temperature.

As discussed previously, the warm Atlantic layer sits deep in the Arctic Ocean, well

insulated from the surface layer. To verify that historical understanding of mixing across

this boundary still holds in the modern Arctic – if deep mixing has increased with the

increasingly open summer ocean – Guthrie et al. [2013] compared recent and historical mixing

observations and found no significant change from the historical records. The Beaufort Sea,

which melts out before the central Arctic (still ice covered through the summer) or the

eastern Arctic Ocean, exhibits lower deep mixing and internal waves than the central Arctic

because of increased stratification [Guthrie et al., 2013]. Freshening of the surface layer due

to ice melt and river water input has dramatically increased the stability of the ocean near

the surface.

Heat flux upwards from the Atlantic layer in the Barents Sea is similarly modulated

by the stratification and stability in the seasonal mixed layer [Lind et al., 2016]. Initial

modeling studies suggest that tidal forcing leads to some ventilation of heat from the Atlantic

water, but there have not been comprehensive studies of these processes [Holloway and

Proshutinsky, 2007].

Arctic deep water Arctic deep water is both highly saline and very cold, making
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it more dense than the water layers above. It fills the basins in the deep Arctic and inhibits

mixing down to the bottom, which is what causes the upper Arctic Ocean to be low in

nutrients for primary production [Aagaard et al., 1981].

2.2.1.3 Fresh water input

Figure 2.7 shows the major river systems discharging into the Arctic Ocean. While

much of the sub-polar region is fairly dry, there is a tremendous amount of water that

eventually gets funneled into the Arctic Ocean from the larger Arctic basin. The remarkably

low salinity in the upper Arctic Ocean is due in part to the contributions from these river

systems. In the winter, when precipitation in the sub-polar regions is largely in the form of

snow, there is very little discharge into the Arctic Ocean. Once this snow starts melting in

the spring though, there is a large seasonal pulse of freshwater input. Especially near the

major river outlets, freshwater input can have a dramatic effect on the surface ocean.

Studies have used oxygen isotope analysis to attribute sources of freshwater runoff to

either meteoric (derived from snow or rain) or sea ice meltwater sources. Rainfall and river

runoff cannot be distinguished in this manner, as both river runoff and rainfall come from

meteoric water sources ultimately [Yamamoto-Kawai et al., 2009].

Yamamoto-Kawai et al. [2009] shows that in the central Arctic, sea ice meltwater

increased by the equivalent of 1.3 m year−1 of sea ice. River runoff from the Mackenzie River

contributed an anomalously large amount of freshwater in 2007, a record minimum summer

ice extent year. In the Eurasian Arctic, river runoff from the six largest rivers increased

by 7% over the period from 1936 to 1999. These changes were due to both changes in

the North Atlantic Oscillation (patterns of weather systems associated with low pressure

systems over Iceland) and the increasing air temperatures [Peterson et al., 2002], which are

both factors in the North American Arctic as well. This magnitude of increase in freshwater

flux is certainly changing the stratification in the upper ocean. There is limited evidence

for increases in precipitation in the Arctic, from observational and modeling studies which
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show that the largest increase in precipitation may occur near the sea ice edge [Kattsov and

Walsh, 2000]. Fresh water in the Beaufort Gyre increased between 2003 and 2010, likely due

to increasing sea ice melt, but decreased in 2010-2012, suggesting a shift in the circulation

patterns [Krishfield et al., 2014]. When considering previous studies of freshwater sources,

Yamamoto-Kawai et al. [2009] concluded that the meltwater component of the surface waters

in the southern part of the Canadian Basin has been increasing at 0.27m year−1 since the

late 1980s. A conceptual model of the central Arctic Ocean suggests that the halocline depth

should increase with increasing freshwater content [Pemberton and Nilsson, 2016].

The cool summer atmosphere over a cold ocean means that there is significantly less

evaporation than there would be in more southern latitudes. Much of the Arctic Ocean is

covered in ice year-round, and what is exposed in the summer freezes over in the dry winter,

further limiting the potential evaporation. There is some sublimation, but the overall levels

are extremely low [Liston et al., 2004]. The net precipitation (high, when the inputs from the

broader Arctic basin are included) minus evaporation (low) makes the Arctic Ocean highly

stratified, where the surface layer is significantly fresher than the deeper ocean.

As described in Section 3.1.1, the Arctic Ocean is highly stratified with a mixed layer

at the surface. This layer is quite fresh relative to the deeper Arctic Ocean and to global

mean ocean salinities in general, allowing it to float above the warmer layers at depth. A

strong pycnocline determined by this salinity gradient separates the mixed layer (ML) from

the deeper ocean.

At the end of the summer, the heat stored in the upper ocean has to be removed in

order for the surface to freeze. With saline water, the temperature of maximum density is

less than the freezing point. In fresh water, i.e. a lake, the entire body of water could cool

to 4◦C , at which point any additional cooling at the surface would result in less dense water

which floats at the surface and freezes. Ice forms with the bulk of the lake still well above

freezing. In the ocean, the cooling water no longer floats. It is because of the mixed layer

stratification though that the entire ocean body does not need to cool to freezing: less saline
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Figure 2.7: Major river systems that feed into the Arctic Ocean. These con-
tribute to the remarkable freshness of the upper Arctic Ocean and the dra-
matic salinity gradients that maintain stable stratification. Image reproduced from
http://www.arctic.noaa.gov/detect/detection-images/land-arctic-rivers gro.jpg

but colder water still floats on more saline but warmer water. Only the ML needs to reach

freezing – cooling 10-100 meters of water is far more possible than cooling the entire 3000+m

of water column in some of the Arctic basins.

2.2.2 Processes governing melt

The primary motivation for studying the freeze-up part of the annual sea ice cycle is

to understand the magnitude of feedback effects on the Arctic climate.

When ice melts out in the summer, it exposes the ocean surface to solar radiation.

With attenuation values around 0.04 m−1, the upper ocean absorbs some sunlight and this

warms the water. Conventional knowledge suggests that water above the freezing point
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sources heat to ice floes through diffusion, wind-driven mixing, and lateral advection and

melts remaining ice until there is no ice left locally. At this point the water in the upper

ocean can warm, often getting to several degrees above the freezing temperature [Bradley

et al., 2015]. There are several processes that occur during the melt season from late April

until the end of the summer which make ice melt proceed quickly.

Solar radiation is largely reflected by fresh snow (albedo of approximately 0.9), but as

the snow ages and snow grain metamorphosis progresses, the albedo declines. As the Arctic

gets more and more sunlight in the spring, this declining albedo means that more and more

sunlight is absorbed by the snow pack until the snow melts. Absorption of solar radiation in

the snowpack accelerates grain metamorphosis, with surface melt on snow grains refreezing

into larger, rounder crystals.

Once the snow starts to melt, the water needs to go somewhere. Water melting out

of the snow pack can pool to form melt ponds, which over first year ice are typically large,

shallow, and cover a large fraction of the surface. The undeformed ice has few natural

locations for water to pool, so it spreads over the surface into the shallower ponds. Multi-

year ice tends to be more deformed, and the snow meltwater pools into deeper but spatially

smaller pools [Polashenski et al., 2012].

Meltwater ponds have a lower albedo than the surrounding snow, so incoming solar

radiation is absorbed more in these areas, warming the water and accelerating ice and snow

melt. Ponds melt through the ice cover down into ocean, opening up pockets of water al-

lowing solar radiation into the ocean where it can warm the surface layer. Thin ice is more

transmissive to solar radiation, with thick (2m) ice blocking 99% or more of the photosyn-

thetically active radiation from reaching the ocean [Taskjelle et al., 2015]. First-year ice has

a consistently lower surface albedo than multiyear ice due in large part to the difference in

melt pond cover, resulting in more solar heat going to first melting the ice cover and then

warming the upper ocean [Perovich and Polashenski, 2012].

Warming water underneath the ice then melts the bottom of the sea ice. Bottom
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melt can account for most of the total ice melt, especially in the Beaufort Sea [Perovich

et al., 2008]. Meanwhile, water in the melted-through ponds and former leads is warming

and melting ice laterally. Once the snow is all melted off, the ice surface exposed to solar

radiation melts as well. These processes are all melting ice, and ice floes decompose into

brash ice and then just open water.

Meanwhile, at the edge of the ice pack warmer water from the south interacts with the

ice edge, accelerating melt. Weakened ice in this region is especially susceptible to waves,

which generate from wind across the open water south of the ice pack. The interactions of

waves with the ice pack have not been well characterized in the Arctic due in part to the

limited number of years that there has been sufficient fetch for waves to be an significant

factor. In general, waves interact with the ice edge, breaking up larger floes. Floe breaking,

combined with the melting processes and wind moving ice floes around, creates the Marginal

Ice Zone at the edge of the ice pack. This region is defined as being between 15% and 80%

ice cover, and has the most extreme albedo feedbacks because of the large amount of open

water.

The characteristic that is most important amongst these processes is that they are pos-

itive feedbacks: melting begets more melting. The prevalence of positive feedback processes

related to sea ice melt is a major contributing factor to Arctic Amplification.

2.2.3 Arctic amplification

Arctic amplification is the phenomenon in climate science in which the Arctic has

warmed at rates nearly twice those of the rest of the planet. Though many of the mechanisms

involved are still debated, the role of sea ice and the feedback processes associated with its

melt seem to play a central role [Screen and Simmonds, 2010]. Models predict a more

significant warming over the coming century than has been seen in observations so far,

suggesting to some that the concept of Arctic Amplification is overstated in the long-term

projections. Analysis of available observational records and short-term modeling efforts



27

suggest that the Arctic is rather in a state of pre-conditioning and will warm at higher rates

with the loss of ice cover [Serreze and Francis, 2006].

Atmospheric warming is greatest near the surface and has tracked the loss of sea ice,

supporting the role of ice cover-air temperature feedbacks as a primary mechanism for this

warming [Screen and Simmonds, 2010]. That said, there is still (by some measure) significant

ice present in the summer months limiting the amount of surface air temperature change

that can occur over the central Arctic. The increasing length of the melt season and the

ongoing retreat of ice is evidence for the pre-conditioning of really accelerated climate change

in the Arctic [Serreze and Francis, 2006].

The remarkable loss of summer sea ice extent is also contributing to this feedback:

multi-year ice (that which has survived one or more summer melt seasons) is far more resilient

than first-year ice. MY ice is thicker (more volume) [Maslanik et al., 2007], accumulates more

snow [Webster et al., 2014], and less prone to albedo feedbacks from melt ponds on the surface

[Webster et al., 2015]. An ROV study under Arctic sea ice in the summer found that first

year ice typically has a transmittance nearly 4 times higher than that of multi-year ice, in

part because of higher melt pond fraction on undeformed first-year ice [Nicolaus et al., 2012].

The southern Beaufort has seen notable decreases in multi-year ice cover and corresponding

increases in first-year ice cover through the early 2000s-2010s. Moored sonar data from the

Beaufort Gyre shows a significant thinning of ice cover, largely due to a loss of multi-year

ice between 2003 and 2007 [Krishfield et al., 2014]. During the same period, there was a

decrease in FY ice cover in the coastal, Mackenzie delta, and Amundsen Gulf areas, which

has been replaced by thin, new ice cover [Galley et al., 2016].

2.3 Surface heat fluxes

In sea ice - ocean - atmosphere interactions, it is often useful to consider the boundary

between the ocean (or ice) surface and the atmosphere as a surface across which heat flows.

As it is a surface and can therefore have no heat storage, the flux terms must sum to zero.



28

∑
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+
∑
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∑

Rsw︸ ︷︷ ︸
radiative fluxes

+ M︸︷︷︸
Melt

+ C +HO︸ ︷︷ ︸
below surface

= 0 (2.1)

The two turbulent fluxes (related to air moving across the surface) are sensible heat

flux and latent heat flux. The next two terms are the radiative balance - long wave includes

thermal radiation emitted by the surface and the downwelling long wave radiation emitted

by the atmosphere that is then absorbed by the surface. Clouds are particularly important

in the latter component, and can often flip the radiative balance of the system. The second

radiative component is short wave, or solar, radiation. This is only important in the summer

when there is daylight and therefore shortwave radiation in the system. The next in the

equation is melt (or freezing), which is heat either released or taken in through a phase

change. C represents conductive heat flow through the ice, including snowpack if applicable,

if the surface is frozen and HO is the heat flux from the ocean if the surface is not frozen

[Sedlar et al., 2010].

These fluxes vary in both space and time, and can be approached in either the spatial

average sense over large areas (as is typically done with remote sensing data products) or in

a physics-resolving sense at a point. The bulk treatment, where a large area (on the scale

of snow or features in the ice pack, from hundreds of meters for most shortwave imagery to

many kilometers for microwave or degrees of latitude in reanalysis and models) may be all

covered by a single pixel and therefore a single spatial average estimate of various properties.

2.3.1 Sensible heat loss

Sensible heat flux is related to the temperature difference between the surface (either

ice or ocean) and the air and the amount of air moving by the surface (quantified by density

and wind speed).

Qs = ρacpaCshSw(Ts − Ta) (2.2)



29

where Ts is either the ocean or ice surface temperature, ρa is the density of air at the surface,

cpa is the specific heat of dry air, Csh is a coupling efficiency coefficient (typically 0.00175

[Weeks, 2010]), and Sw is wind speed, typically measured at 10m above the surface.

Sensible heat is a significant contribution to the energy budget year-round. Heat from

the ocean gets conducted up through the ice and snow and then can be lost to the atmosphere.

High winds (i.e., during storms) increase the air moving across the surface and therefore the

amount of heat that gets lost through sensible heat fluxes.

2.3.2 Latent heat loss

Latent heat flux is related to the evaporation of water molecules off of the surface. As

such, when ice covers the surface of the ocean, latent heat flux decreases dramatically.

QL = ρaLvClhSw(qs − qa) (2.3)

Here, Lv is the latent heat of vaporization, Clh is another coupling efficiency coefficient (also

typically 0.00175 [Weeks, 2010]), and q describes the specific humidity at the surface and of

the air.

In the winter, once ice covers the Arctic Ocean, latent heat loss decreases significantly.

Unlike with sensible heat, there is no moisture flux through the ice cover, so the source for

this heat flux is cut off. Similar to sensible heat flux though this term is highly dependent

on the wind speed. With no wind, water vapor evaporates on the surface but just sits there,

reaching equilibrium water vapor pressure and ending all latent heat flux. In higher winds,

the water vapor that evaporates off the surface is immediately moved away from the surface

and allows more evaporation to take place.

2.3.3 Radiative fluxes

Radiative heat flux comes in two primary forms: long wave radiation is thermal emis-

sion from sources on Earth, including the atmosphere. Solar, or shortwave radiation comes
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from the sun.

Solar radiation is highly seasonal in the Arctic due to the tilt in Earth’s rotation. In

the winter, there is no incoming solar radiation and the term goes to zero. At the height of

summer (or for many months of summer, depending on how far north the point of interest

is), the sun is always up and there is a nearly constant, if moderately low because of the low

angle of incidence, incoming solar radiation.

Solar radiation incident at the top of the atmosphere must make it through the at-

mosphere before reaching the surface. The atmosphere is mostly transparent in the visible

wavelengths. Roughly 50% of the solar radiation is absorbed by the atmosphere, mostly in

the UV. Clouds however are fairly reflective in these wavelengths (hence appearing white)

and in the typically cloudy Arctic (up to 80% cloud cover, [Serreze and Barry, 2005] during

certain times of the year), exert a sizable influence on the radiative budget by reflecting

much of the incoming solar radiation.

The solar radiation which does make it to the surface then interacts with the surface.

Albedo is a more general term for the reflectivity in the visible wavelength and varies dra-

matically with angle of incidence, wavelength, and most importantly surface type. Fresh

snow can have an albedo in the visible wavelengths as high as 0.95, old snow closer to 0.7,

bare ice in the range of 0.4 and open water around 0.1 [Curry et al., 1995]. Reflected short-

wave radiation is not absorbed by the ice/ocean and does not contribute to warming of the

near-surface or ice melt.

The substantial difference in albedos between the surface types is what leads to the

albedo feedback effect, where open water absorbs more solar radiation, heats up, and melts

more ice. Consistent ice cover, on the other hand, reflects more solar radiation, limiting

melt. Even small gaps in ice cover can let solar radiation into the upper ocean, accelerating

ice melt [Perovich et al., 2011].

Long wave radiation is primarily emitted by sources on Earth. All matter emits radia-

tion according to Planck’s law of blackbody radiation, with the peak in emitted wavelength
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proportional to the temperature of the object and the total emitted radiation scaling with

T 4. All matter has some sort of emissivity function, but water, ice and water vapor behave

fairly close to blackbody in the wavelengths emitted at near-freezing temperatures.

The balance of long wave fluxes is composed of the upwelling component emitted by the

surface and the downwelling component emitted by the atmosphere. The atmosphere is also

emitting radiation in the microwave (long) wavelengths. Blackbody radiation is isotropic,

so roughly half of what is emitted by an air parcel in the atmosphere is emitted into the

downward direction. The surface receives some fraction of the emitted atmospheric radiation,

and of this some is absorbed according to the long wave reflectivity of the surface type.

2.3.4 Melt and freezing

Additional heat exchange at the surface may occur in the form of melting or freezing

of ice. This is especially so in the summer, where surface melting is common. Only at the

first initiation of freeze-up does ice form at the surface. Given that the source of water

to freeze is underneath the ice pack, ice forms at the ice-ocean boundary rather than the

ice-atmosphere boundary for most of the season. Solar radiation incident on the surface can

contribute to melt, as can warm air temperatures. The heat fluxes that drive sea ice growth

occur at the ice/snow-atmosphere interface, and ice growth is slowed by the need to conduct

heat through the ice cover.

2.3.5 Below the surface

What happens on the bottom side of the boundary between surface and atmosphere

depends on the state of the surface at the time. In open water, the fluxes in and out of

the top of the boundary are balanced by heat flux into the ocean, typically manifesting as

a change in water temperature. When ice covers the surface, the top fluxes are balanced

by heat conduction through the ice that then results in freezing at the ice-ocean interface.

These conductive heat fluxes will be discussed in greater detail in Chapter 5.
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With heat primarily leaving the ocean at the surface, mixing keeps the surface layer

at a constant temperature (and salinity). Three processes account for thermal mixing in the

surface layer of the Arctic Ocean:

(1) Wind-induced mixing. Wind drag on the surface induces a current right at the

surface. This then exerts a shear force on the infinitesimally thin layer below it,

and the net effect is that a gradient in subsurface current is set up, both in terms

of magnitude and direction. If this gradient exceeds a certain threshold which is

a function of the viscosity of the sea water (salinity, temperature), the sheer will

induce vertical mixing through small eddies.

(2) Convective mixing. In a body of water that is at a constant temperature and salinity,

if the top is cooled slightly it will become more dense than the water below it. A more

dense water parcel will sink though the column until it reaches a vertical position

where the density below is greater than the density of the water parcel in question.

Cooling at the surface of the mixed layer does exactly that: water parcels are cooled

and mix into the rest of the mixed layer, resulting in net heat loss from the surface

layer of the ocean.

(3) Thermal diffusion is the process by which a warm water parcel will diffuse heat into

a nearby cool water parcel through the transfer of kinetic energy at the molecular

level. The rate of heat transfer through thermal diffusion is orders of magnitude

slower than through mixing.

2.4 Physical process of freeze-up in sea water

There is a long way to go from summer minimum ice extent to ocean conditions in

which ice can form – this is the focus of a substantial part of this thesis. Once the ocean

conditions are conducive to ice formation, the ice has to actually form. At the molecular

level, this is accomplished by water molecules crystalizing, which requires sufficiently low
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temperatures and some sort of nucleation. Typically in sea water the latter is not an issue,

but supercooled water up to 0.02 ◦C below the freezing point has been observed in Antarctic

polynyas [Drucker, 2003] and during freeze-up.

2.4.1 Temperature dependence on salinity

As mentioned in the discussion of Arctic water masses (Sections 2.2.1 and 3.1.1),

the density properties of sea water depend significantly on the salinity and temperature.

Likewise, the freezing point also varies with salinity. These two characteristics are well

studied, and empirical functions have been established to relate sea water temperature,

pressure, and salinity to density and freezing point.

The equation of state for sea water is an empirical relationship, ρ = ρ(T, S, P ) presented

in Gill [1982] and other sources [Millero and Huang, 2009, Fofonoff, 1985, Sharqawy et al.,

2012] to the accuracy with which sea water density, salinity, temperature, and pressure can

be measured. The lengthy empirical terms can be looked up in those references and need

not be reproduced here.

For sea water, density generally increases slightly with pressure, somewhat with tem-

perature, and significantly with salinity. Given how little ρ varies with pressure and that

this thesis focuses on processes at the surface of the ocean, the dependence on pressure is

small enough that it can be ignored in this analysis. The temperature dependence is a little

more complicated – for any salinity, there is a temperature that corresponds to a maximum

density below which the water molecules start to form the bonds that will ultimately hold

them in the crystal lattice and the density decreases correspondingly. The temperature of

maximum density [◦C ] is related to salinity by

Tρmax = −0.215 ◦C/p.s.u.× S + 3.98 ◦C (2.4)

The freezing point [◦C ] is also a function of salinity, decreasing linearly with increasing

salinity (in p.s.u., practical salinity units, roughly parts per thousand). Fresh water freezes
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at 0◦C , typical sea water freezes at -1.8◦C [Wadhams, 2000]. For water with salinity above

24.7 p.s.u. (considered the transition from brackish water to seawater), the freezing point is

higher than the temperature of maximum density, so the maximum density will never occur.

The freezing point for sea water is given by

Tf = −0.0539 ◦C/p.s.u.× S (2.5)

There are a few locations in the Arctic near river outlets where surface salinities can be

below this critical value, and there the ice forms very quickly because cooled water can float

above a warmer surface layer [Wadhams, 2000]. For the vast majority of the Arctic though,

the entire mixed layer must cool because the freezing point is above the temperature of

maximum density.

2.4.2 Brunt-Väisälä frequency

The Brunt-Väisälä frequency is a measure of the stability of ocean stratification. In

units of s−1, the physical meaning is the maximum frequency of oscillation that would result

from displacing a water parcel in the surrounding ocean by a small vertical distance. In

more physical terms, it indicates how much forcing would be required to induce mixing. The

parameter is defined as

N =

√
g

ρ

dρ(T, S)

dz
(2.6)

where ρ is the potential density, which is the density a water parcel would have if brought

adiabatically to a reference pressure (ocean surface) and is a function of both temperature

and salinity as described earlier. g is simply the acceleration due to gravity, and the z

direction is defined as positive down (density increases with depth in stable stratification).

The derivative of potential density with depth is what describes the stability of the fluid –

the quicker the density decreases towards the surface, the more stable it is.

The surface mixed layer in the Arctic Ocean has an extremely high Brunt-Väisälä

frequency, up to 0.03 s−1 [Guthrie et al., 2013]. For comparison, most of the Pacific has
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surface mixed layers with Brunt-Väisälä frequencies ranging from 0.008 to 0.015, with N

above 0.02 only right near the equator [Emery et al., 1984] where extreme warming and

significant precipitation keep the surface layer buoyant.

2.4.3 New ice evolution

2.4.3.1 Frazil to young Ice

Once sea water is cooled to the freezing point, it begins to form ice (illustrated in Figure

2.8). This first starts as frazil, which consists of small discs of ice suspended in water that

grow and break and grow some more until the near-surface water column is increasingly high

in frazil density. High density frazil slurry is called grease ice for its matte, dark appearance.

In calm conditions, this slowly consolidates into thin ice with some thickness to it (around

10 cm thick) that can then grow through congelation freezing.

In windy conditions where the ocean surface has some wave action, the ice formation

proceeds slightly differently. Clumps of frazil form into round disks at the surface that bump

into each other, forming pancake ice. These rounded rafts of ice form on the order of meter

to several-meters across, depending on the wave environment, and the constant bumping

causes ridges around the edges. Eventually the surface gets cold enough that the pancakes

freeze together, forming a rougher surface than would result from ice forming under calm

conditions.

Both of these processes result in brine inclusions (also referred to as pockets, or after

some time channels) in the ice. These make the bulk salinity of sea ice non-zero – around 5

p.s.u. is not uncommon, though this is highly variable. Brine pockets change the thermal

conductivity of the ice slightly. They also grow and shrink in response to the thermal forcing

in the ice, maintaining an equilibrium with the temperature of the ice and the freezing point

of the brine concentration in the pockets.



36

Frazil Frazil ice crystals are suspended in water at
the freezing temperature. Photo copied from
http://nsidc.org/cryosphere/glossary-terms/sea-ice?page=2.

Grease ice Grease ice forms from a high den-
sity of frazil. Photo copied from
https://photos.travelblog.org/Photos/12073/257194/f/2101807-

grease-ice-0.jpg.

Nilas (thin) Grease ice solidifies into Nilas,
which is transparent when thin
(around 10cm). Photo copied from
http://gallery.usgs.gov/images/12 09 2008/wBRe7IHtt5/medium/IMG 3015.JPG.

Nilas (thick) Nilas grows through both increasing ice
thickness and rafting until it is no longer
transparent. Nilas is still thin enough
to bend over waves. Photo copied from
http://earthobservatory.nasa.gov/Features/SeaIce/images/01 nilas ice.jpg.

Young ice Ice continues to grow though water freez-
ing to the bottom. Photo copied from
http://www.npolar.no/npcms/export/sites/np/images/portal-

pages/research/havis-NP039674.jpg 1488410821.jpg.

Pancake ice Frazil forming in wave action can con-
solidate into pancakes of ice with defor-
mation around the edges from bumping
against other pancakes. Photo copied from
http://blogs.egu.eu/geolog/files/2013/11/Pancake-ice.jpg.

Figure 2.8: Stages of sea ice formation.
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2.4.3.2 Congelation freezing

Once there is a solid ice surface, ice formation transitions to primarily congelation

freezing. This consists of cold water below the ice surface freezing to the ice with no nucle-

ation necessary, though frazil suspended in the water column can also bind to the growing

ice floe from below. The bottom surface is often very smooth because of this growth process.

While the details of the microstructure of sea ice growth are fascinating, these processes fall

outside of the scope of this project. The important part is that brine and gas inclusions

in the ice effect its optical properties, making sea ice appear more white than is typical of

freshwater ice [Eicken, 2003].

Ice growth rates have been studied for some time, starting with in situ observations

made by ships frozen into first year ice in the 1870s. In 1872-1874, Weyprecht noted the

first relationship between ice thickness and meteorological conditions (freezing degree-days),

where ice thickness could be calculated by

H = c ∗
(∫ t

0

(Tf − Ta)dt
)n

(2.7)

where c is a constant, the integrated term is cumulative degree-days, and the power had a

value of approximately 1/2 [Weyprecht and GRAZ, 1875, Weeks, 2010]. Degree-day models

have been used frequently since, though it has been found that the constant is somewhat

variable between observations and the power is a function of the local ice thickness. For thin

ice, a linear function of temperature differential was shown to be more a appropriate fit for

ice thickness, likely because the assumption that the ice surface temperature is equal to the

air temperature is not particularly accurate [Wakatsuchi and Ono, 1983]. Empirical models

have been frequently used as well [Weeks, 2010].

Maykut [1986] developed a physical model that captures the main process, conductive

heat flux through the ice. Conductive heat flux through the ice must be equal to the heat
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fluxes leaving the ice at the surface, unless the ice is changing temperature.

Fc(z = 0) = Fc(z = H) = ki

(
To − Tf
H

)
(2.8)

where H is the thickness of the ice, To is the ice surface temperature and Tf is the freezing

point, based on the assumption that the ice-ocean interface must be at the freezing point. The

thickness and surface temperature variables can be solved for by considering the growth (or

melt if negative) at the ice-ocean interface, where latent heat release balances the conductive

heat through the ice and any additional heat flux from the water below.

−ρiL
dH

dt
= Fc(H) + Fw (2.9)

Ice growth through most of the winter follows this method of growth. Beyond the thin

ice types, which typically last on the timescale of weeks at the most, leads and polynyas are

the only other cases of areas of open water in the Arctic Basin through most of the winter.

These limited areas grow ice out of open water through the progression of thin ice types

similar to freeze-up in the fall. Elsewhere in the Arctic, ice grows by consolidating onto the

bottom of the ice pack through congelation freezing.



Chapter 3

Seasonal Cycle of Heat in the upper Arctic Ocean seasonal ice zone

In the seasonal ice zone, the upper ocean undergoes dramatic changes throughout the

year. Wintertime sea ice cover melts off in the summer, exposing open water to solar radiation

for months at a time. This chapter focuses on the seasonal ice zones in the western Arctic,

where some of the most dramatic changes have occurred. This chapter further explains

the mechanisms by which summertime processes that extend the melt season and allow for

additional absorption of solar radiation have continued impacts into the winter.

3.1 Introduction

As the Arctic Ocean transitions to an environment of primarily first-year ice, there is

increasing area of seasonal ice zone (SIZ, defined as the area that is ice-free at some point

during the summer melt season). Areas that had not experienced fully open water previously

in the satellite record have been ice-free for months at a time in recent summers. The pace of

climate change is accelerated in the Arctic [Screen and Simmonds, 2010] and is most obvious

in the rapidly decreasing summertime sea ice extent and increasing areas of open water.

Summer melt-out is happening earlier in many locations [Stroeve et al., 2014], leading

to a longer season of open water. Solar energy incident on the surface is absorbed by the

upper ocean, warming the near-surface waters [Perovich et al., 2007, 2011].

Wintertime sea ice extents have not decreased proportionally as much as the summer

ice extents, and increasingly large areas of first year ice are forming out of open water. In
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order for ice to grow at the surface, water in the uppermost layer of the ocean must be at

the freezing point. Heat loss from the summer mixed layer is largely to the atmosphere,

through turbulent heat fluxes and radiative cooling. Little or no incoming solar radiation,

combined with cold air temperatures and high winds set up by strong surface temperature

differentials, leads to strongly negative heat fluxes and rapid cooling of the upper ocean.

The timing of freeze-up has been delayed by several weeks in areas of the western

Arctic, in large part due to the high heat content of the summer mixed layer [Stroeve et al.,

2014]. There have been suggestions that this delay, by shortening the sea ice growth season,

could result in a thinner first-year ice cover [Stroeve et al., 2012].

This chapter describes the transition from warm summertime conditions to the point

where freeze-up can proceed and first-year ice starts to grow. Maykut [1985] (also out-

lined in Serreze and Barry [2005]) described the cooling process prior to freeze-up based

on observations from Soviet Union drifting stations located on predominantly multi-year ice

floes. Mixed layer temperatures in the Arctic rarely rose significantly above freezing, and the

depth of the summer mixed layer was therefore the dominant factor in determining the date

of freeze-up [Doronin and Kheisin, 1975]. More attention was given to the initial formation

of frazil and grease ice than the process of cooling to the freezing point.

Bourgain and Gascard [2011] described the seasonal cycle in a schematic illustrating

the factors influencing the winter halocline. The summer halocline is a transient seasonal

phenomenon which comes and goes with the formation of sea ice at the surface. In Bourgain

and Gascard [2011], the summer thermocline is drawn as being fully above the summer

halocline, where summer halocline water is isothermal and at the freezing point.

Peralta-Ferriz and Woodgate [2015] developed a monthly climatology of mixed layer

depths (defined by the pycnocline) around the Arctic based on in situ measurements. They

found that mixed layers vary strongly, with consistent differences between summer and win-

ter mixed layers, summers being consistently shallower in all regions of the Arctic. This

climatology compared summer mixed layer depths (June-October) to winter mixed layer
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depths (November-May), neglecting the transition seasons in between. They do include a

discussion of the seasonal cycle in mixed layer depth, but only in the context of the salinity

profile.

The bulk of study of near-surface heat content comes from ice-anchored buoys (often

Ice-Tethered Profilers) rather than free drifting buoys, which means that the studies have

been largely limited to areas under multi-year ice. These time series do not see an ice-free

summer and therefore do not capture that part of the annual cycle. Nevertheless, these

platforms provide valuable insight into the interactions of upper ocean heat and sea ice at

the surface.

3.1.1 Stratification in the upper Arctic Ocean

Seasonal processes in the Arctic Ocean occur at the surface in the seasonally-modified

Arctic Water, also called the Polar Water Layer, Polar mixed layer, Arctic Ocean Water,

surface convective mixed layer, seasonal mixing layers, and others. In this chapter, water

in the winter (cold) halocline and above up to the surface will be collectively referred to as

seasonally-modified Arctic Water or AW. Calling this layer a“mixed” layer can be misleading,

as mixing depth varies with atmospheric forcing and ice cover, and remnants of the “winter

mixed layer” can persist even when it is not being mixed. Layers within the AW can be

well isolated from surface-driven mixing through much of the year. Water in the AW comes

from the Pacific and Atlantic inflow [Jones et al., 1998] and river runoff [Rudels et al., 1996],

though it is quickly modified by seasonal processes.

Figure 3.1 shows a vertical profile of the Arctic Ocean as measured by a CTD cast in the

western Beaufort (74.33N, 151.70W, July 2005), off the continental shelf about 375 km NNE

of Barrow, Alaska. The strong salinity gradient starting at 20 dbar depth is the summer

halocline, at a depth that is fairly common for the region [Peralta-Ferriz and Woodgate,

2015]. Relatively fresh sea ice melt-water defines the summer mixed layer, and temperatures

in this vary throughout the season. The strong summer pycnocline, set primarily by the
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Figure 3.1: Temperature (blue) and salinity (green) profile from a CTD profile in the western
Beaufort. This profile was taken at 74.33N, 151.70W, on July 9, 2005.

halocline, inhibits surface-driven mixing below this layer.

The water layer in contact with the surface is most often called the surface mixed

layer (SML), and occasionally the summer mixed layer (also, SML. The two terms are in-

terchangeable in the summer and rarely applied in the winter). Lind et al. [2016] calls it

the surface layer, making no reference to the mixing that maintains the isothermal and

isothermal properties of the layer.

During the summer months, the shallowest halocline is referred to as the summer

halocline (SL) or the near-surface halocline [McLaughlin et al., 2011]. This can also be

referred to as the upper pycnocline (as salinity drives the density gradient in the upper

Arctic) [Shaw et al., 2009]. Rather than defining the summer halocline as a single depth (as

in Jackson et al. [2012] and many others), this study considers the summer halocline a layer,

defined as the range of depths with a strong gradient in salinity. This means that there can
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be heat in the halocline layer, which proves useful for explaining trapped heat at the end

of the summer season. By limiting the halocline to a single depth level rather than a layer,

heat in the water column must therefore be either in the “mixed layer” (which is not fully

mixed near a halocline level) or below the halocline. If the halocline can contain heat, then

the seasonal cycle in establishing the summer halocline layer has a more direct impact on

the seasonal storing of heat in the layer. This is backed up by observations discussed later

in the chapter.

The temperature minimum below the summer halocline is the remnant of the winter

mixed layer (rWML, Zhao et al. [2014], McLaughlin et al. [2011]). Lind et al. [2016] calls this

the Arctic layer in the northern Barents, and by all normal metrics has similar properties

to and fills the same roles as the cold halocline layer elsewhere. Often this “layer” is either

confused with or included in the halocline layer below.

The significant halocline separating the seasonally modified waters from the deeper

Atlantic water (or Pacific Summer Water) is the Arctic Halocline [Zhao et al., 2014], Cold

Halocline [Fer, 2009], winter halocline, or sometimes just the halocline [Timmermans et al.,

2008]. The seasonally modified Arctic Water is defined by the winter halocline and extends

tens [Toole et al., 2010] to about 200 meters down into the water column, depending on

location and weather patterns. The cold halocline is characterized by temperatures close

to the freezing point and strong salinity gradients with depth, and is typically found above

250m depth in the Canadian basin [Timmermans et al., 2008]. Features like the Beaufort

Gyre tend to have a deeper winter halocline due to Ekman pumping, and this depth varies

with the strength of the gyre [Watanabe, 2013, Giles et al., 2012, Proshutinsky et al., 2009].

Higher salinity (31-33 p.s.u) Pacific Water entering the Arctic through the Bering Strait

is modified while crossing the Chukchi shelf and becomes the Pacific Summer and Pacific

Winter Water layers [Steele et al., 2004], defining the halocline below the Upper Arctic

Water, in addition to sourcing water into the seasonally modified layers. Advective heat flux

in to the Arctic in the form of Pacific Water has been suggested to contribute to ice melt
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at the surface near the Bering Strait [Woodgate et al., 2010], but further into the basin the

Pacific Water is well insulated from the surface by the cold/winter halocline layer [Bourgain

and Gascard, 2011].

Elsewhere in the Arctic the halocline is set by the Atlantic Water Layer. There has

been significant discussion of the amount of heat flux between the warm Atlantic water layer

and the seasonally-modified AW. Estimates range from approximately zero [Fer, 2009] in the

Central Arctic (under perennial ice cover) to approximately 1 W m−2 (still negligible com-

pared to surface fluxes on the order of 150 W m−2) in the Eastern Eurasian basin [Polyakov

et al., 2013] where there is both more seasonal ice cover and topographic interactions with At-

lantic water flowing into the basin. Changes in Arctic sea ice over the past decades could not

be attributed to changing heat flux from the Atlantic water layer in Bourgain and Gascard

[2011] but rather to upper ocean interactions with a warming atmosphere.

3.1.2 Near Surface Temperature Maximums

The Near-Surface Temperature Maximum (NSTM) is a feature intermittently observed

in profiles (mostly under multi-year ice cover) where temperatures below the summer halo-

cline (defined as the depth of the maximum density gradient) exceed the temperatures at the

surface. This feature forms when sufficient solar radiation in the early melt season warms the

upper ocean [Jackson et al., 2010]. Summer ice melt forms a seasonal halocline, above which

cold, fresh meltwater off of ice floes is separated from lower layers. This halocline traps the

warmed water beneath it, inhibiting mixing with the upper layer that exchanges heat with

the atmosphere. Typically melt starts before the NSTM forms, forming the halocline that

inhibits mixing. Steele et al. [2011] used a high-resolution Arctic Ocean model to determine

how and where the NSTM forms. It supported the mechanism suggested in Jackson et al.

[2010] and further indicated that the NSTM could be formed in the late season through

the cooling of a stratified upper ocean. The survival of the NSTM though the winter was

confined to the highly stratified Beaufort Sea region [Steele et al., 2011]. Entrainment of
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heat from a NSTM into the surface mixed layer occurs when the surface mixed layer mixes

down as far as the NSTM. With the NSTM traditionally considered to be below the summer

halocline. Both diffusion (slow) and mixing through the summer halocline (fast) result in

NSTM heat warming the SML [Jackson et al., 2012].

The NSTM has been observed within or immediately below the summer halocline

several times over the last two decades, depending on whether the halocline is a single depth

or a layer [Maykut and McPhee, 1995, McPhee et al., 1998, Jackson et al., 2010]. The NSTM

has been observed to be between 0.2◦C above freezing [McPhee et al., 1998] in the mid 1970s

and as high as 0.6◦C above freezing in the late 1990s [Shimada et al., 2001], gradually

warming over time. In the early to mid 2000s, Ice Tethered Profilers [Toole et al., 2011]

observed NSTM features over several years. One ITP observed subsurface temperatures up

to 0.7◦C above the freezing point only 20m below the surface during the ice growth season

[Jackson et al., 2010].

Jackson et al. [2010] described NSTM temperatures up to 1.2 ◦C above freezing from

Ice Tethered Profilers [Toole et al., 2011] in 2009, but noted that there is significant spatial

variability in the development of the NSTM over the summer. For comparison, Maykut and

McPhee [1995] noted (then unnamed) NSTMs up to 0.4◦C above freezing. Timmermans

[2015] showed temperatures approximately 1◦C above freezing over the 2007-2008 winter.

Steele et al. [2011] described the NSTM in a modeling study, accounting for up to 6 ◦C above

freezing in the southern Chukchi. Jackson et al. [2010] also described NSTMs detected in

CTD profiles, indicating that NSTMs detected at more southerly locations were significantly

warmer (up to 11◦C above freezing in 2006, though more typically less than 4◦C), with the

highest temperatures found at coastal and southerly CTD stations. In Jackson et al. [2010],

Steele et al. [2011], the NSTM is found below the summer halocline.

The NSTM is primarily formed by vertical thermodynamics due to the solar heating of

water below the ocean surface, but wind-driven processes contribute significantly to the depth

of the layer. This heat is absorbed locally by solar radiation that penetrates the ice cover
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either through leads or melt ponds and areas of thinned ice [Perovich et al., 2008]. Depth of

the NSTM over the course of the winter decreased according to average downwelling rates

due to Ekman pumping [Jackson et al., 2010]. Some variation around this could be explained

by storm-driven ice motion causing drag on the ocean and therefore vertical mixing. Further,

the ITPs were not Lagrangian relative to NSTM layer water, so drift into a region where the

layer may have formed at a different depth contributed to this variability. There is substantial

spatial variability in the NSTM due to ice presence and atmospheric inhomogeneity during

formation, as observed in CTD profiles considered in Jackson et al. [2010]. This is a function

of ice cover and cloud cover, both of which are highly variable spatially and contribute to

the spatial variability in the NSTM observed in the CTD profiles. Sufficient solar radiation

entering the water column is attenuated in the region of the water column that becomes

the NSTM to raise the temperature to that which is observed in the CTD and ITP profiles

described in Jackson et al. [2010].

Jackson et al. [2010] suggest that heat stored below the surface mixed layer (in the

NSTM) will increase as the Arctic climate warms and melt initiates sooner. Mixing induced

by storms in the winter can entrain heat from the NSTM up into the surface layer, con-

tributing to bottom melting of ice or slowing the growth. This would result in thinner ice

cover, which would melt earlier in the spring and feed back into warmer NSTM temperatures.

Thinner ice is also more susceptible to motion from the wind, so more stress is transferred

from wind on the surface into mixing in the upper ocean, leading to the erosion of the halo-

cline separating the NSTM from the surface layer [Jackson et al., 2010] and contributing the

the feedback cycle.

3.1.3 Seasonal cycle

From temperature and salinity profiles and buoy time series, supplemented by dis-

cussions of the seasonal cycle and Near-Surface Temperature Maximums in the existing

literature, we can describe the process by which the summer upper Arctic Ocean warms and
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cools when exposed to solar radiation. The profiles shown in Figure 3.2 are idealized, but

represent the typical patterns in the profiles. They include the seasonally modified water

layers, but not the Pacific- or Atlantic-origin water masses below.

Figure 3.2: Idealized profiles of temperature and salinity in the upper Arctic Ocean for two
scenarios of progression through the seasonal cycle starting at (a) the end of winter, then
progressing through (b) spring melt season as floes release fresh water, (c) open water that
is warmed by solar radiation, (d) cooling prior to freeze-up in the fall, assuming that solar
radiation penetrates into the summer halocline layer and forms the summer thermocline
in the summer halocline layer. The right track assumes that there is no warming in the
halocline layer, with (e) showing a summer thermocline fully above the halocline, and (f)
the thermocline fully erased in the cooling process. The freezing temperature is indicated by
Tf and salinity varies with location. Blue lines indicate the winter profiles, while red lines
show the seasonal deviation from the winter profiles.

Figure 3.2 shows two scenarios for where in the water column summertime heat ac-

cumulates in the water column. The two follow the same progression through the end of

winter (a) and the beginning of ice melt (b), where fresh water is released from the sea ice
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into the upper ocean, forming the summer halocline. In the first scenario (left column), solar

radiation penetrates into the summer halocline and warms water in that layer. In the second

scenario, solar radiation does not penetrate that far into the water column and warms only

the surface mixed layer.

3.1.3.1 End of winter

It is useful to think of the profile of temperature and salinity in the upper ocean in

terms of seasonal deviations from the baseline profile present at the end of winter, shown

in Figure 3.2-a as a solid blue line and in subsequent figures as a dotted blue line. At this

point, maximum ice growth has occurred, and when the environment is in steady state, the

winter’s worth of ice growth and surface-driven mixing will have erased any evidence of the

previous summer.

The winter mixed layer extends from the surface down to a strong salinity gradient, the

winter halocline. This separates the seasonally-modified water from the deeper (and typically

warmer) water masses. Pacific-origin water in the western Arctic, and Atlantic-origin water

across the Arctic basins, fills these lower layers.

3.1.3.2 Spring ice melt

Starting in April or May, the radiative balance in the Arctic becomes sufficiently posi-

tive that sea ice starts to melt first through surface melting, melt pond formation and growing

leads, then due to solar absorption in the leads and bottom melt. During this period, gaps

between ice floes and thin ice cover allow solar radiation to warm the upper ocean where it is

absorbed. During the SHEBA campaign, the onset of sea ice melt occurred due to increases

in downwelling radiation [Persson, 2012]. Analysis of atmospheric conditions in 2012-2013

corroborate this, with longwave radiation being specifically noted as the difference in timing

for the onset of snowmelt in the two years [Wang et al., 2016]. One week of earlier snowmelt

in June results in 14% additional solar radiation being absorbed over the course of the sum-
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mer season because of the albedo feedback, according to an idealized model [Wang et al.,

2016]. Bottom melt represents a significant fraction of sea ice melt, and adds fresh water to

the surface mixed layer [Perovich et al., 2014].

The cumulative effect of the ice melt is a significant reduction in salinity in the water

nearest the surface. This forms the salinity gradient which defines the summer mixed layer,

where water above the halocline is subject to wind-driven mixing. Water in and below the

halocline is protected from atmospheric effects by the strong density gradient. Figure 3.2-b

shows this dramatic freshening, where the Summer Mixed Layer is typically 2-3 p.s.u. fresher

than the remnant Winter Mixed Layer [Peralta-Ferriz and Woodgate, 2015].

During this season, some solar energy enters the ocean both through leads and thin ice

cover. Of this, a small fraction makes it down several meters into the emerging halocline layer

before being absorbed. This melt-season heat absorption forms the NSTMs under multi-year

ice floes and contributes to the heat content that is eventually stored in the halocline layer

in the seasonal ice zone. In areas where sea ice survives the summer melt season to become

multi-year ice, the spring melt season lasts until the onset of freeze-up in the fall. Because

this season is so long, there is time for heat to accumulate in the halocline layer to form the

NSTM.

3.1.3.3 Open water

Once sea ice melts off and the remnants of ice floes melt, open water directly absorbs

solar radiation without the shading of ice floes causing spatial irregularity. The energy

absorbed goes to warming water rather than melting ice at the surface, and temperatures in

the summer mixed layer increase. Wind mixing maintains the mixed layer, though this varies

on hourly timescales depending on the wind stress at the moment and the stratification in the

water column [Bradley et al., 2015]. Solar energy is absorbed on an exponential profile, with

the per-meter absorption coefficient varying with wavelength, organic content of the water,

and turbidity. At the surface (top few meters), this exponential profile of absorption, and the
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corresponding changes in temperature and density, contributes to near-surface temperature

gradients that persist until high winds induce mixing [Bradley et al., 2015].

The temperature gradients in the thermocline emerges during this period. In the

vast majority of the temperature and salinity (T/S) profiles analyzed for this study, the

temperature gradient has a fairly linear slope in ◦C/m. The linear slope of this feature is not

readily explained by a constant solar energy absorption coefficient through the upper ocean

and the resulting exponential decay in absorption with depth. It could be explained though

as a combination of thermal diffusion (where steep temperature gradients tend to even out

over time) and an increased solar absorption coefficient in the halocline layer. This is likely

due to organic material or primary producers settling in to the halocline layer, after an early-

season ice edge or under-ice bloom [Granskog et al., 2015]. The presence of organic matter

and primary producers has been shown to locally increase temperatures 10-20m below the

surface [Granskog et al., 2015]. These types of sub-surface layers with high biological and

organic content have been observed in the western Arctic [Pegau, 2002].

When they occur over open water, strong storms can significantly deepen the surface

mixed layer, with large vertical shear associated with wind-driven currents inducing vertical

mixing that is the dominant factor in mixed layer deepening [Rainville and Woodgate, 2009].

Vertical diffusion occurs at an order of magnitude higher rates near the topographic features

of the Chukchi shelf edge, with inertial wave activity and vertical shear associated with the

change in basin depth accelerating mixing over the background molecular diffusion levels

[Shaw and Stanton, 2014]. Increases in open water area both over the shelves and the deeper

Arctic Ocean have the potential to increase internal wave activity, leading to more seasonal

layer mixing and a less stable halocline [Rainville and Woodgate, 2009].

Figure 3.2-c shows the increase in Summer Mixed Layer temperatures with the isother-

mal layer extending down to the top of the Summer Halocline and the thermocline overlap-

ping with the halocline. Figure 3.2-e shows the the surface mixed layer without this overlap,

in the case where all heat is confined to the summer mixed layer and solar energy does not
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penetrate down as far as the summer halocline. Over the course of the summer season,

wind-driven mixing slowly deepens the mixed layer, pushing the upper limit of the halocline

down towards the rWML.

3.1.3.4 Cooling

At the end of the summer season, the upper ocean must cool before sea ice can form

at the surface. If all of the heat absorbed over the course of the summer was confined to the

SML, surface heat fluxes, combined with mixing within the layer, could efficiently release all

of the heat to the atmosphere. However, if there is heat in the summer halocline layer, the

strong density gradient protects the warmth in the halocline and inhibits entrainment into

the surface mixed layer or release to the atmosphere.

The Summer Mixed Layer does cool quite efficiently, as processes combine to keep

the Summer Mixed Layer well-mixed through this part of the season. Wind-driven vertical

current shear induces mixing within the layer from frequent storms (discussed in Section

3.4.4). Buoy records indicate that these storms do occasionally mix into the Summer Halo-

cline causing some loss of heat in that layer, but that the heat in the Summer Halocline layer

is generally preserved through until freeze-up. Additional convective mixing results from wa-

ter cooling at the surface in a salinity regime where the temperature of maximum density

is below the freezing point. This form of mixing is buoyancy-driven and does not influence

the halocline water at all. Throughout the fall season, the summer halocline continues to

deepen through periodic partial entrainment of the SHL into the SML.

Freeze up occurs when the summer mixed layer temperature reaches the freezing point.

Frazil ice can grow in the water column and float to the surface, where it congeals into nilas

or pancake ice depending on the sea state. Figure 3.2-d shows the end of the cooling

season, where the summer mixed layer has reached the freezing point but there is a pocket

of trapped heat in a Near-Surface Temperature Maximum feature in the Summer Halocline.

The Summer Halocline maintains a strong gradient throughout this season. Figure 3.2-f
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shows the case where all heat was confined to the SML - the heat from the summer has been

fully removed and will not influence winter ice growth. The SH maintains a strong salinity

gradient through the fall season, with storm-driven mixing chipping away at upper part of

the halocline but not eroding the whole layer.

3.1.3.5 Winter ice growth

As ice grows at the surface, brine is expelled from the seawater as it freezes into ice.

A small fraction is trapped in brine pockets within the crystal structure of the ice, but most

is expelled into the water column [Weeks et al., 1986]. This rejected brine slowly fills in the

salinity deficit that defined the surface layer created during the melt season in early summer.

The Summer Halocline is gradually erased over the season, releasing the protected the heat

in that halocline layer.

Heat from the Summer Halocline mixing up into contact with the sea ice during this

season slows the growth of ice at the surface. Gradual release of relatively warm water to

the surface acts more as an oceanic heat flux than sudden pulses of warm water that could

induce bottom melting, though the latter has been observed [Jackson et al., 2012]. This slows

the rate of sea ice growth rather than actively melting what has already grown. During the

SHEBA drift experiment in 1997-1998, there was some heat in the summer halocline in

the Canadian Basin, though the strong stratification effectively trapped it through the ice

growth season, limiting oceanic heat flux to 0.2 W m−2. Over the edge of the Chukchi shelf

however, the underlying warm Pacific water increased the heat content and the oceanic heat

flux to the sea ice to 3.5W m−2, representing a 15% decrease in sea ice growth [Shaw et al.,

2009].

It is only after the Summer Halocline is fully erased that mixing in the seasonally-

modified layers extends down through the Winter Mixed Layer. Where there is net ice

production (the amount of melt in a summer season is less than the amount of ice growth

the following winter), this occurs at some point during the winter. The freshwater balance
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is then maintained by advection of sea ice.

3.2 Data sources

3.2.1 World Ocean Database

The World Ocean Database [Boyer et al., 2013] is an archive of oceanographic measure-

ments made worldwide since the 1970s. For the analysis presented herein, profiles containing

both temperature and salinity measurements (salinity being derived from conductivity) from

the Alaskan/Canadian sector of the Arctic (180W to 50W, 65N to 90N) since 1990 were re-

trieved from the database. These profiles come from Conductivity-Temperature-Depth casts

(including both standard ship-based CTD and Expendable-CTD (XCTD) data), ocean sta-

tion observations, drifting buoy data, profiling float data, and a limited amount of data from

undulating oceanographic recorders. The following sections describe each data acquisition

system and the associated measurement uncertainty.

Appendix B contains two figures that show the breakdown of profiles by type, along

with the projects that provided the data sets. Figure 3.3 shows all of the profiles used for

this analysis as individual blue dots.

3.2.1.1 CTD profiles

CTD profiles collected over the years in the Arctic Ocean provide a wealth of informa-

tion about near-surface temperature and salinity profiles, though they do not capture the

temporal evolution of water parcels over the seasons. The World Ocean Database [Boyer

et al., 2013] hosts submitted CTD profiles with salinity, temperature, and other measure-

ments. 8,297 CTD profiles (including XCTDs) over the last 2.5 decades (1990 to 2015) were

available.

CTD profiles were selected for location (Beaufort and outer Chukchi Shelf; too close

to the Bering Strait is likely to be influenced by northward flowing Pacific Water that has
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Figure 3.3: Map of the locations where temperature and salinity profiles used for this analysis
were collected. Data from the World Ocean Database Boyer et al. [2013].

yet to be modified by seasonal processes) and time of year (early summer: June-July, peak

melt season: August-September, and pre-freeze-up: October-November). There are limited

CTD profiles from over winter because of the extensive ice cover and limited field activity.

Each profile was analyzed for mixed layer temperature, mixed layer salinity, summer

thermocline depth, summer halocline depth, rWML temperature, rWML, and the existence,

temperature, and depth of a near-surface temperature maximum between the summer and

rWML layers. A full description of the profile processing is in Section 3.3.

The WOD CTD dataset consists of records submitted from operators around the world.

CTD accuracy varies with the instrument used, and instruments have improved over time.

Dozens of types of CTD instruments, with some unknown, were included in the WOD dataset

analyzed for this paper. Modern CTD profilers record temperatures at accuracies of ±0.01◦C

or better and conductivity at ±0.03mScm−1 or better. Given the diversity of instruments



55

used, a comprehensive error analysis of each profile would not be feasible. The magnitude

of temperature and salinity variations that are of interest to this analysis though are on the

scale of 1-5◦C and 1-2 p.s.u., so the accuracies of the instruments are more than adequate

for the task.

CTD instruments vary, and the dataset contains data submitted by many sources.

Additionally, prolonged use of CTD instruments used at sea tends to result in slight sensor

drift over time. The accuracy of the CTD profiles therefore vary between profiles, with values

ranging from 0.010 ◦C to 0.001 ◦C for temperature and 0.04 p.s.u. to 0.003 p.s.u.[Boyer et al.,

2013]. Further, the quality of a profile is also influenced by the response time of the sensors

and the speed at which the sensors are lowered through the water column. Expected rates of

change of temperature and salinity in the water column should not exceed the measurement

capabilities of these instruments, with the possible exception of fresh meltwater pooling

under and around an isolated melting floe. This is unlikely to compromise the quality of the

profiles at the surface, and will not influence them below about two meters down [Bradley

et al., 2015]. Often additional parameters are available with a CTD profile, but these are

not included in this analysis [Boyer et al., 2013].

High-vertical resolution Expendable Conductivity-Temperature-Depth (XCTD) data

is included in the analysis with standard CTD profiles. These are free-falling probes wired

to the acquisition system at the surface. Depth is estimated from the elapsed time of descent,

and can therefore be prone to error at deeper depths. Typical accuracies of XCTD probes

are ±0.02◦C and as high as ±0.05mS cm−1 [Boyer et al., 2013, Mizuno and Watanabe, 1998].

XCTD casts make up a sizeable fraction of the profiles north of Alaska in part because of

the difficulty getting ship access to the area [Boyer et al., 2013].

3.2.2 Profiling floats

The WOD documentation does not provide measurement error information on the

profiling floats that are used in the Arctic. Almost all of the global profiling float data comes
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from the ARGO systems, which do not usually work under ice cover. Instead there is some

information on the various platforms in the metadata for each file, which must be searched

individually and then quantified using other sources. There were 366 profiling float profiles

in this analysis. These represent a small fraction of the profiles considered in this analysis.

3.2.2.1 Drifting buoys

Drifting buoys account for most of the profiles in the Arctic, with 48986 included in

this analysis.

The vast majority of these are the Ice Tethered Profiling buoys [Toole et al., 2011],

which by definition only profile underneath existing sea ice. These systems consist of an

ice-anchored platform with a cable that is run down a drill hole in the ice. The surface unit

holds the batteries and data processing and backhaul systems. The underwater unit is a

Sea Bird 41-CP CTD, the same instrument that is used on ARGO floats. This unit slowly

(0.25 m s−1) moves up and down the suspended cable to collect profiles [Toole et al., 2011,

Krishfield et al., 2008].

The Arctic Ocean Buoy Program has been deploying buoys in the Arctic since the late

1970s. Initially these buoys carried only atmospheric measurements (air temperature, wind

speed, pressure) and drift paths of the ice to which they were anchored [Rigor and Ermold,

2008]. In the late 1980s and early 1990s, these buoys were modified to carry CTD sensors

and started to measure the near-surface ocean properties. The Polar Ocean Profile buoy was

anchored into sea ice with the sensitive electronics embedded into the ice itself. A SBE-16

Seacat CTD sensor is suspended below with sensors at 10, 40, 70, 120, 200, and 300 meters

[Rigor and Heiberg, 1997], which captures the larger variability in water masses but not the

details of surface mixed layer or the haloclines between. These platforms provided most of

the drifting buoy measurements before the ITPs.

Figure 3.4 shows the spatial distribution of profiles collected by drifting buoys, includ-

ing both the POP and ITP buoys. They have good coverage of the Beaufort north of Alaska
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and Canada, though the majority of these are limited to times of year with ice cover.

Figure 3.4: Map of the drifting buoy profiles archived as part of the World Ocean Database,
reproduced from Boyer et al. [2013].

There is no included ice concentration information in the WOD database. The vast

majority of these buoys are suspended by ice floes and can no longer operate once the floe

disintegrates. The goal of this analysis is to study areas that are not covered by sea ice

year-round, and so these platforms do not offer the most helpful observations, especially in

the summer months. They do drift with the ice cover though, and can often drift overwinter

into areas that were ice-free the previous season. For that reason these profiles are not

excluded from the analysis, but the analysis is considered in the context of latitude in order

to capture the differences between the seasonal cycles in the perennial ice pack and the

seasonal ice zones.
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3.2.2.2 Undulating ocean recorder

Undulating Ocean Recorders are self-contained oceanographic samplers that can be

towed behind ships at typical underway speeds. These instruments make it possible to

profile large areas in horizontal distance in quick time, as they do not require the ship to

stop as do normal CTD profiles. The profiles included in this analysis have both temperature

and salinity data and capture profiles up to 500m deep [Boyer et al., 2013]. The instruments

are similar to those on more standard CTD profilers, and have comparable measurement

accuracies. The response times on the sensors for these instruments is high enough to capture

strong temperature and salinity gradients while the ship is moving. The descent rate of the

instrument package determines the vertical resolution of the measurements (typically 10s of

centimeters), and the depth of profile and ship speed determine the spatial repeat frequency

of the profiles [Woods Hole Oceanographic Institution Upper Ocean Processes Group, 2007].

3.2.2.3 Ocean station data

The Ocean Station data refers to low vertical resolution profiles in the water column,

including low-resolution CTD and XCTD profiles. These profiles represent 1,979 of the nearly

60,000 profiles included in this analysis. The instruments used to collect these profiles are

mostly the same platforms used in the higher resolution CTD profiles, and the uncertainty in

the measurements are discussed there. There are also some profiles for which no information

on instrument is provided, though these account for a very small fraction of the total number

of profiles.

3.2.3 UpTempO buoys

UpTempo buoys are drifting buoys deployed in the Arctic Ocean that have a string of

thermistors that extend down into the top 20-60 meters of the upper ocean [Steele et al.,

2014]. Most of these buoys do not carry salinity sensors, rather the only measure of mixed
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layer depth available is the thermocline. These buoys drift freely with surface currents with

a small, rounded profile to the wind, and therefore offer a semi-Lagrangian tracking of water

parcels. Deeper water experiences slightly different current forcing from wind drag than the

surface does, and so the water at the bottom of the thermistor string has a slight effective

motion relative to the top of the buoy string. Figure 3.5 shows the UpTempO buoy platform.

Figure 3.5: Schematic of the UpTempO buoy from
http://psc.apl.washington.edu/UpTempO/. Temperature sensors are accurate to 0.05◦C
and are fixed to the line extending down from the surface.

Several UpTempO buoys were been deployed in 2013-2014, with five capturing rela-

tively long time series of temperature profiles and GPS location with hourly measurements
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over the weeks and months of drifting freely in open water leading up to freeze-up.

Buoy drift speeds were used as a proxy for wind speeds, as reanalysis wind products in

the Arctic suffer from a lack of direct observations. Generally the MERRA reanalysis winds

track moderately well with the buoy drift speeds, though there are frequently cases where

either the reanalysis winds or the buoy drift speeds up for periods of about 4 to 24 hours

when the other dataset does not show the same acceleration. There were also two significant

periodic signals in the drift speeds corresponding to 12- and 24-hour periods of the tidal

cycle. Subtracting these components of the buoy drift left speeds that captured large wind

events observed at the Barrow and Oliktok Point weather stations when the buoys were

nearby.

The following analyses assume that the buoys stopped recording at the onset of ice

growth. To verify this, we traced each buoy through the passive microwave ice concentration

records [Cavalieri et al., 1996a] to determine the date of freeze-up from changes in detectable

ice concentrations resulting from ice growth. The mechanical forces that come with ice

growth are likely to break the buoy or at least the sensor string, and in several cases there

are clearly erroneous measurements (temperatures above 25◦C at 30-50m depth) recorded

from some of the sensors in the days before the system stopped recording altogether.

UpTempO buoys are not included in the seasonal cycle analysis because they lack the

salinity measurements required for that part of the study.

3.3 Analysis

The WOD temperature and salinity profiles are used to study the seasonal cycle in

upper ocean temperatures and salinities. South of the perennial ice edge, these are mostly

individual profiles that do not follow water parcels through the seasons. The fall season is

especially interesting as the surface mixed layer cools to the freezing point, and for that the

UpTempO buoys are analyzed separately to investigate the seasonal evolution of those water

parcels.
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3.3.1 Feature detection

Each of the WOD profiles is analyzed to determine if it fits one of the seasonal profiles

shown in Figure 3.2. Figure 3.6 illustrates the process of finding the layer depths, tempera-

tures, and salinities. The algorithm for determining the temperatures, salinities, and depths

of particular features is as follows:

(1) Check that the shallowest measurement is within 8m of the ocean surface. This is a

cutoff for detecting a shallow mixed layer based on the discussion in Peralta-Ferriz

and Woodgate [2015].

(2) Interpolate the profile at 1-meter intervals from the surface (0m) to 100m depth

or the lowest measurement on the CTD profile, whichever is shallower. Above the

first measurement (if it is below the surface), the temperature and salinity are ex-

trapolated by a nearest neighbor approach, where temperature and salinity are held

constant between the surface and the first measurement in the profile. The rest of the

profile is linearly interpolated. These profiles are also smoothed with a 10m running

average filter to alleviate the measurement noise which could affect the halocline and

thermocline detection.

(3) The surface temperature is the temperature at z = 0m, which is the uppermost

temperature in the profile. The surface salinity is likewise the salinity at z = 0m.

(4) The winter layer is found by selecting the minimum temperature in the 100m profile.

In some cases the surface temperature is the lowest temperature in the profile, where

the summer mixed layer has cooled to a lower temperature than the winter layer

below. Because of these cases, the temperature minimum is restricted to depths

below 20m. In Figure 3.6 the temperature minimum is found at 40m, indicated by

the circle.
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(5) The derivative of the temperature and salinity profiles with depth is taken to find

the thermocline and the halocline.

(6) Moving down from the surface, the first point where the change in temperature

with depth exceeds 1 ◦C over 10 m (0.1 ◦C m−1), in either the positive or negative

directions is the upper boundary of the summer thermocline. This threshold is

informed by the measurement uncertainty of the instruments where a 0.1 ◦C change

in temperature over 1 meter should be detectable by all platforms included in the

WOD. Based on a randomly selected sample set of profiles that were analyzed by

hand, this threshold does not seem to miss temperature gradients that should be

detected.

(7) The summer halocline is found in a similar manner, where the change in salinity

with depth must exceed 0.1 p.s.u.m−1. This threshold is also based on the WOD

measurement error estimates and also seems to do a reasonably good job at selecting

the halocline boundary, selecting depth limits that less than 2 meters off from those

manually selected from visual inspection in every one of the random sample set of

profiles.

(8) Moving downward further, the last point in the profile that satisfies the above con-

ditions before reaching the winter layer temperature minimum is the bottom of the

thermocline (for the temperature profile) or the halocline (salinity profile). The

thermocline and halocline are detected independently.

(9) The highest temperature between the winter layer minimum and the surface is saved,

and if this temperature exceeds the surface temperature and is located between the

upper and lower boundary of the thermocline, it is used for classifying the profile

based on the seasonal cycle described above.
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Figure 3.6: An example of the feature selection algorithm. The lines are the interpolated
and smoothed profile and the red dots are the actual measurements. The ’x’s indicate the
upper and lower limits to the thermocline and halocline as determined by the algorithm, and
the circle notes the rWML temperature minimum.

3.3.2 Classification scheme

The classification process is accomplished by setting certain flags during the feature

detection processing. Figure 3.7 shows this as a flowchart, where for each profile, there were

several steps to classification. Some details are omitted from the flowchart for the sake of

clarity.

Profiles that do not pass the strictest levels of WOD quality control [Boyer et al., 2013]

are omitted from the classification. Of the acceptable profiles for data quality, there are



64

Figure 3.7: Flowchart outlining the classification scheme for the T/S profiles.

two common factors that make a profile “non-classifiable”. The first is that the uppermost

measurement is too deep, typically about 50m on moored sensors in the Arctic. These

miss the summer mixed layer (if present) and therefore cannot be classified based on the

scheme described below. The other disqualifying case is where the winter layer (the minimum

temperature below the surface layer) is greater than -1 ◦C. These are indicative of other

processes driving the temperature and salinity structure of the upper ocean, such as water

masses entering from the Pacific Ocean. Additionally, some profiles do not match the seasonal

classifications adequately well and are therefore not categorized. These represented a small

fraction of the profiles, less than 10% with little seasonal variation.

Profiles with a temperature maximum between the surface mixed layer and the winter

layer temperature minimum are categorized under the ‘Fall’ category. The seasonal names

for these categories are based on the discussion in Section 3.1.3, and will be revisited in the

results discussion later in this chapter. If there is a thermocline but no temperature maxi-
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mum, the profile is categorized as ‘summer’, and if there is a halocline but no thermocline

the profile is categorized as ‘spring’. Finally, profiles with no features in either the salinity

or the temperature profiles between the winter minimum and the surface are categorized as

‘winter’, so long as that winter minimum is below -1 ◦C. Because the scenario in panel (e)

of Figure 3.2 where fall season cooling fully erases the heat signature from the temperature

profile looks identical to panel (b), the spring melt profile, these two cannot be distinguished.

Instead this profile is classified as ‘spring’ throughout the year and reflects both processes.

Figure 3.8 breaks down the non-classifiable profiles by type, month of acquisition, and

geography. The first row is the fraction of all profiles by location that are not classifiable.

These data are binned into grid cells that are 2 degrees in longitude by 1 degree in latitude.

The next two rows separate these out into those with warm water where the winter layer

would be and those lacking the near-surface measurements necessary to capture the seasonal

processes. Profiles not matching the seasonal classification criteria did not show any notable

geographic patterns and are not shown in this figure. Warm lower layers are exclusively in

the locations were inflow from lower latitude oceans is occurring: north of the Bering Strait

where Pacific water enters the Arctic Basin and at the northern end of Baffin Bay (the

right corner of the map) where some Atlantic water is present. There was some seasonality

to these: there were some profiles with warm mixed layers off the shelf edge in the fall

(Sept/Oct/Nov), but not in the other seasons. Profiles that started too deep however were

confined to the central Arctic and had no seasonal variation. These accounted for all of the

unclassifiable profiles in the winter months, as there were not profiles from the Chukchi shelf

in the winter. The rest of the profiles fell into one of the seasonal categories described above.

3.3.3 Buoy analysis

The UpTempO buoy data comes as a time series of temperature measurements at the

depths of the temperature sensors [Steele, 2012]. These did not require further analysis,

except for extracting the temperatures at various depths over time. Each buoy record was
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checked against local ice concentrations to verify that the end of the data record coincides

with freeze-up dates. For the four buoys shown in this analysis, the end of the record occurred

within a week of large changes in ice concentration, suggesting that these buoys were killed

by the mechanical forces of ice growth.

3.4 Results

The classification analysis shows strong seasonality as expected, though this is only

apparent south of about 75N. North of 75N, persistent sea ice cover is still the norm and

there is very little evidence of the summer and fall profiles in the annual cycle. Figure 3.9

shows the fraction of years that a particular location was ice covered on September 1: 75N

was selected as a threshold because it has experienced open water more often than not since

1990, and because there is a decrease in the number of observations north of 75N.

Based on the CTD profiles and the buoy time series analysis, several notable phenom-

enae emerged that merit special discussion. Outside the ice edge, summer haloclines and

thermoclines are consistently co-located at the base of the summer mixed layer, counter

to the figure in Bourgain and Gascard [2011] but shown in Section 3.4.2 and Figure 3.1.

Surface temperatures have continued warming over the period 1995-2015, though sparse

CTD profiles make this not immediately obvious. This is discussed in Section 3.4.3. Rates

of cooling during the fall are highly variable, with the bulk of heat lost in several larger

storm/wind events over the course of the season as shown in Section 3.4.4. Finally, these

cooling events leave behind warm layers in the halocline that form a NSTM-like feature in

regions of seasonally ice-free water in Section 3.4.5.

3.4.1 Seasonal cycles

Figure 3.10 shows the seasonal cycle in classification for the complete set of profiles.

Non-classifiable profiles account for 20-45% of the profiles, with lower numbers in the winter

when almost all of the non-classifiable profiles are from mooring stations that are active
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Figure 3.9: Mean ice concentration in each grid cell on September 1 for the period 1995-2015.
The dashed line is along the 75N parallel, which is used to distinguish between perennially
ice-covered areas and seasonal ice zones in this analysis. The colorbar is ice concentration,
with Alaska as the landmass at the bottom of the figure.

year round. There is a notable decline in the fraction of winter profiles during the summer,

though they are still the most common except in the month of August when the summer

profiles are (very) marginally more prevalent. Summer profiles almost disappear between

October and April, to reemerge slightly in May before peaking in July and September. Fall

profiles are more prevalent in September, October, November. They likewise disappear from

December through June. Spring profiles are present early in the early winter (November and

December) and persist through until May. This is because the alternate Fall scenario (all

heat removed from the summer layers, shown in Figure 3.2, panels e and f) is also classified

in this category, and it takes most of the winter’s worth of ice growth to erode the haloclines

developed during the melt season.

When the profiles are divided by latitude however, these seasonal patterns become
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Figure 3.10: Fractions of the total number of profiles by month corresponding to each of
the seasonal classifications. This includes all latitudes and the non-classifiable profiles. The
seasonal cycle is apparent in each of the classifications, with fewer winter profiles in the
summer months and summer and fall profile fractions peaking in the August and September
respectively.

much more clear. At lower latitudes below 75N, the winter pattern becomes extremely clear.

Figure 3.11 includes all classifiable profiles, divided by latitude into a northern section and

a southern section. North of 75N, there is little seasonal variation in the fraction of winter

or spring profiles, consistent with the perennial ice cover that far north. There is a very

slight increase in summer and fall profiles in June and August/September, respectively, but

they still represent less than 20% of the profiles each. In the more southern profiles however,

the seasonal cycle is much more apparent, with the spring profiles most prevalent in May,

summer profiles peaking in August, and fall profiles most prevalent in September. Summer

and Fall profiles show a very similar annual pattern, with a slight delay in the fall profiles.

The large number of summer profiles in September and October come primarily from areas
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near the coast and especially near the Mackenzie River outlet, where there is a continual

source of warmer water later into the season. Winter profiles decrease to below 10% in the

summer between July and September.

Figure 3.11: Fractions of the classifiable profiles for each season by month, divided into a
southern region (south of 75N) which shows signficant seasonal changes, and a northern
region with very little seasonal variability.

Figure 3.12 shows these profiles broken out by latitude and month for each seasonal

classification. The summer season is longer at lower latitudes. Summer profiles (top) are

most prevalent at lower latitudes, while winter profiles (3rd from top) are most prevalent at

all latitudes in all but the summer months. Spring profiles trend later in the season with

higher latitudes.

Figure 3.12 shows the profiles broken out by year and month. It has only been since

about 2008 that there has been year-round coverage available, which corresponds with the

increased number of field campaigns and equipment installed during the 2007-2008 Inter-

national Polar Year. There seems to be a shift up in the fraction of profiles classified as
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Figure 3.12: Fraction of profiles for each classification by month and year (left column) and
latitude (right column). Gray background indicates bins that had no classifiable profiles.

summer and fall around that time, which likely has to do with increased sampling and field

campaigns during IPY. Prior to the installation of moored systems and overwinter drifting

buoys, year-round measurements were difficult and summertime campaigns only went as far

north as the icebreakers could manage. This creates a relative bias towards more southerly

latitudes in the first 15-18 years of the dataset (1990-2008).

Finally, Figure 3.13 presents the same profile data as fractions of the classifiable profiles

by geography and time of year. The columns represent three-month segments, and each map

is the fraction of the the profiles collected in those months, in each bin, that were categorized

under each season.

Summer profiles dominate, as expected in the lower latitudes and closer to the coast, as

well as through the Canadian Archipelago in June-August. Summer profiles also represent

the plurality of profiles through much of the Beaufort sea during this time. In September
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-November however, summer profiles are less common except on a very narrow strip near

the Canadian coastline. They all but disappear for the winter months, and reemerge slightly

starting around the outlet of the Mackenzie river in the spring.

Fall profiles exist in a few small pockets during the summer months, likely because solar

radiation that enters the water column between floes can warm the developing halocline layer

slightly. In September - November, they account for a large fraction of profiles north of the

Chukchi shelf edge, and a moderate (40-50%) fraction throughout most of the rest of the

southern Beaufort Sea. Like the summer profiles, fall profiles disappear entirely in the winter

and spring months.

Winter profiles are found year-round, with the majority of those in the summer existing

at high latitudes where there is perennial sea ice cover. In the central Beaufort, there are

some winter profiles during the summer months, but relatively few compared to the other

seasonal classes. In the fall, the picture changes somewhat, with winter profiles coming to

dominate the central Beaufort and north up to the north pole. In December - February,

winter profiles account for almost all of the classifiable profiles, but with somewhat limited

geographic area of measurement coverage. Spring is similar, though the fractions of winter

profiles is slightly reduced in favor of spring profiles.

The spring profiles represent the least common class, as the temperature profile that

defines the class is very much a transitional phase. Nevertheless, spring profiles are relatively

common in the central Beaufort in June-August, where ice breakup occurs slightly later in

the summer. Interestingly, spring profiles can be found near the north pole year-round. This

can be explained if the annual ice melt in these water columns in a year is greater than the

annual ice growth: the summer halocline is never fully eroded over the winter, leaving the

‘spring’ type profile year-round.
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3.4.2 Summertime heat in the halocline
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Figure 3.14: 2-D histogram of mixed layer depths calculated from temperature and salinity
profiles from the Western Arctic. The majority of the roughly 25,000 profiles have precisely
co-located halocline and thermocline tops, with some cases having a shallower halocline. The
color indicates the frequency of occurrence of profiles with thermocline and halocline depths
in the corresponding depth bins.

The first question that was considered in this study is a simple, but important one:

where does the summer thermocline (created by absorption of solar energy into the upper

ocean, combined with wind-driven mixing at the surface) form relative to the summer halo-

cline? In Figure 1 of Bourgain and Gascard [2011], the thermocline is drawn such that the

halocline and thermocline do not overlap, with the thermocline fully above the halocline.

This is an idealized figure illustrating that seasonal processes occur and not not necessarily

intended as an accurate portrayal of the seasonal layer dynamics in the Arctic.

In Figure 3.1, a CTD profile randomly selected from the WOD records in the Beaufort

Sea, the thermocline and the halocline are located at the same depth, starting at approxi-
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mately 20 meters. This profile proved fairly representative after analysis of approximately

25,000 T/S profiles from the World Ocean Database, collected in the western Arctic (Chukchi

and Beaufort regions) south of 75N in July-October (before significant cooling initiates at

the surface) of 1995-2015.
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Figure 3.15: Fraction of profiles for a given halocline depth (y-axis) with thermoclines start-
ing above (light blue), at the same depth (dark blue) or below (green) the upper limit of
the halocline. The solid lines are linear fits to the depth-bin fractions, meant to provide a
general sense of the trend.

In most of the CTD profiles, the thermocline and the halocline set by the summer mixed

layer start within 1m of each other. Figure 3.14 illustrates this, showing a 2-D histogram of

the depths of the top of the gradients in temperature and salinity. The dashed line shows

a 1:1 correspondence. In most profiles, the halocline starts at depths less than 15m. Figure

3.15 shows the fraction of profiles with a halocline at a given depth for which the thermocline

starts above, at, or below the depth of the beginning of the halocline. There is a clear change

with depth in the relative fraction of co-located profiles, defined as upper limits of both the
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halocline and the thermocline being within 1 meter of eachother. At very shallow halocline

depths, the thermocline is more often than not located at the same depth as the halocline.

As halocline depths increase, the thermocline is more likely to fall into the scenario where it

is above the halocline. At deep haloclines (below 40m), almost all profiles have a shallower

thermocline. There are some cases where the thermocline is deeper than the halocline, and

these are usually a ‘spring’ type profile where the summer halocline has developed but there

has been little or no warming in the upper ocean. These are most prevalent where the

halocline is very shallow and decrease in likelihood with depth.

3.4.3 Arctic surface warming

Figure 3.16: Median mixed layer temperatures measured by CTD profiles collected in the
Western Arctic (between 180W and 110W) in August or September between 1995 and 2015.
The right panel shows the mean surface temperature by latitude. There has been a warming
trend over the last 20 years at lower latitudes and little change at higher latitudes.

Figure 3.16 shows the pronounced trend in warming ocean surface temperatures at

the lower latitudes in the Arctic as measured by CTD profiles in August and September of

each year. This analysis included the 1,025 CTD profiles from the Pacific side of the Arctic

in the months of August or September from the period 1995 to 2015 that are distributed

through the WOD [Boyer et al., 2013]. Trends corresponding to latitudes at and below 74N

are statistically significant at the 5% level, while trends above 75N are not due largely to

sparsity of observations at the higher latitudes.

Mixed layer temperatures in 2004 and the period 2010-2011 were especially high, with
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most observed mixed layer temperatures between 70◦ and 71◦ N at or above 8◦C (roughly

10◦C above freezing). Similar or warmer temperatures to those years further north in 2008

and 2015 suggest that these may just happen to be the years that there were sufficient ob-

servations at those latitudes and not that they were exceptionally warm years. The warming

trends are slightly less pronounced further north, but persist up to about 75◦N where there

stop being enough recent observations in the database to make any conclusive statements.

Steele et al. [2008] identified the most pronounced warming in Arctic (and peripheral

Arctic seas) between 2000 and 2007. CTD profiles in the western Arctic, shown above,

indicate record warm temperatures since 2010, suggesting that the warming trend observed

in 1965-1995 has continued unabated, if not accelerated [Steele et al., 2008].

3.4.4 Fall season cooling events

The temperature evolution measured by drifting UpTempO buoys shows how upper

ocean temperature profiles change over the cooling season. The buoys are not perfectly

Lagrangian, but offer the closest approximation available to tracking water parcels through

the season. Figure 3.17 shows the time series of mixed layer temperature over the fall season

as observed by four buoys deployed in 2013. The black dashed line indicates the equivalent

constant cooling rate. The effective seasonal cooling rate was 0.1 ±0.02◦Cday−1 for each of

the UpTempO buoys, based on the assumption that the mid-September deployment for the

later buoys coincided with the peak of the summer heat, which is backed up by the first

profile shown in Figure 3.17.

Rapid cooling events dominate the total amount of cooling observed over the fall seasons

for these four temperature records. Cyan lines indicate cooling rates greater than five times

the seasonal average (indicated with the dashed black lines), approximately 150 W m−2 heat

flux equivalent assuming a 10m mixed layer. These events occur when air temperatures

cooler than the water temperature while there are moderate to high winds. Especially high

winds (estimated from buoy drift speeds) tended to be more associated with the warming
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Figure 3.17: Four UpTempO buoy records from 2013. Cooling rates exceeding five times
the effective seasonal cooling rate (approximately 0.1 ◦Cday−1) are indicated in cyan and
warming periods are indicated in red. Buoys 2-4 were deployed in early September, right as
significant cooling began for the fall season. Measurement accuracy is within 0.05 ◦C and is
narrower than the lines on the figure.

events indicated in red, where high winds driving mixing in the upper ocean entrain heat

from the halocline layer into the SML.

Rapid cooling events accounted for 70 to 80% of the total cooling in these profiles.

For each buoy profile, there was 4 to 8◦C of net cooling between the September maximum

temperature and reaching the freezing point in October or November. On top of this heat

loss, the frequent warming events added an additional 2.1 to 4.0 ◦C of heat that needed to

be removed again before freeze-up could commence.
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3.4.5 Trapped heat before freeze-up

A near surface temperature maximum feature reliably emerges in the buoy records as

the summer mixed layer cools - either through storms or through gradual heat loss. In all

of the buoy profiles, and in more than 80% of the CTD profiles, the summer mixed layer

cools to a freezing point below the temperature of the winter mixed layer. Temperatures

in the winter mixed layer averaged -1.52 ◦C, approximately 0.3 ◦C above the typical WML

freezing point (-1.8◦C). This is apparent in Figure 3.1, where the coolest point in that winter

mixed layer is -1.5◦C despite a local freezing temperature of -1.78◦C. This heat is absorbed

locally from incoming solar radiation [Perovich et al., 2007], and the increasingly long ice-free

season [Stroeve et al., 2014] allows for more time for the small amounts of solar radiation to

contribute notable amounts of heat deeper in the water column.

In almost all CTD profiles from the late summer and fall seasons, there is also a layer of

warm water trapped in the summer halocline that is significantly (> 1 ◦C) above the freezing

point. In the late summer, water in the summer halocline layer is typically at a temperature

equal to or cooler than the summer mixed layer temperature, but as the summer mixed layer

cools the halocline layer emerges as a NSTM-like feature with warmer water temperatures

than the layers below or above. The strong density gradient at the halocline prevents the

heat from mixing into contact with the surface during the cooling season. This heat is

particularly vulnerable as ice grows at the surface and rejected brine erodes the summer

halocline. With the onset of the sea ice growth, heat is gradually released to the surface

where it can slow ice growth and result in a thinner first year ice cover. These features

include near-surface temperature maximums, but when observed outside of multi-year ice

cover are notably warmer than those in the perennial ice zone, typically 4-6 ◦C but as high

as 8 ◦ above freezing in CTD profiles outside of the ice edge in October and November

(when the seasonal NSTM-like feature is most prevalent). In the buoy profiles, NSTMs were

typically 2-5 ◦ above freezing, but cooled slightly between mid-September and freeze-up.
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Heat below the summer mixed layer averaged between 2 × 105 kJm−2 and 3 × 105

kJm−2in the buoy profiles in September-October and 3.5 × 105 kJm−2 in the CTD profiles

conducted in August-September. Heat content values for both types of measurements were

calculated by subtracting the total heat content in the summer mixed layer from the inte-

grated heat content above the minimum temperature in the remnant winter mixed layer.

Heat content is defined as the integral of temperature relative to a nominal freezing point

(Tf = −1.8± 0.05◦C for surface salinities observed in the region) over depth times the heat

capacity of the water column, as in Equation 3 of Jackson et al. [2010]:

HCUAW = ρ0Cp

∫ surface

WML

(T (z)− Tf )dz (3.1)

Heat content below the summer mixed layer (mostly in the summer halocline, abbreviated

SH) is this integral over the seasonally-modified water layers minus the heat content of the

summer mixed layer:

HCSH = HCAW − ρ0CpZSML(TSML − Tf ) (3.2)

In Equations 3.1-3.2, ρ0 is the nominal water density (1025 kgm−3), Cp is the specific heat

(4.00 kJ kg−1 K−1), and ZSML is the depth of the Summer Mixed Layer. Equation 2 works

on the assumption that the Summer Mixed Layer is well mixed, and that the temperature is

constant through the layer. In a time- or spatially- averaged sense, this is a fair assumption

as any deviations from an isothermal mixed layer tend to be sparse spatially or short-lived

in nature [Bradley et al., 2015]. Error due to uncertainty in the exact freezing point is small

relative to the amount of heat in the layer because the uncertainty in the freezing point is

small (±0.05 ◦C) relative to the temperatures observed in this layer.

There is certainly some heat loss from the summer halocline layer over the course of

the cooling season, as evidenced by the buoy profiles. In the week prior to freeze-up, buoy

profiles showed an average of 1.8×105 kJm−2. Ice equivalent is calculated following Equation

3 of Timmermans [2015],

δhi =
ρ0CpZSML(TSML − Tf )

ρiL
(3.3)
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where ρi is the density of sea ice (900 kgm−3) and L is the latent heat of freezing (2.67× 105

Jkg−1). This amount of halocline-trapped heat could decrease first-year ice growth (δhi) by

70 cm if fully released to the sea ice over the course of the winter. Timmermans [2015] found

that stored heat in Near Surface Temperature Maximums below multi-year ice could reduce

the growth of sea ice by up to 25%, or about 50 cm in a 2m thick ice pack.

3.5 Conclusions

Warming temperatures in the Arctic are extending the melt season, leading to areas

of seasonally open water that have historically been ice-covered year round. Seasonal cycles

in near-surface temperature and salinity profiles are different outside of the perennial ice

cover. With summer thermoclines and haloclines colocated in the top few tens of meters in

the western Arctic, long open water seasons lead to increasing summer temperatures in both

the mixed layer and the halocline layer. This results in increasingly large amounts of heat

trapped in the halocline layer as the mixed layer above cools in the fall. Storm and high

wind events account for the majority of cooling in the mixed layer, which suggests that if the

Arctic becomes stormier with climate change, the timing of freeze-up may not shift as late

as it might otherwise. Regardless of the timing of freeze-up, the warm halocline layer gets

trapped under the new ice. As first-year ice grows through the winter, the summer halocline

erodes and releases stored heat up into contact with sea ice where it slows ice growth and

results in thinner first-year ice cover.

Factors contributing to accelerated ice melt in the summer (e.g., ice-albedo feedback)

have little year-to-year effect if they do not result in thinner ice cover the following winter.

Warm summertime temperatures have been linked to delays in the timing of freeze-up, but

because the rate of ice growth is related to the thickness of the ice, delays in freeze-up are

compensated for by increased rates of ice growth later in the season, resulting in minimal

differences in end of season ice thickness. Trapped heat in the halocline at freeze-up is a

mechanism by which warm summer mixed layer temperatures reliably thin ice growth the
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following winter, resulting in thinner first-year ice cover and a higher propensity to melt out

earlier in the summer.

The seasonal cycle of heat and salinity in the upper Arctic Ocean is well suited for fur-

ther study using high-vertical resolution ocean models. In particular, the use of a turbulence-

resolving upper ocean model could provide insight into the stability of the summer halocline

layer and the response in the stratification in the seasonal layers to strong storms. These

were not pursued in this dissertation as the focus is primarily on the observational evidence,

and a modeling study of these processes would require considerable model development.



Chapter 4

Estimation of Arctic Ocean summertime heat content

4.1 Introduction

As described in the previous chapter, during the summer months ice-free areas of the

Arctic Ocean warm with the absorption of solar radiation. This heat is found near the

surface, as the solar radiation cannot penetrate very far into the water column. Before ice

can form at the surface, the excess heat energy has to be removed from the surface mixed

layer so that the water can reach the freezing point. Summer mixed layer heat content is

therefore the determining factor in the timing of freeze-up. With the decrease in summer

sea ice extent, the summer mixed layer is warming across the Arctic. This is leading to an

overall increase in heat content in the summer mixed layer. There has been some interest in

relating heat content to timing of melt out and freeze-up [Stroeve et al., 2014]. In Chapter

6 the topic of summertime heat and its relation to end-of-season ice thickness is considered.

SML heat content is the heat energy in the water integrated over the depth of the mixed

layer. The ML depth can only be measured directly though, making summer heat content

hard to estimate on a basin-wide scale. There is substantial spatial and temporal variability

in MLD [Peralta-Ferriz and Woodgate, 2015]. Mixed layer depth cannot be estimated from

the surface or through remote sensing methods. In situ measurements are necessary, and in

the Arctic these measurements are very costly. Drifting buoys with strings of sensors can

sense the mixed layer depth, but are sparse in the Arctic. This chapter examines empirical

relationships with meteorological and geographic parameters in an effort to find a means of
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estimating mixed layer depth (MLD) in order to evaluate summer heat content.

Being able to estimate mixed layer depth also has an operational use: acoustic sensing

in the Arctic is sensitive to the mixed layer depth, where strong salinity and temperature

gradients create channeling effects and can alter the propagation of sound through the ocean.

The mixed layer depth has operational impacts, especially for acoustic detection of vessels

and submarines in the Arctic. At cold temperatures, salinity gradients in sea water have

strong channeling effects on sound propagation and can allow for sound waves to travel

extremely long distances with remarkable coherence [Mikhalevsky et al., 1999].

The annual cycle in heat peaks in the summer and fall seasons when there is open water

at the lower latitudes in the Arctic Ocean. It is for this reason that the analyses presented

here will consider only the summer and fall seasons only in this analysis.

4.1.1 Summer mixed layer

The summer mixed layer was described extensively in Chapter 3. This layer is defined

by the summer halocline, typically between 8 and 15 m deep in the western Arctic. This

surface layer stays well mixed because of wind drag on the surface - vertical sheer in induced

currents keeps the water mixed, isothermal, and isohaline generally. At any given time there

may be surface layers that deviate from this, either through sea ice melt water pooling at the

surface or solar absorption in the top meters (significantly fresher or warmer, respectively,

than the mixed layer) that persist in periods of low winds [Bradley et al., 2015], but moderate

wind drag is enough to keep the layer well-mixed.

While the summer halocline layer (see Figure 3.1) does sometimes hold significant

amounts of heat from the summer, it is small compared to the mixed layer heat content and

does not need to be released before freeze-up can commence.
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4.1.1.1 Prior MLD estimates

In prior analyses, it has been assumed that the mixed layer is 20m deep across the

Arctic throughout the summer. [Stroeve et al., 2014]. While this is a round number for a

pan-Arctic estimate, there is substantial regional variability. Peralta-Ferriz and Woodgate

[2015] and others have shown that the mixed layer depth varies both seasonally and regionally

around the Arctic due to factors including local variability in wind drag on the surface,

regional Ekman pumping, or interactions with local bathymetric features and coastlines.

For example, in the southern Beaufort during the summer, mixed layer depths are often 10m

deep or less, while in the central Arctic they can exceed 30m [Peralta-Ferriz and Woodgate,

2015]. MLDs vary seasonally, shoaling in the early summer and gradually deepening over

the ice-free season.

4.1.2 Mechanisms for setting the depth of the SML

The mixed layer depth in the fall and spring is defined by the summer halocline. When

sea ice melts in the spring, it releases fresh water into the upper ocean. This amount of fresh

water limits the salinity and the depth of the mixed layer - a deeper mixed layer will be

more saline than a shallower one, just by the limits of the freshwater budget. The strength

of the summer halocline has to do then with the mixing that determines the depth of the

halocline.

Without wind-induced mixing, the fresh SML would be no thicker than the ice cover

from which it melted. Vertical mixing during the melt season determines the MLD and

the salinity of the layer. Stratification (in density, driven by salinity) in the water column

has been shown to be the primary driver of MLD variability throughout the season, with

wind-driven mixing accounting for only about 10% of the variability in depth [Peralta-Ferriz

and Woodgate, 2015].
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4.1.2.1 Wind-driven mixing

Wind drag at the surface during the open water season maintains the mixing through

the summer and keeps water in the mixed layer consistent in temperature. Solar energy is

absorbed on an exponential profile, and a significant fraction of solar energy is absorbed in

the top few meters of the ocean, though this varies signfiicantly with turbidity. Without

wind mixing, this absorption causes strong temperature gradients in the top two meters of

the ocean, where positively buoyant warmer water floats on top of cooler mixed layer water

[Bradley et al., 2015]. Wind mixes this heat into the SML, so that it is evenly distributed

with depth down to the summer halocline layer, where strong density gradients caused by

the halocline resist mixing under most conditions.

4.1.2.2 Convective mixing (fall)

The fall season brings additional mixing to the SML, contributing to an overall deep-

ening of the mixed layer. Convective mixing, driven by cooling at the surface and increasing

water density, accelerates mixing in the fall. This contributes to the rapid heat loss prior to

the onset of freeze-up (see Section 3.4.4). Within the isopycnal mixed layer at the surface,

a change in temperature of a water parcel is enough to increase the density relative to the

water below it. The sinking, recently cooled water is replaced at the surface by warmer water

from below, which can then be cooled and continue the process.

4.1.2.3 Fresh water in the SML

The annual budget of fresh water in the upper ocean is dominated by the seasonal cycle

of sea ice growth and melt. Figure 4.1 shows the fluxes as relative (not to scale) quantities

- in any given region of the Arctic, ice growth and the subsequent melt season take up and

release a huge amount of fresh water, and other sources account for only a small amount

of the freshwater budget [Yamamoto-Kawai et al., 2009]. For a 1-meter square area, 1.5
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meters of sea ice growth over the course of the winter (assuming thermodynamic growth) is

the equivalent of 1.1 meters of freshwater (0 p.s.u.) being removed from the upper ocean,

following equation 1 of Peralta-Ferriz and Woodgate [2015].

FW (t) = FW (t− 1year)− Sice ×
∫

1year

dHice +
∑
1year

(FWprecip + FWriver − FWevap) (4.1)

The freshwater budget should be considered on an annual basis because of the seasonal

cycle in sea ice growth and melt. To consider the change from the fresh water content a year

ago, consider the net ice melt from the previous year, add the contribution due to net sea

ice melt, and then add the total input of fresh water from rain, snow, and river runoff minus

a small amount of evaporation.

Figure 4.1: A schematic of the freshwater budget in the Arctic Ocean. Not included are
the advection of fresh water from the Pacific or river sources which are limited to certain
locations in the Arctic Ocean.
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4.1.2.4 Regional differences in mean summer mixed layer depth

Mixed layer depths vary on both ice floe scales (10s of meters to 10s of km) and

on regional scales. Peralta-Ferriz and Woodgate [2015] is a lengthy paper describing the

climatology of mixed layer depths throughout the seasons, basins, and in response to changes

in ice concentration, wind forcing, and stratification in the water column. In general, the

deepest MLs are found in the Barents Sea (168m), Eurasian Basin (72m), and Makarov Basin

(56m) in the winter, with slightly shallower (29-35m) MLDs in the western Arctic during

the same season. In the summer, MLDs shoal across the Arctic, with depths as shallow as

8-9 m in the Southern Beaufort and Canadian Basin regions common in July and August.

See tables 3 and 5 in Peralta-Ferriz and Woodgate [2015] for significantly more detail on the

regional variability of the mean state MLDs.

4.1.3 Impact of stored heat on freeze-up timing

A key part of the interest in the ML heat content around the Arctic is the relationship

with the timing of freeze-up. Heat content in the upper ocean can be defined as

HC = ρoCp

∫
(T − Tf )(S, P )dz (4.2)

where the temperature above freezing (T − Tf ) depends on the freezing point which is a

function of the salinity and pressure of the water and integrated over the upper ocean.

Using the average heat content per meter rather than the total heat content accounts for

variability in the water layer depth [Jackson et al., 2010]. There has not been a systematic

study of late-summer upper ocean heat content in recent years. Given the dramatic changes

in the Arctic over the last decades, anything older than several years would no longer be

especially representative of the current Arctic Ocean.

Climate models do capture the increasing delay in ice formation in the fall with in-

creasing summer mixed layer heat content [Holland et al., 2006]. CMIP5 models do not

capture the extent of the increases in ocean temperature however, suggesting a disconnect



89

in the process driving the change [Ding et al., 2016]. Analysis of CMIP5 models attributes

decreasing snow on sea ice over the 21st century to delayed onset of freeze-up [Hezel et al.,

2012]. Not all models capture the complexity of the stratigraphy of the Arctic Ocean (see

Lique and Steele [2013], especially figure 2d) and therefore are likely not capturing the full

extent of the effects of climate change in the region.

Stroeve et al. [2014] considered the changes in length of the Arctic summer melt season

(from initiation of melt in the spring to the end of any sign of melt occurring in the fall)

over the last several decades. Using satellite estimates of ice concentration, dates of melt

onset, continuous melt, freeze onset, and continuous freezing were determined. That analysis

works with an equation from Steele et al. [2008] that relates the increased summer sea surface

temperature to the delay in autumn freeze up:

∆t =
OHC

ρairCp(air)Ch(air)∆TawW10m

(4.3)

where OHC is upper ocean heat content in units of J/m2, and the denominator is in order, air

density (1.3 kg m−3), air heat capacity (103 JKg−1.◦C−1), air-water heat exchange coefficient

(approximately 10−3), the temperature difference between air and water (≤ 10◦C), and the

wind speed at 10 meters above the surface (variable, but often on the order of 5-10 m s−1).

This equation takes the heat content above some baseline (equivalent to selecting a

baseline temperature, i.e. freezing) in units of Joules per area (J m−2) and divides out the

cooling rate in order to get the delay from that baseline until the surface is cool enough to

freeze. The issue with this calculation is the method used for ocean heat content. In Stroeve

et al. [2014], ocean heat content is the sea surface temperature in degrees above some nominal

freezing point, scaled by the conversion between water temperature and heat content, and

integrated over a constant 20 m deep mixed layer. The mixed layer depth is highly variable,

and this approach overestimates heat in the western Arctic and underestimates heat in the

eastern (Atlantic) Arctic.
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4.2 Observations

In order to develop an empirically-based means of estimating the mixed layer depth and

therefore the heat content, we first need observations of the mixed layer depth. For this, CTD

and XCTD (Conductivity-Temperature-Depth and Expendable Conductivity-Temperature-

Depth) profiles from the World Ocean Database [Boyer et al., 2013] are considered, as de-

scribed in Section 3.2.1.1. These profiles are then processed to determine the MLD (based

on the thermocline), as this is where the heat is stored.

4.2.1 CTD profiles

The World Ocean Database dataset is described in detail in Section 3.2.1.1. For this

analysis, only profiles with high resolution CTDs and XCTDs are included. Figure 4.2

shows the locations of each of the CTD profiles considered in this analysis, with the regions

labeled. Figure 4.3 shows these by month and year: the vast majority of overwinter profiles

come from the Barents and northern North Atlantic in areas that are ice-free year round.

4.2.2 Determining MLD

With each CTD profile, the mixed layer depth is determined using an automated

process. If the shallowest measurement is greater than 10 meters deep, the CTD profile is

discarded from this analysis in order to capture the MLDs described in Peralta-Ferriz and

Woodgate [2015]. The mixed layer temperature is defined as the the average of the top two

recorded temperatures on the profile. If they are more than 0.1 ◦C m−1 apart, only the first

measurement is considered in the mixed layer and it is assumed that the thermocline begins

somewhere between the first and second recorded measurement. This threshold was selected

based on an analysis of 25 randomly selected profiles to distinguish between measurement

noise and actual thermoclines.

Each CTD profile is then linearly interpolated along the depth axis at 1 meter intervals
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Figure 4.2: Regions as defined in Peralta-Ferriz and Woodgate [2015] and used for fitting
empirical relationships between mixed layer depth and meterological and geographical pa-
rameters. Each CTD profile in this analysis is marked with an ‘x’.

Figure 4.3: CTD profiles by month and year. Left panel includes all profiles, and the right
panel excludes the profiles in the Barents Sea and the northern North Atlantic.
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down to 100m or the depth of the last recording on the CTD profile, whichever is shallower.

Above the first measurement, the profile is filled in with the mixed layer temperature as

determined above. Then the first derivative of temperature with depth is taken. The first

point (closest to the surface) where the slope in temperature exceeds 0.1◦C per meter in

either the positive (warmer with depth) or negative (cooler with depth) direction the top

of the summer thermocline. This threshold was selected from analysis of a set of 25 ran-

domly selected summer and fall profiles from around the Arctic Ocean in order positively

identify thermoclines but exclude temperature variations due to either small, local effects or

measurement noise from some of the older, less accurate instruments included in the dataset.

The few profiles where no thermocline was detected above 50m depth were discarded.

These either contained a very minimal summer thermocline at shallower depths that was not

strong enough to be detected by the algorithm, or there was no thermocline at the summer

mixed layer depth. In some instances, CTD data was too noisy to detect any clear layers.

The same process for temperature is also done with the salinity profile to find the

summer halocline depth. For this analysis only the summer thermocline was used, as it is

the heat content that is of interest.

4.2.3 Reanalysis observations

For both the basin-wide estimates and the CTD fit analyses, reanalysis meteorological

products are used. There are only very sparse observations of near-surface weather in the

Arctic, and while the ships that conduct the CTD profiles are usually carrying meteorological

instruments, that data is not logged with the profiles themselves.

Initially the analysis was done using MERRA reanalysis data [Rienecker et al., 2011]

for the surface level wind speeds and air temperatures because of the reviews in Lindsay

et al. [2014]. Their analysis indicated that the MERRA reanalysis product wind speeds were

among those with the lowest bias, and that the parameters, when applied to the PIOMAS

ice model, were a better match to the observations than other reanalysis products. The
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analysis was re-rerun using MERRA2 because the MERRA product was discontinued, with

the data set ending in February 2016. While the CTD profiles used to develop the empirical

relationships were only available through 2015, it will be possible to extend the MLD and

heat content estimation forward in 2016 using meteorological observations and reanalysis

products as they become available for later comparison with in situ observations. Limited

changes to the sea ice and land ice processes in the MERRA2 reanalysis code suggest that

performance over Arctic sea ice will improve marginally if it changes at all - this improvement

would more likely be due to global upgrades in model physics rather than ice-related processes

[Bosilovich et al., 2015]. It is therefore expected that the MERRA2 reanalysis products will

not be worse than the MERRA products and may show slight improvements in estimating

the meteorological conditions in locations with few, if any, observations.

Figures 4.4 and 4.5 show examples of the wind and temperature reanalysis products

used for this analysis. The 2-meter surface products are used for both wind speeds and

temperatures so that there is consistent coverage in the Arctic.

4.2.4 SST NOAA product

The NOAA sea surface temperature product [Boyer et al., 2013] is an optimal interpo-

lation of the available measurements of sea surface temperatures around the world oceans.

It is gridded to 1 degree grid cells and comes with an ice concentration product. Examples

of these products are shown in Figures 4.6 and 4.7. This product combines in situ SST

obserations with satellite-based products and ice concentration information to create a grid-

ded weekly average SST estimate for the world’s oceans. The data quality in the Arctic is

limited by low numbers of in situ observations, difficulty with satellite retrievals around sea

ice, and high spatial variability. Comparison with other SST products shows an RMS error

up to 0.5C in the Arctic [Reynolds et al., 2002].
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Figure 4.4: Example of MERRA 2 reanalysis wind speeds for one day in September 2007.

Figure 4.5: Example of MERRA 2 reanalysis surface air temperatures for September 2007.
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Figure 4.6: Example of the weekly mean of sea surface temperatures from the NOAA optimal
interpolation product for the week of September 23, 2007.

4.3 Determining Empirical relationship

4.3.1 Regional definitions for the analysis

Different processes dominate in different regions of the Arctic: in the Beaufort, high

winds drive regional variability in sea surface height, drawing low-salinity mixed layer water

into the gyre [Giles et al., 2012]. In the Barents, interactions with higher salinity Atlantic

water dominate [Peralta-Ferriz and Woodgate, 2015].

In order to account for regional variability in the drivers of mixed layer depth, this

analysis looks at five regions in the Arctic, plus the whole Arctic Ocean excluding the Barents

and North Atlantic sectors. Figure 4.2 outlines these regions, with latitude and longitude

limits listed in Table 4.1. Each CTD profile in the World Ocean Database record [Boyer

et al., 2013] is indicated by an ‘x’ on the map.
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Figure 4.7: Example of the weekly mean of ice concentrations from the NOAA optimal
interpolation product for the week of September 23, 2007.

These regions consist of:

Table 4.1: Latitude and longitude limits for the regions used in this analysis.

Basin Latitude Longitude
1 Chukchi 70N 77N 180 W 155W
2 Southern Beaufort 70N 72N 155W 125W
3 Canadian Basin 70N 72N 155W 125W
4 Makarov Basin 78N 90N 150E 45W
5 Barents Sea 70N 80N 15E 60E
6 Eurasian Basin 80N 90N 45W 125E

The final “region” of the Arctic is the whole basin minus the Atlantic and Barents

sectors. This is everything west of 30W and east of 90E, all the way north to 90N. This was

included in the analysis to see if the regional approach resulted in lower error than a larger

area.



97

4.3.2 Evaluating Parameters

Empirical relationships were determined in two steps: various meteorological, geo-

graphic, and oceanic factors were compared to the mixed layer depths determined from the

CTD profiles. The parameters with the highest correlations with MLD in each region are

then used to fit an empirical relationship to the direct observations.

The parameters that were considered are listed here with the source of the data. The

final three on the list are approximations of heat fluxes based on their constituent factors.

• Latitude (WOD) - related to geographic effects and the presence of sea ice throughout

the year.

• Longitude (WOD) - related to geographic effects especially the influence of Atlantic

water.

• Day of year (WOD) - captures seasonal deepening.

• Year (WOD) - captures interannual trends in MLD.

• Date (WOD) - captures interannual trends in MLD.

• Air Temperature (MERRA2) - related to convective mixing in the surface layer.

• U Winds (MERRA2) - related to wind-driven mixing in the surface layer.

• V Winds (MERRA2) - related to wind-driven mixing in the surface layer.

• Windspeed (calculated from U wind and V wind vectors) - related to wind-driven

mixing in the surface layer.

• Surface temperature (WOD) - related to convective mixing in the surface layer and

captures seasonality related to ice melt.

• Temperature differential (Air temperature - Surface temperature) - related to con-

vective mixing in the surface layer.
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• Sensible heat flux (Windspeed × Temperature differential) - related to wind driven

mixing and convective mixing in the surface layer.

• Radiative heat flux (Air temperature4 - Surface temperature 4) - related to wind

driven mixing and convective mixing in the surface layer.

Because this analysis is looking at linear correlations between parameters, the constants

that go into calculating the radiative heat flux and the sensible heat flux are omitted from

the analysis.

Figures 4.8 and 4.9 show the correlation coefficients between the mixed layer depth

and each of the parameters. Correlation coefficients indicated by black x’s are statistically

significant, while those indicated by red o’s are not at the 5% level (p < 0.05).

4.3.2.1 Summer season

Figures 4.8 shows the correlation coefficients by basin for the summer season. The

number in the title of each plot is the number of CTD profiles and corresponding meteorolog-

ical parameters that went in to calculating these coefficients for each basin. These indicate

only correlation, though the motivation for selecting these particular parameters was based

on probable causes of mixed layer depth variability. Mixing depth is determined by a number

of factors, but the amount of vertical mixing is primary among them. Physical conditions

that would then encourage mixing (like high surface-level winds) would likely lead to deeper

mixed layers.

Chukchi For the Chukchi in the summer, the three strongest correlations are latitude,

sea surface temperatures, and air temperatures. These are all correlated with each

other - surface air temperatures tend to follow sea surface temperatures, and tem-

peratures generally tend to get cooler with increasing latitude. Higher wind speeds

are correlated with thicker mixed layers, which makes sense because of wind-driven

mixing. Warmer air and surface temperatures are correlated with thinner mixed
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Figure 4.8: Tables of correlation coefficients for relevant parameters for the summer season
in each basin. The black x’s indicate correlations that are statistically significant at the 5%
level, while the red circles indicate correlations that are not.

layers though, which is not as obvious: cooling of surface water leads to convective

mixing and deepening of the mixed layer, but this process would not be prevalent in

the warmer summer months. Instead, it is likely that there are a few CTD profiles

in this analysis where the summer mixed layer has not yet developed, and this may

be a source of error in the analysis.

Southern Beaufort The mixed layer depth in Southern Beaufort is most strongly corre-

lated to the wind speeds and sensible heat flux. Interestingly, there is little corre-

lation to either direction of wind, suggesting that it is irrelevant where the wind is

coming from. In the Southern Beaufort, the air temperatures are strongly inversely

correlated with wind speeds. Wind speeds are also highly correlated with the day of

the year, where the strong temperature gradient between relatively warm snow-free

land earlier in the summer sets up strong pressure gradients and therefore strong
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winds earlier in the season.

Canadian Basin The mixed layer depth in the Canadian Basin is most closely correlated

with surface temperatures and latitudes. The negative correlation with surface tem-

peratures suggest that as temperatures warm, the mixed layer shoals. This may

indicate that some profiles represented the remaining winter mixed layer rather than

a summer mixed layer, as high latitudes and cold surface temperatures may be areas

that are mostly ice covered.

Barents Sea The mixed layer depth in the Barents sea has very little correlation to any

parameter: there is a slight correlation with latitude, where more northerly locations

have a fully developed Arctic-style summer mixed layer and more southerly latitudes

are dominated by inflow from the Atlantic Ocean.

Eurasian Basin In the Eurasian basin, the longitude is the most prominent correlation with

mixed layer depth. In this region, longitude would be indicative of the influence of

surface waters from the Northern North Atlantic. Sensible heat flux is also a very

minor correlation, and is included as the second term.

The non-Atlantic Arctic is shown in the bottom left panel on these figures. Across

the arctic in the summer, MLDs are very slightly positively correlated with wind speeds,

agreeing with the regional analysis in Peralta-Ferriz and Woodgate [2015]. There are also

slight correlations with Longitude and wind speeds.

4.3.2.2 Fall season

In the fall season, the mixed layer cools to the point where sea ice can grow on the

surface. Convective cooling - where convective mixing brings warmer water in the mixed

layer to the surface where heat can be released to the atmosphere - accelerates cooling but

also adds a process to the list of things that determine the mixed layer depth.
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Figure 4.9: Tables of correlation coefficients for relevant parameters for the fall season in
each basin. The black x’s indicate correlations that are statistically significant at the 5%
level, while the red circles indicate correlations that are not.

Like in Figure 4.8, Figure 4.9 shows the correlation coefficients for each pair of

parameters for each basin. Again, the black x’s indicate statistical significance at the 5%

level.

Chukchi For the fall season in the Chukchi, wind speeds are the most significant correlation

with mixed layer depth followed by latitude; higher latitudes correlate with deeper

mixed layer depths, as do higher wind speeds. Interestingly, there is a slight inverse

correlation (still statistically significant) with the temperature differential, which is

related to the seasonal deepening of the mixed layer as described in Chapter 3 and

Peralta-Ferriz and Woodgate [2015].

Southern Beaufort In the southern Beaufort, sea surface temperatures correlate well with

mixed layer depth, where warmer SSTs are found with shallower mixed layers. Wind

speeds in this region have an interesting effect: higher easterly winds correlate with
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deeper mixed layers, while higher northerly winds correlate with shallower mixed

layers. This likely has to do with Ekman pumping effects along the coast, where

northerly winds induce north-easterly flows along the coast and draw water up and

away from the shore.

Canadian Basin The dominant term in the correlation matrix for the Canadian Basin is

the sensible heat flux. Note that this is an approximation of the sensible heat flux

bulk formulation, where the temperature differential between the sea surface and the

near-surface air is scaled by the wind speed at the time. Latitude is the second most

significant correlation for the MLD in the Canadian Basin, increasing in depth with

latitude. This is one area where a small amount of error may come from a winter

mixed layer depth detected by the algorithm rather than a summer mixed layer.

Barents Sea In the Barents Sea in the fall season, there are no especially strong correlations

between the meteorological or geographic parameters and the mixed layer depth.

There is a slight positive correlation with surface temperatures, air temperatures,

and the approximate net radiative flux, and then a slight negative correlation with

latitude. For the empirical relationship, the sea surface temperature and latitude

terms were selected.

Eurasian Basin The Eurasian basin in the fall is mostly covered in sea ice, resulting in a

slight correlation with surface temperatures where areas that are ice covered have

slightly deeper MLDs than areas that are not (and have correspondingly warmer

SSTs). There is also some relation with the northward wind component, which

would correspond with Ekman pumping along the ice edge.

Across the whole (non-Atlantic) Arctic, no parameters correlated particularly well in

the fall. Many parameters were statistically significant, but all correlations were weak.
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4.3.3 Empirical Relationship

For each basin and season, the top two strongest correlations were selected and used

to compute the empirical relationship between the meteorological parameters, geographic

parameters, and mixed layer depth. The coefficients are found using a least-squares multiple

linear regression for the two dominant factors and the product of the two. The resulting

equation is of the form:

HMLD = c1X1 + c2X2 + C3X1X2 + C4 (4.4)

where X1 and X2 are the two parameters selected from the correlation analysis. Tables 4.2

and 4.3 list the resulting equations with the parameters and coefficients for each region by

season.

Table 4.2: Summer equations

Basin c1 X1 c2 X2 c3 X1X2 c4

Chukchi 67.7 ×TSST +2.09 ×Φ - 0.96 ×TSSTΦ -135.9
Southern Beaufort 1.12 ×Vwind + -0.24 ×Fsens + 0.016 ×VwindFsens + 3.02

Canadian Basin -0.90 ×TSST +0.96 ×Φ -0.0048 ×TSSTΦ -53.3
Barents 2.02 ×Φ +15.6 ×TSST -0.19 ΦTSST -143.4

Eurasian Basin 0.015 ×Θ +− 0.0017 ×Fsens + 0.00029 ΘFsens +12.59
Non-Atlantic Arctic 0.0042 ×Vwind +− 0.25 ×∆T 0.017 Vwind∆T 17.65

Table 4.3: Fall equations

Basin c1 X1 c2 X2 c3 X1X2 c4

Chukchi 3.92 ×Vwind +1.92 ×Φ - 0.051 ×VwindΦ -128.6
Southern Beaufort 0.79 ×TSST + 0.36 ×Vwind + -0.13 ×TSSTVwind + 2.94

Canadian Basin -0.086 ×Fsens +0.15 ×Vwind -0.00044 ×FsensVwind +11.7
Barents -19.1 ×TSST +0.96 ×Φ -0.28 TSSTΦ -53.6

Eurasian Basin 0.612 ×
−−−→
Vwind +− 0.655 ×TSST + 0.19

−−−→
VwindTSST +22.7

Non-Atlantic Arctic 0.0060 ×Θ +0.13 ×TSST 0.0056 TSSTΘ 16.39
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These equations are by no means indicating causation. They are empirical relationships

that are statistically derived from parameters selected for their physical relevance.

4.3.4 Calculating the MLD

Once the regional empirical relationships were established, mixed layer depths across

the region could be calculated from the reanalysis atmospheric parameters [Global Modeling

and Assimilation Office (GMAO), 2015] and the NOAA optimal interpolation SST product

[Reynolds et al., 2002]. These two products, along with the geographic parameters (latitude,

longitude), were sampled at 1 degree resolution across the regions defined in Section 4.3.1

on the dates of the analyses. In order to capture the ice-free season evolution, the first

of the month for July through November for each year of the NOAA data, 1995-2015, was

considered. This resulted in 21 years for each month, for a total of 105 MLD estimates across

the Arctic.

The NOAA SST data is a weekly data product, so the week containing the 1st of

the month is sampled. There could be some error introduced from the difference in the SST

averaging over the week, but given that the difference between consecutive weeks is generally

small, it is unlikely to be causing substantial error relative to that which is inherent in taking

a spatially variable complicated physical system and representing it with a few estimated

variables.

In areas outside the regions of the empirical fits, the mixed layer depth is set to zero

so that it does not impact heat content estimates in later analyses.

Figure 4.10 shows the resulting MLD estimate for one day in September, 2007. The

different empirical relationships are clear at the edges of the defined regions. The disconti-

nuities at the edges of the regions are the result of the different empirical fits applied to each

region.
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Figure 4.10: Example of the mixed layer depth estimates for the five basins of analysis for
one day in September 2007.

4.3.5 MLD Error Estimates

For each region, the mixed layer error estimate is calculated by sampling the mixed

layer depth estimates at the locations of the CTD profiles. Because the mixed layer depths

were only calculated on the 1st week of the month, CTD profiles collected within three days

of either side of the first of the month are considered. For example, CTD profiles conducted

between the 28th of July of 1998 and the 3rd of August of 1998 are compared directly to the

mixed layer depth estimate for August (1), 1998.

In each region, all CTD profiles within a 3-day window of the MLD estimate dates are

considered in the error analysis. It is possible that some of the profiles, especially for the

July case, are the remnants of the winter mixed layer rather than the summer mixed layer.
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For these cases, an empirical fit mostly tuned to the shallow summer mixed layer is likely

going to underestimate the deep winter mixed layers. Error is defined as

ε = MLDobserved −MLDestimated (4.5)

so a positive error estimate indicates that the empirical relationship overestimated the depth

of the mixed layer while a negative error suggests that it overestimated the depth.

Figure 4.11 shows these error measurements for each basin and season for three meth-

ods of estimating the mixed layer depth. Most, like the Chukchi, Southern Beaufort, and

Canadian Basin, result in error distributions for the empirical approach akin to normal

distributions with the bulk of the observations within ±10m of the estimated mixed layer

depths. These distributions are also reasonably symmetric around 0, so that positive error

in one profile is balanced out my negative error in another. The major exception to this

is the Barents Sea profiles, especially in the fall. The distribution is highly non-symmetric,

with the highest counts in cases where the error is 10m or more off in the negative direction

(empirical approach overestimated depth). In the fall the error is similarly bad, though

slightly less asymmetric. The other two approaches were more likely than not to result in

error distributions that are biased either high or low.

The mixed layer depth climatology used for the error histograms was the average mixed

layer depth for each season as shown in Figure 6 of Peralta-Ferriz and Woodgate [2015]. A

highly nuanced approach (i.e., weighting that average by timing of observations) applying

the climatology could approach a mean-zero error. The climatology was based on regional

averages from the same WOD dataset, so by capturing some of the variability in addition to

the regional means, the empirical approach performs slightly better at estimating the mixed

layer depth.

These errors are presented as absolute error rather than percent error because the

absolute error is more applicable to calculating heat content. If the empirical approach

estimates a 10 meter mixed layer depth somewhere where the actual depth is 5 meters, the
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Figure 4.11: Histograms of error in the fit for each CTD profile by region and season.
Positive error indicates that the estimation method overestimated the mixed layer depth.
The blue histogram is using fixed mixed layer depths from the Peralta-Ferriz and Woodgate
[2015] climatology, the red histogram is a fixed 20-meter mixed layer depth, and the yellow
histogram is the mixed layer depths derived from the empirical fit approach presented here.
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error is 100%. If a 100% error happened somewhere where the mixed layer depth was 35

meters, the absolute error would be far higher. Given that sort of variability in the depths,

the absolute error conserves the total amount of extra water column that is either over- or

under-estimated by an approach to finding the mixed layer depth. When calculating heat

content for a region, overestimating the mixed layer depth in one location could be balanced

out by underestimating the mixed layer depth in another location with the same mixed layer

temperature. That spatial averaging breaks down slightly when an overestimate occurs in

somewhere with notably non-average temperatures for the region, but it is still a better

estimate than using a fixed depth that is known to be biased.

Figure 4.12: Map of mean error estimates by grid cell for each CTD profile and corresponding
MLD estimates.

Figure 4.12 shows this information spatially: where there are CTD profiles to compare

the estimated mixed layer depth to, the color shows the mean error for that grid cell. Some

grid cells have one or few comparisons, and these represent the locations with the most
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egregious errors, especially the significant underestimation of the mixed layer depth in the

central Canadian Basin. This location suggests that this particular set of CTD profiles

captured the winter mixed layer rather than the summer mixed layer depth.

There is some spatial pattern to the error in the Barents sea, with slight overestimates

of the mixed layer depth in the western half of the region and underestimates in the eastern

edge. The eastern edge of this region is often more influenced by Atlantic water, which could

explain the error: the mixed layer depth is determined by the inflow from the Atlantic rather

than by seasonally modified water in the Arctic.

4.4 Heat content in Arctic Ocean basins

With the estimated mixed layer depth, it becomes possible to calculate the total amount

of heat stored in the surface mixed layer. With the assumption that the water is isothermal

through the mixed layer (per the definition of mixed layer), the heat content is

HML = cpρsw ×MLD × TSST (4.6)

The sea surface temperature is the NOAA SST product, and the mixed layer depth is the

estimated depth from the empirical fit. cp is the specific heat of sea water and ρsw is the

approximate density of sea water (1025 kg m−3).

4.4.1 How heat content relates to MLD and SST

Figure 4.13 shows how the heat content, and the interannual trends in heat content,

compare between methods of estimating the mixed layer depth. These figures integrate the

heat per unit area (m2) in each grid cell over the region from 180W to 120W and 65N to

90N. For the 20m and pan-Arctic fit methods, all ocean grid cells have a calculated heat

content and contribute to the total heat content for the area. For the Regional MLD fit, the

mixed layers are only defined in the regions discussed in Section 4.3.1. Everywhere else in
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the Arctic the mixed layer depth is set to 0. The total heat content is comparable between

the estimation methods because it is in units of per area.

All methods and all months show a warming trend since 1995. The magnitude of these

trends varies however, even between the two directly comparable methods. At the early and

late ends of the season, the 20-meter method shows a trend approximately 4 times larger

than the pan-Arctic fit trend. The seasonal process becomes more apparent in Figure 4.14:

in the empirically-based mixed layer depth estimation methods, the largest trend in heat

content is in September, when there is both a large trend in decreasing ice extent and a

trend in increasing sea surface temperatures. In the 20m method, the trends earlier in the

season are magnified by the over-estimation of the mixed layer depth, and the July trend

is anomalously high. The 20m method also estimates trends at 4-10 times the rate of the

regional fit method does.

Much of this trend in heat content can be ascribed to the Chukchi Sea. In Figure 4.15,

trends toward increasing heat content are first present in the Chukchi Sea and near southern

part of the Canadian Archipelago. Trends are more widespread in August and September

and disappear from all but the Chukchi in November.

4.5 Relating summer heat content to sea ice cover

Summer heat content is interesting in its own right as a measure of climate change in

the Arctic, but it is especially relevant in how it feeds back into the annual cycle of sea ice

growth and melt in the seasonal ice zones.

4.5.1 Fall ice concentrations

In Figure 4.17, summer mixed layer heat content is correlated with early season ice

concentration for each month of the summer heat analysis and ice concentrations in mid-

October, mid-November, and mid-December. These ice concentrations were selected to

account for early- mid- and late-season freeze-up dates. Each column in these figures contains
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Figure 4.13: Heat content per unit area for the western Arctic (latitudes 65N to 90N, lon-
gitude 180W to 120W) for three methods: a fixed, 20m deep mixed layer, a variable mixed
layer based on a fit derived from the non-Atlantic sectors of the Arctic Ocean (90E to 50W),
and the regional fit method described earlier. Note that the total amount of heat varies
between methods, as does the magnitude of the trend.
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Figure 4.14: Trends in heat content per unit area for each month using a 20-m constant
MLD, the pan-Arctic fit, and the regional fit estimated MLDs. These trends only include
the western Arctic

a month’s ice concentration, and each row is the summer heat content for one month. Each

figure then shows the correlation between the heat content for the summer month and the

ice concentration for the fall month. Note that the ice concentrations are selected from the

middle of each month and the heat content estimates are for the first of the month. This

offset makes it possible to compare heat and ice concentrations in November and October.

Each correlation coefficient is calculated on a pixel-by-pixel basis. The background shows

the contour of the bathymetry in the Chukchi and Beaufort for comparison. For reference,

Figure 4.16 shows the trends in ice concentration for each of the fall months.

Generally, we expect to see a negative correlation between these: the more heat in the



113

Figure 4.15: Trends in heat content per grid cell (not normalized to area) by month for the
western Arctic.

Figure 4.16: Trends in ice concentration (in percent cover per year) for mid- October, Novem-
ber, and December. The contours indicate bathymetry to show the Chukchi shelf edge in
each panel.
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summer ocean, the later ice forms. A positive correlation would mean that years that have

warmer summer temperatures are more likely to have higher ice concentrations at the time

of the comparison.

Figure 4.17 compares these parameters directly. In the left column, comparisons with

October ice concentration, there is an increasing area of statistically significant negative cor-

relations as the summer progresses. In November, there is very little statistically significant

correlation until November, when the areas that are still above the freezing point correlate

with the areas that are ice free. In December there are few areas with significant correlations

with heat content at any point in the summer or fall.

4.5.2 Freeze-up Dates

Figure 4.18 shows the correlation coefficients between the heat content and the freeze-

up dates (in day of year) in the top panel and de-trended anomalies in the bottom panel.

These correlation coefficients, with a very small number of exceptions, are not statistically

significant because of the short number of years with ice-free summer seasons at most loca-

tions and the limited number of years of the heat content estimates. Combined with relatively

large interannual variability, almost all of the correlation coefficients (more than 95% of grid

cells on the map) are not statistically significant at the 5% level. The map of correlation

coefficients are generally positive as we would expect, though there are some locations with

persistently negative correlations through both approaches to estimating heat content. For

comparison, the second row uses the heat content assuming a constant, 20m deep mixed

layer. This effectively conveys only the contribution of the sea surface temperatures to the

freeze up dates. The patterns generally are very similar to the regional fit approach, but

usually have slightly lower correlation coefficients. The third row in each set is the difference

between the two, magnified by a factor of two on the color scale. Generally the regional fit

does marginally better across the domain, with the exception of the mid-Chukchi shelf in

August. Here the surface temperature approach outperforms the MLD approach, suggesting



115

Figure 4.17: Correlation coefficients between the summer heat content (rows) and the fall
ice concentrations (columns) in the western Arctic. Heat content estimates correspond to
the first of the month, ice concentrations to the 15th. This figure only shows statistically
significant correlations.
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that either the MLD fit does not accurately capture the mixed layer depth, or more likely

that the mixed layer depth in August is not a driving factor in the timing of freeze-up in

November in this area because of advection of heat with the currents in the Chukchi shelf

break region. That said, neither the regional empirical approach nor the 20m approach to

estimating mixed layer depth results in statistically significant correlations.

Figure 4.18: Map of correlation coefficients between heat content for each month and the
fall freeze-up date. Few of these are statistically significant at the 5% level due to a small
number of years with ice-free conditions and relatively large interannual variability.

4.6 Conclusions

Different regions within the Arctic seem to have different factors driving variability of

the depth of the summer mixed layer. Wind is more likely to be a dominant factor in the fall

across the Arctic, while surface temperatures and geographic parameters are typically more

important in the summer. This indicates that summer mixed layer depth is best estimated by

considering the presence of ice cover and the time since melt out (using the SST as a proxy).

Fall mixed layer depth is then related to the amount of wind-driven mixing. This analysis

only considered the local and time-of-observation wind speeds, because there is currently
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no to track where water parcels came from, and following the time evolution of the mixed

layer depth would require Lagrangian tracking of some sort. Factoring in a parameter that

captures the cumulative wind drag on the surface over the past month of the melt season

could perhaps improve the estimation approach.

Empirically fit methods for estimating MLD do an adequate job outside of the Barents

Sea, given coarse forcing data and complicated, spatially heterogeneous processes that de-

termine the MLD. Using the 20-meter estimate for MLD overestimates regional heat content

trends by a factor of 2-5 throughout the season when compared to the regional fit method.

Increasing heat content (estimated using the regional empirical approach) correlates well

with decreasing October sea ice concentration. The regional fit method also correlates with

freeze-up dates marginally better than the 20-m method, which is effectively just consider-

ing the mixed layer temperature and not the depth, though this result is not statistically

significant.

Summer mixed layer depths and the corresponding heat content are changing over

time. As heat in the summer mixed layer must be removed prior to ice growth in the fall,

increasing summer heat content leads to delayed freeze-up. The following chapters address

how this in turn leads to thinner first year ice cover and a positive feedback loop that will

maintain high rates of sea ice loss into the future.



Chapter 5

Antarctic Coastal Polynyas

Polynyas are areas of consistently open water in the sea ice pack. The polynya in the

Terra Nova Bay (TNB) of the Ross Sea in Antarctica forms as the result of strong winds

flowing down off the continental slopes and pushing sea ice in the bay away from the ice

sheet edge. As the ice is blown out into the ice pack, it exposes water to the cold atmosphere

freezing the surface and expelling brine into the remaining water column Buffoni et al. [2002].

The new ice is then pushed out by the persistent winds: this process continuously forms new

sea ice in a manner often described as an ice conveyor belt.

The purpose for studying polynyas in this dissertation is to investigate whether there is

an upper limit to ice growth rates. If even in the most extreme environments (like Antarctic

coastal polynyas), ice growth rates never exceed some threshold, it is more likely that a

delay in freeze-up date in the Arctic will have a substantial impact on the end-of-season

ice thickness for first-year ice. Because ice growth rates are inversely proportional to the

thickness of ice cover, ice that started to grow later would grow faster under the same

atmospheric forcing. How much faster would then determine how much of a difference a

delay in the freeze-up date makes in the first-year ice thickness.

The dynamics of polynyas are important for the study of polar climate systems because

heat flux between the ocean and the atmosphere is many orders of magnitude higher in a

polynya than it is through the ice pack. The TNB polynya in particular is valuable for the

role it plays in the global climate system: high salinity shelf water (HSSW) formed from the
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“sea ice factory” effect is one of the major sources of the Antarctic Bottom Water (AABW),

which drives thermohaline circulation in the Southern Ocean and feeds bottom waters into

the major world oceans [Buffoni et al., 2002]. High salinity water left behind sinks down to

join with dense water from under the Ross Ice Shelf to form the High Salinity Shelf Water

(HSSW)[Orsi and Wiederwohl, 2009], a major component of AABW. Figure 5.1 and 5.2

show the persistence of the polynyas around the Antarctic continent [Arrigo, 2003]. The

most frequently active polynyas only have ice cover approximately 30% of the time.

Figure 5.1: Map of polynyas around the Antarctic continent, with polynyas shown as areas
with high percent of ice-free days close to the edge of the continent or along ice shelves. The
right figure highlights each polynya in color, with the corresponding inset map number for
the next figure. Reproduced from Arrigo [2003].

The dynamics of a polynya can be thought of in terms of two phases: an expansion

phase where the wind drag on sea ice is dominating and ice that forms is getting pushed

out away from the coast, and a closing phase where the wind forcing lets up and ice growth

dominates. During the expansion phase, the area of open water grows; during the closing

phase, the ice extent increases. The expansion phase is a dynamic unique to polynyas and

interesting in its own right, but the closing phase makes a good comparison to ice formation
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Figure 5.2: Detail on the map of polynyas around Antarctica, with the inset maps from
Figure 5.1. Reproduced from Arrigo [2003].

in the late-season Arctic when extreme radiative cooling and moderate turbulent fluxes make

for rapid growth of ice cover. When the expansion phases and the closing phases alternate

in quick succession, the polynya maintains a roughly consistent size with small fluctuations.

5.1 Terra Nova Bay Polynya

Heat fluxes (and corresponding sea ice production) from polynyas have been estimated

using ice extent remote sensing products [Fusco et al., 2009, Ciappa and Budillon, 2012].

Ciappa and Budillon [2012] studied the region in May and June 2009, finding opening and

closing phases often alternated on timescales of less than 24 hours. The warmest surfaces
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on the imagery correspond to areas of open water and grease ice, which is often shaped by

the wind into stripes called Langmuir wind rows [Ciappa and Budillon, 2012]. During the

expansion phase, ice is forced out of the open water area and the ice edge is a sharp line,

while during closing phases the thermal differences between the open water and the ice pack

was more smooth [Ciappa and Budillon, 2012], much like the edge of the Arctic ice pack in

the freeze-up season.

Surface temperatures used for estimating ice extent are somewhat variable. In using

ice surface temperature estimates from the MODIS sensors, Ciappa and Budillon [2012] used

264K for the threshold temperature in the polynya expansion phase and 266K during the

closing phase. These temperatures are lower than the sea water temperature because mixed

pixels are measured as an area-weighted mean of the sea surface temperature (the freezing

point of sea water) and the ice surface temperature. The two phases are marked by different

temperatures because in the expansion phase, ice that has formed is getting pushed out to

sea, and it tends to be slightly older and therefore thicker and cooler at the surface. In the

closing phase, ice is growing back into the polynya area, resulting in thinner and warmer ice

surfaces in the mixed pixels [Ciappa and Budillon, 2012].

5.1.1 Climatology

The Terra Nova Bay polynya is a particularly important part of the Ross Sea production

of deep water. The katabatic winds off of the continent are the primary driver of maintaining

the open polynya in the winter [Bromwich, 1990]. Annual variability in yearly-average heat

flux is one to two orders of magnitude smaller than the seasonal variation in the heat fluxes

associated with the polynya [Budillon and Spezie, 2000]. Figure 5.4 shows the annual

climatology for winds, ice cover, and column oceanographic measurements from a mooring

in the bay maintained by the nearby Italian station [Budillon et al., 2009].

A (relatively) warm surface layer exists in the summer, but with the onset of win-

ter conditions in March an increase in turbulent mixing due to the high katabatic winds
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Figure 5.3: Satellite image composite of the Terra Nova Bay polynya (from Google Earth)
with the dominant winds, local geography, and direction of ice transport labeled. For refer-
ence, the polynya is approximately 60km wide and 50km long in the along-wind direction,
though both of these dimensions are highly variable.

erases this signature very quickly [Budillon et al., 2009]. The summer season is marked by

substantial heating from the atmosphere into a largely ice-free ocean [Budillon and Spezie,

2000].

TNB has been observed by satellite imagery, with [Ciappa and Budillon, 2012] compar-

ing ice surface temperatures retrieved by the MODIS instrument to SAR images. Timescales

of opening and closing can be on the order of as little as 24 hours [Ciappa and Budillon,

2012], as an abrupt stop in wind forcing will be immediately met with ice growth under

the cold atmosphere. The polynya is primarily forced by katabatic winds off of the Reeves

and Priestly glaciers, wind patterns that cannot necessarily be discerned from the AWS

maintained by the Italian program in the TNB region.

The blocking effect of the Drygalski Ice Tongue to the south of the TNB is an important

part of the formation of the polynya [Ciappa and Budillon, 2012]. Ross sea ice in the western

part of the region would likely drift into the polynya area if not for the ice tongue blocking
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Figure 1. Terra Nova Bay polynya, year 2000; panel a) fraction of the open sea area (i.e. percentage of sea 
surface free by the sea ice) (blue line) and offshore wind component measured by the AWS Eneide (74°41’S; 

164°05’E), daily (red line) and low-pass filtered (yellow line) offshore wind component data; vertical 
distribution of b) salinity and c) potential temperature along the water column (mooring location: 

75°08.206’S; 164°31.627’E). Figure modified by [22]. 

Figure 5.4: Climatology of the Terra Nova Bay polynya area, as measured from the nearby
Italian research station and their mooring. Winter brings intermittent high winds off of the
continent, and open water area responds accordingly. The second panel shows salinity (p.s.u.)
and the third panel shows the water temperature (◦C) throughout the year. Reproduced from
Budillon et al. [2009].
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the area, effectively protecting the bay and allowing the polynya and wind forcing processes

to operate independently from the regional ice drift [Kurtz and Bromwich, 1983].

5.1.1.1 Ice growth rates and bottom water formation

Estimated production of HSSW ranges from 0.3 to 1.2 Sv, with the uncertainty at-

tributed to rates of ice production Buffoni et al. [2002]. Residence time for deep water

formed in the Ross Sea is typically short, on the order of 2-4 years [Budillon et al., 2009], so

the atmospheric forcing of the Ross Sea ice production is quickly encoded in the deep water.

An increase in offshore wind is correlated with an increase in the salinity of the surface

layer [Budillon et al., 2009], which makes sense in the context of ice formation extruding

brine which forms the water mass. Circumpolar deep water from the Antarctic Circumpolar

Current is the major source of warm water entering the Ross Sea area [Locarnini, 1994].

Ice production rate is a function of the net surface heat flux, and can be expressed as

Pi =
QT

Liρi
(5.1)

where QT is the net heat flux (W/m2), Li is the latent heat of freezing (J/kg), rhoi is the

density of ice, and Pi is the ice growth rate in units of [m/s]. Salt release is directly related

to this,

Ps = ρiP̄iAp(Sw − Si) (5.2)

This form takes the mean ice growth rate across the polynya times the area (Ap), multiplied

by the volume of ice growth (Pi) and the density of the ice. This could also be accomplished

in a spatial integral form for higher accuracy. The last term is the difference in salinity

between the ocean water and the formed ice, typically Si = 0.31SW for frazil ice [Martin,

1981]. HSSW formation is directly proportional to the salt release from the freezing ice,

PHSSW =
Ps

ρHSSW (SHSSW − SSW )× 10−3
(5.3)
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The values for the density and salinities of the HSSW and Warm Core water are listed in

Fusco et al. [2009]. This relationship allows the heat fluxes across the surface to be directly

converted to the rate of formation of high salinity shelf water.

Because the HSSW and ABW move slowly, these formation rates are typically con-

sidered as annual averages. High winter rates of ice formation are offset by near-zero rates

of ice formation in the summer. Changing winter conditions (i.e. if there are substantial

changes to the wind regime off the continent) could then tip the balance towards very little

ice formation and therefore slowing the HSSW formation.

Water transport within the polynya is certainly effected by the high winds at the

surface. The prevailing currents are north-eastward, consistent with Ekman transport –

wind drag on the surface produced subsurface currents of exponentially decreasing strength

and increasing turning angle to the left of the wind forcing in the southern hemisphere

[Buffoni et al., 2002].

5.1.1.2 Wind profiles

The wind regime at Terra Nova Bay is remarkable: during winter conditions, wind

direction is consistently offshore and the speeds variable but reliably high. There is very

little directional variance in winds channeled though the local topography into the bay

[Bromwich, 1989, 1990]. The distribution of wind within the polynya is characterized by

a central jet down the middle, with decreasing wind speeds closer to the edge of the polynya

area. Off-shore wind speeds measured during the 2012 campaign [Cassano et al., 2016] during

one expansion-phase flight are shown in Figure 5.5. In the middle of the polynya, winds as

high as 32 m/s were measured at 100m above the water surface.

5.2 Field campaign

Figure 5.6 shows the daily passive microwave-derived ice concentration for the study

area (NASA Team algorithm, Cavalieri et al. [1996b]). The Terra Nova Bay Polynya is the



126

0 0.2 0.4 0.6 0.8 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

235

240

245

250

255

260

265

270

Ic
e 

te
m

p.
 [K

]

Figure 5.5: Off-shore wind speeds measured by the Aerosonde aircraft during the 2012
campaign. Winds exceeding 30 ms−1 were observed during the campaign during expansion-
phase wind events. The background image is the MODIS ice surface temperature product
for context in the region.

area midway up the coast on the west edge of the Ross Sea. It undergoes several periods of

expansion (ice being blown out to sea) and closing (ice growth closing back in). One period

of closing that corresponded to a fight in the TNB region was on 9/22-9/24.

There have been two field campaigns using Aerosonde unmanned aircraft in the Terra

Nova Bay polynya region, one in 2009 [Cassano et al., 2010, Knuth et al., 2013] and one

in 2012 [Cassano et al., 2016]. The 2009 campaign was during an anomalously stormy year

and did not witness particularly representative conditions [Knuth and Cassano, 2011]. This

analysis focuses on data from the 2012 campaign. The campaign consisted of six flight

days over two weeks of operation in late winter (September). Science flight activity was

concentrated in the polynya region shown in Figure , with one extra day flying over the Ross

Sea Polynya. The airborne instruments included:
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9/17/2012 9/18/2012 9/19/2012 9/20/2012

9/21/2012 9/22/2012 9/23/2012 9/24/2012

9/25/2012 9/26/2012 9/27/2012 9/28/2012

Figure 5.6: Daily ice concentration maps for the western Ross Sea region, with the Terra
Nova Bay polynya being just north of the small ice tongue sticking out form the coast,
highlighted in the first frame. The polynya goes through both expansion and closing phases
during the campaign. Yellow indicates low ice concentration (approximately 40% at the
lowest, due to mixed pixels). Terra Nova Bay is immediately south of the left of the location
where the lat/lon grid lines intersect by the coast.
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• In situ meteorological sensors. The aircraft carried instrumentation to measure local

temperature, relative humidity, and air pressure.

• Wind vectors in the north and east directions were calculated by the aircraft autopi-

lot system.

• Surface temperature. The Everest surface temperature instruments is an IR thermal

sensor to measure skin temperatures of the ice and ocean surface below the aircraft.

Two different models were flown on different aircraft during the campaign: each had

a different minimum temperature.

• Camera. The aircraft carried a camera for capturing visible imagery, but it did

not get much use because most of the flights were conducted overnight in order to

schedule landing and take-off during daylight.

• CULPIS. The CULPIS instrument is a laser altimeter for detecting surface elevation.

GPS and IMU noise on the instrument made it impossible to retrieve sea ice thickness

from the CULPIS data.

5.3 Thickness from ice surface temperature

For thin ice, ice surface temperature is linearly related to the ice thickness. This

relationship is typically considered valid for ice thicknesses of up to 1 meter [Drucker, 2003].

This method is described in Section 5.3.

The Aerosonde aircraft flown during the 2012 Terra Nova Bay campaign carried a

downward-looking IR thermal sensor. This, as it turned out, was the more useful instrument

for estimating ice thickness. Figure 5.7 shows the surface temperature measurements from

the campaign plotted with interpolated geographic points in the MODIS Ice Surface Tem-

perature product image captured during the flight. The two correspond well over open water

and at the time when the image was taken, but there is some time lag between the image
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and the UAS measurements that is significant later in the flight as a difference between the

two surface temperature measurements.
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Figure 5.7: Surface temperature measurements for one flight in Terra Nova Bay (blue) and
the interpolated MODIS surface temperature remote sensing product along the flight track
(red). Right around the time of MODIS image capture, designated by the vertical dashed
line, the two temperature measurements agree very well.

With knowledge of the boundary layer meteorological state, the surface conditions can

be used to estimate the ice depth and the fluxes across the ice-atmosphere/ocean-atmosphere

boundary. Similar methods have been used in a number of locations, but local meteorological

parameters are often the largest sources of uncertainty [Mäkynen et al., 2013].

5.3.1 Measured data

The Aerosonde system measured the necessary meteorological conditions at 100m. The

equations were formulated for a 10 meter height, so the coupling coefficients may need to be

adjusted slightly based on theoretical ABL wind and temperature profiles.

The parameters measured by the aircraft that were used here were: (1) air temperature,

(2) relative humidity, (3) pressure, (4) surface temperature, and (5) wind speed. Additionally,
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latitude, longitude, and aircraft altitude were recorded from the onboard GPS.

The surface temperatures needed some correction to make sense - the highest sur-

face temperature recorded on the 9/25 flight was -3.9◦C , over an area that was almost

certainly open water. These observations came from an IR temperature instrument with

post-processing that did not account for surface emissivity or atmospheric emission. The

substantial wave action and wind likely generated a lot of sea spray and suspended mois-

ture, which would likely be supercooled and could influence the IR thermal temperature

measured from 100m altitude. This idea is supported by the surface temperature measure-

ments getting cooler the higher up the aircraft flew, even when it was circling over the same

location. Surface temperatures were corrected by a uniform addition of 1.9◦C in order to

get the open ocean temperatures to the correct value (freezing point, determined using TNB

climatology [Budillon et al., 2009] to be -1.9◦C ), and surface temperature measurements

made from higher altitudes are omitted from the analysis. This factor was applied across

the board to all measurements, on the theory that the 100m of boundary layer between

the surface and the aircraft was cooling the IR signal. For the surface flux analysis, only

the measurements from the aircraft flying level at 100m were used. Anything from higher

altitudes was discarded because of the inconsistent surface temperature measurements.

Additionally, the thermal IR measurement system on one aircraft only worked as low as

-18◦C (before the temperature correction). Any data points measuring a surface temperature

below -17.5◦C were discarded because the instrument response seemed to be non-linear with

temperature close to the low end saturation.

5.3.2 Boundary layer wind estimation

Bulk formulations for sensible and latent heat fluxes assume that the wind speeds are

measured at 10m above the ocean/ice surface. The UAS in the TNB campaign only flew as

low as 100m above the surface, so the wind measurements and temperature measurements

need to be adjusted to work with the existing coefficients.
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Unfortunately there is little information available about wind fields between 100m and

the surface over polynyas. The few studies that have used bulk formulations for estimating

surface fluxes in polynyas have used reanalysis products for the meteorological parameters

(e.g., Preußer et al. [2015]), which have surface-level wind estimates available. Reanalysis

products are relatively coarsely gridded relative to a polynya’s size however, and do not

capture the small scale processes that result in the coastal polynyas.

For lack of other information, I extrapolated the wind field down to the surface using

a logarithmic curve (based on Tennekes [1972]). Figure 5.8 shows this in panel two, with

two vertical profiles of wind speeds from almost the same location extrapolated down to

the surface. The curve is tuned so that the derivative with height matches that of the

measurements (smoothed) for the profile between 100m and 150m AGL. The other panels

show the air temperature, density, and pressure, linearly extrapolated to the surface with

the slope tuned to match the gradient above where possible. The difference between the two

profiles is shown in the black lines and the top x-axis on each panel.

While it is possible that low-level wind jets exist in this region, there is not sufficient

information to establish when and where they might be. This approach offers a conservative

estimate of the heat fluxes at the surface. Temperature at the surface is linearly extrapolated

matching the slope (lapse rate) at the lower part of the nearby profiles. Typically the

difference between the observed 100-meter and the estimated 10-meter air temperature with

this approach is approximately 1 degree C. There may be surface effects or features in the

wind patterns (like low-level jets) that change the temperature profile near the water/ice

surface, but without additional observations there is no basis to assume additional features.

5.3.3 Upward fluxes

The method of using surface temperatures to estimate ice depth depends on the balance

of heat flux through the boundary as described in Section 2.3.

Sensible heat flux was relatively easy to calculate, with all parameters measured di-
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Figure 5.8: Air temperature, wind speed, density, and pressure profiles for a pair of nearby
profile flights. The dotted lines below 100m are the extrapolated profiles. The lower right
panel shows where in the TNB polynya these flight profiles were conducted. The black lines
(and the top x-axis) show the difference between the two profiles conducted at each site.

rectly:

Fs = ρaircpairCbulkSw(Tair − Tsurf ) (5.4)

The density of air at the surface is a function of pressure and temperature and was taken to be

1.435 kgm−3. Heat capacity of air (cpair) is a standard value, also a function of temperature,

and for this analysis 1006.1 was used. The Cbulk constant is a measure of the efficiency of

heat transfer between ocean or ice and the air, and was given as 0.00175 in Weeks [2010].

This efficiency coefficient is the part of the calculation where the 100 meter versus 10 meter

measurement height likely makes the most difference. This value will be checked against
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more sources before this effort goes to publication.The remaining parameters are measured,

wind speed, air temperature, and surface temperature.

Latent heat was a little more involved to calculate, as it is a function of the specific

humidity which was not directly measured. In order to relate the relative humidity to specific

humidity, a function of temperature was required to calculate the saturation vapor pressure

of water, which is then converted to the actual vapor pressure of water and then the specific

humidity, as described in the following equations:

V Ph2o = RH/100︸ ︷︷ ︸
RH in decimal

×6.11× 10( 7.5Ta
Ta+273.15) (5.5)

where Ta is the air temperature in ◦C and RH is a percentage (0-100).

qa =
6.22 ∗ V Ph2o

Pair
(5.6)

This equation for specific humidity (qa) is a slightly simplified form described as appropriate

for polar regions [Weeks, 2010], but this will also be revisited before publication. At the

surface (0m altitude) these same equations apply except that the relative humidity is assumed

to be 100% and the pressure is the atmospheric air pressure at that point, 1013 mbar. The

specific humidity is then just a function of the surface temperature. Over ice, there is a

slightly different form for the function to find the vapor pressure (from the WHOI website at

http://www.whoi.edu/page.do?pid=30578, a published form of this has not yet been found.)

V Ph2o,ice = 1× 10
0.7859+0.03477.∗TK

i
1.0+0.00412.∗TK

i

+0.00422∗TK
i

; (5.7)

where TKi is the ice surface temperature in Kelvin.

Once the relative humidity measurements (both air, qa and surface, qs) are converted

to specific humidity, the latent heat can be calculated.

FL = ρairL(Ta)CbulkSw(qa − qs) (5.8)

The latent heat associated with the evaporation of water is a function of temperature, and

is given in Weeks [2010] to be

L(Ta) = 2.5× 106 − 2.274× 103Ta (5.9)
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where Ta is in ◦C .

The next component of the heat budget for the surface is the net long wave radiation.

The surface emits approximately according to blackbody radiation, where the integrated

long wave emission is

FLW↑ = εiσ(T ks )4 (5.10)

where εi is the emissivity of the surface (approximately 0.9 in the long wave for ice and

slightly lower for water [Comiso et al., 1997]), and σ is the Stefan-Boltzmann constant. This

is moderated slightly by downwelling long wave radiation from the atmosphere, which is

approximated by

FLW↓ = σ ∗ (TKa )4 × (0.746 + 0.0066 ∗ V Ph2o) ∗ (1 + 0.26 ∗ CF ) (5.11)

where CF is cloud fraction [Weeks, 2010]. Cloudiness could be estimated from satellite

instruments (optical for flights in daylight or thermal IR for night flights). For the analysis

as presented, the cloud fraction is assumed to be a constant 0.1 as flight days were selected

to coincide with minimal cloud cover whenever possible. The total long wave radiation is

then

FLW = FLW↓ + FLW↑ (5.12)

The last component of the air-surface fluxes is shortwave radiation. There is no good

measure of shortwave radiation during this study, but the flights were all conducted at night

when there was no incoming solar. The aircraft needed daylight for takeoff and landing, and

in order to do both of these actions during the day on an 18 hour flight, the time over TNB

needed to be at night. During the early part of the campaign, there were roughly 8 hours of

daylight per day, and by the end of the campaign days were approximately 13 hours. Data

collection in Terra Nova Bay was in the dark through the whole period.

Combining these terms, the net upward flux out of the surface is measured. This is

balanced by heat conduction through the ice:

Fup = FS + FL + FLW = Fice (5.13)
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By assuming that the ocean-ice interface is at the freezing temperature, To = −1.9◦C

, and that the ice thermal conductivity is 2.03 Wm−2◦C , the thickness of the ice can be

calculated from the heat flux through the ice. This assumes no snow cover, which given

the extremely recent formation of the ice and the high winds, is a safe assumption for this

particular analysis.

Hice = kice
Ts − To
Fice

(5.14)

Given the climatology presented in figure 5.4, it is safe to assume that all ocean water

in contact with the surface in the polynya during the winter is at the freezing point. At

the ice-ocean interface, the conductive heat flux going up though the ice is balanced by ice

formation, which relates growth rate to the heat flux by the density of ice and the latent

heat of freezing through equation 5.1.

5.3.4 Results

Figure 5.9 shows some results from the surface-temperature based ice thickness calcu-

lation, plotted in color over the black and white image of MODIS Ice Surface Temperature

data [Hall et al., 2004]. The thick black line indicates the approximate coastline. For ref-

erence, the dark tongue immediately south of the area of concentrated flight activity is the

Drygalski Ice Tongue. Missing pixels (white) in the MODIS data are generally those filtered

out due to cloud cover, though there are some issues with the cloud detection algorithm and

some of those may be due to high amounts of suspended moisture in the air [Ovadnevaite

et al., 2014, Norris et al., 2013]. White flight paths do not have sufficient data for calculating

surface fluxes: either they were too high (500m rather than 100 m flight level) or the thermal

surface temperature sensor did not work.
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Figure 5.9: Ice thicknesses calculated using the surface temperature method are shown in
the color with <10cm ice thickness in yellow and 1 meter thick ice in blue. The white flight
paths did not have surface temperature measurements to sufficient accuracy for this method,
typically because they were too high (≈ 500 m), or had instrument failure preventing surface
temperature collection.

5.3.4.1 Calculated ice formation rates

Ice formation rates calculated from the flux analysis range from 15-18 cm/day in the

center of the polynya to 0.5 cm/day along the north edge of the polynya. The highest rates

of ice formation are in areas of open water and very thin ice, with lower ice growth rates

further out where the ice gets thicker.

Figure 5.9 shows the ice thicknesses calculated along several tracks over the campaign.

Crossed paths do not represent the same day or necessarily phase in polynya activity. Areas

that had zero ice cover one day may have significantly more ice cover another day. The
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long, zig-zagged track is from the 22nd (closing phase) and shows gradual increases in ice

thickness as the aircraft moves downstream over the polynya.

Figure 5.10 shows the track of the aircraft in the polynya in the top panel. The lower

panels have the same longitudes on the x-axis.The flight path moved downstream across over

the ice and then back, resulting in the multiple passes and the small amount of variability

in the ice growth rate estimate. High growth rates at the upstream end of the polynya

correspond to the highest winds, where the turbulent fluxes are highest as well. Out beyond

the end of the polynya the calculated ice growth rates turn negative, because the ice thickness

is thicker than the thermal equilibrium given the atmospheric forcing. It does not mean that

the ice is melting, rather that it is just not growing. This is likely because of highly deformed

thick ice that got cold during the previous days when air temperatures were cooler and has

yet to warm up to a slightly warmer surface temperature.

5.3.4.2 Dependence on wind speed

Figure 5.11 plots the relationship between the ice thickness calculated by the surface

temperature method and the corresponding 100m wind speed. Ice corresponding to lower

wind speeds is likely to be older and therefore thicker. There is a similar prevalence of

deformed, thick ice (0.6 to 1.2 m) over a wide band of wind speeds (5 to 15 m/s) which may

correspond to areas that get sufficient wind forcing to deform ice, but not so much as to

clear the ice out of the area. The relationship is also a function of the areas in which data

was collected. The flight path zig-zagged across the polynya area. Once the aircraft was

far enough out to be finding deformed ice, winds have diffused slightly and the maximum

windspeed along this transect was 15 m/s.

5.4 Other observations of ice growth rates

Hirano et al. [2016] estimated the ice production in the coastal polynya near Barrow,

Alaska, which is a hybrid latent and sensible heat polynya just southwest of the the end of
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Figure 5.10: Ice growth rates calculated using the surface temperature method and corre-
sponding ice formation rates. The top panel shows the flight path for the day: negative
growth rates are locations where the ice is thicker (likely because of deformation) than the
thermodynamic equilibrium for the amount of heat flux from the surface.
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Figure 5.11: Ice thicknesses compared to the local wind speed measurement. Thicker ice
only exists in areas that experience lower wind speeds.

Barrow canyon. It is triggered by wind events, at which point upwelling Atlantic water from

below maintains the open polynya. When the polynya is in an ice growth phase though, ice

growth rates were estimated as high as as 0.16 but more typically 0.05 -0.10 m d−1.

Growth rates in the Arctic under existing sea ice have been measured as high as 1.3

cm/day [Perovich et al., 2003] for a full day of growth under moderately thin ( 50cm) first-

year ice during December. Figure 5.12 shows the distribution of ice growth rates from 14

ice mass balance buoy records [Perovich et al., 2014]. These are the instantaneous growth

rates (difference in ice thickness between measurements 4 hours apart) and prone to some

measurement noise. Few measured growth rates above 13 cm/day exist, and these are rare.

Most ice growth occurs at rates below 5 cm/day.

Satellite-derived estimates of ice growth rates in six Antarctic coastal polynyas during

winter 2011 and 2012 showed maximum ice growth rates only exceeded about 0.1 m d−1 on

occasion [Tamura et al., 2016]. A different means of observation, using in situ measurements
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Figure 5.12: Distribution of ice growth rates measured by ice mass balance buoys. The
small spike near 0.23 m/day comes from measurements within the first day of installation
for a couple different buoys, and is probably more related to the instrument installation than
natural ice growth.

from instruments mounted on Elephant seals, occasionally found growth rates as high as

0.16 m d−1 [Tamura et al., 2016].

5.5 Implications for Arctic ice formation

The fluxes dominating during late-season ice growth in the Arctic are the same pro-

cesses at work during the closing phase for a coastal polynya. During the 2012 Terra Novay

Bay campaign, there were two periods of the closing phase long enough in duration to show

up on the daily satellite record during the weeks of the campaign: 9/22-9/24 and 9/26-9/28.

The latter was after the last flights in Terra Nova Bay, but the first phase coincides with

two flights on the 22nd. During these flights, sea ice growth rates were calculated to be as

high as 15 cm/day, which is approximately the same as the highest growth rates reported

by several other studies.

Given that heat fluxes decrease considerably with increasing ice thickness, for newly

forming thin ice cover it is reasonable to expect similar growth rates as those observed in

the polynya closing phase in the Arctic if freeze-up is delayed slightly later into the season.

Further, if sea ice has a practical upper limit to growth rates early in the season, a delay in
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freeze-up is more likely to result in thinner sea ice at the end of the winter season. There

is in nature some upper limit to how fast sea ice can grow at the beginning of the season,

where weather and the surface fluxes limit ice growth rates even in the cases of very thin ice.

Ice that forms later cannot just ‘catch up’ in thickness to ice that formed slightly earlier,

leaving late-forming ice with a thickness deficit that it will never fully recover from.



Chapter 6

Impact of delayed freeze-up

The reason for interest in the evolution of the upper ocean prior to the onset of freeze

up is in large part to determine how late in the season freeze-up will initiate. This is useful on

its own from an operational perspective, but may also play a significant role in determining

the health of the ice pack in the future. The dramatic loss of multiyear ice is leading to an

overall thinner ice pack [Maslanik et al., 2007], but will that trend continue as the first-year

ice dominates the environment?

Delayed freeze-up is hypothesized to result in thinner ice pack, but ice growth rates are

largely determined by the amount of ice present to insulate the warm ocean from the cold

atmosphere. If ice is starting to grow later into the winter when the atmosphere is colder,

the temperature differential between the ocean and atmosphere will be greater, suggesting

that ice will grow faster than it would earlier in the season. Fast enough ice growth at

the beginning of the season reduces the difference caused by the delay in onset of freeze-

up. Higher rates of energy transfer between the ocean and the atmosphere result in faster

growing ice, approaching the extremely high growth rates observed in Antarctic polynyas.

Thinner first-year ice is more prone to melt, and the overwinter motion of ice floes can

precondition certain regions for anomalous melt the following summer [Hutchings and Rigor,

2012]. An upward looking SONAR site in the southern Beaufort Sea has identified a slight

(not statistically significant) trend towards thinner first-year ice cover, of 0.07 m decade−1

[Melling et al., 2005]. Laxon et al. [2013] found that first year ice has thinned slightly in
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the autumn between the ICESat record (2003-2008) and the CryoSat-2 period (2010-2012),

possibly due to freeze-up dates moving later in the season. Winter thicknesses did not change

notably between these periods [Laxon et al., 2013]. This distinction suggests that first-year

ice growth over the winter may not be as sensitive to freeze-up dates as suspected.

Ice drift speed in the Arctic is increasing at rates of approximately 10% per decade,

with substantial spatial variability and some periods exceeding 40% per decade. These trends

cannot be fully attributed to changes in wind forcing, and in many areas sea ice thinning

is likely to be the cause of this increase in drift velocities [Spreen et al., 2011]. Ice motion

can influence ice thickness as well: significant on-shore drift of ice west of the Canadian

Archipelago is credited with a large amount of the increase in sea ice volume between 2013

and 2014 in Kwok and Cunningham [2015]. Thinner ice cover is weaker and more prone

to deformation, which results in increased ice volume, while thicker sea ice is stronger and

therefore less prone to advection out of the Arctic basin [Spreen et al., 2016].

This section uses airborne ice thickness measurements to evaluate the role of delayed

freeze-up on the end-of-season first-year ice thickness. This involves both inter-annual com-

parisons relating ice thicknesses to mean formation dates for a region, and intra-annual

comparisons accounting for both the date of freeze-up and the atmospheric forcing over the

course of the winter.

6.1 Theory

Heat fluxes at the atmosphere-ice interface drive the growth of sea ice. These are

balanced by conductive fluxes through the ice pack. At the ice-ocean interface, oceanic heat

fluxes source some of this heat, but mostly it comes from latent heat release of freezing ice

at the boundary. Ice growth without snow cover is explained in Section 2.4.3.2.

Snow on sea ice is a controlling factor in how fast ice can grow by the effect is has on

the overall thermal conductivity. The thermal conductivity of snow is much lower than that

of ice, so even a relatively thin layer significantly slows the growth rate. As described in
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section 5.1.1.1, the growth rate of ice is proportional to the conductive flux through the ice

and snow, which is limited by the thermal conductivity of the combined system.

6.1.1 Thermal conductivity of sea ice and snow

Measurements of snow conductivity during the SHEBA campaign showed that thermal

conductivity of snow is highly variable based on the metamorphic state of the snow and the

density, but that ks values averaged 0.14 Wm−1K−1 for the bulk snowpack with typical snow

stratigraphy. This consisted of buried depth hoar with extremely low thermal conductivity

ks = 0.04 to 0.16, buried underneath hard wind slab with ks = 0.50. This is in turn

underneath a layer of more recent snow that has not been subjected to either the extreme

thermal gradients of the early season (forming the ubiquitous depth hoar) or exposure to

significant wind (forming wind slab from highly deformed snow crystals); this layer had a

lower thermal conductivity at ks = 0.078. The snow pack was occasionally capped with

another smaller layer of wind slab, which exhibited properties similar to the lower layer of

slab [Sturm, 2002].

For comparison, thermal conductivity of sea ice is approximately 2.24 Wm−1K−1

[Drucker, 2003]. The result is that it takes very little snow to effectively insulate the ice,

especially when thin snow packs are typically dominated by a layer of highly-metamorphized

depth hoar capped with dense wind slab. Over young ice, even a thin snow layer makes a

dramatic difference in the combined thermal conductivity and therefore the growth rate

[Maykut, 1978].

6.1.2 Ice growth under snow

Ice growth under the snow is slowed by the insulative effects of the snow cover. Rather

than being just the thermal conductivity of the ice that limits the growth rate, the thermal

conductivity of the snow layer on top also contributes. The basic form of the growth rate

equation does not change – it is still the heat flux leaving the ocean that forms ice through



145

weakening accompanying a limited amount of kinetic
crystal growth will occur, with a corresponding limited
reduction in ks. With more time, vigorous depth hoar meta-
morphism will reduce the hardness of the layer dramatically
through an increase in crystal size and a reduction in the
number and thickness of bonds. Values of ks will reduced
and approach the values associated with new snow. Finally,
in spring, the layer may undergo melting and refreezing,
producing icy features and much higher values of ks. Not all
layers will follow all legs of the trajectory shown in Figure
5, but if the snow type or class can be estimated, values of
thermal conductivity can be assigned.

5. Bulk Conductivity From Probe
Measurements and Snow Pits

[20] We can extrapolate the ks sample and layer measure-
ments to the snow cover that blanketed the SHEBA area in a
simple fashion by using the snow pit data. We use measured
snow layer thickness and assume vertical heat flow (an
assumption we question shortly), calculating the bulk ther-
mal conductivity for each snow pit (n = 194) from:

1=ks;bulk ¼
X

n

i¼1

fi

ksi
ð3Þ

where f is the fraction of the total snowpack depth of the ith

layer, and ksi is the layer thermal conductivity. Our results
show that ks was highly variable, particularly for layers ‘‘c’’,
‘‘d’’, ‘‘f’’, and ‘‘g’’, so for each of these layers we have
established a linear regression between ks and density. We
use the regression and the measured density to assign a
value of ksi to each layer. For layers ‘‘a’’, ‘‘b’’, ‘‘e’’, ‘‘h’’,
‘‘i’’, and ‘‘j’’, the average ks-values from Table 3 were used.
When computed for all snow pits, the average bulk thermal
conductivity at SHEBA was 0.130 ± 0.032 W m$1 K$1.
[21] A second method of extrapolation, which makes use

of the large body of depth measurements made at SHEBA,

produces a similar result. The average April snow depth at
SHEBA was 33.7 cm with a standard deviation of 19.3 cm
(n = 21,169) [Sturm et al., 2002]. Using the average fraction
of the total snowpack for each layer (Table 3; all snow pits),
we subdivided a 33.7 cm deep snowpack into the ten
‘‘typical’’ layers found at SHEBA. To each of these layers
we assigned a thermal conductivity value using equation
(3). The result is a snowpack with a density of 0.351 g
cm$3, a depth hoar fraction of 0.38, a wind slab fraction of
0.48, and a bulk ks-value of 0.14 W m$1 K$1. This
‘‘average’’ snowpack is slightly denser than the mean for
all snow pits, and composed of slightly more wind slab, but
overall the resulting bulk ks-value is in good agreement with
the estimate from the previous method.

6. Bulk Conductivity Inferred from Ice Growth

[22] In this section, we use the ice growth measured at
SHEBA to infer the total amount of heat extracted from the
ice during the winter, and from that quantity, the effective
bulk thermal conductivity of the snow required to transport
the heat. We contrast this inferred value with the bulk
estimate derived in the previous section, finding the former
to be substantially higher than the latter, and to vary with
location. We think that part of the mismatch arises because
of the difference in the scale of the two measurements. The
needle probe measurements are effectively point values,
while ice growth was measured at a scale that includes
considerable heterogeneity in the snow and ice. An unstated
assumption in most sea ice heat transfer models is that a
bulk value of ks derived from point measurements can be
used at a variety of spatial scales. This is equivalent to the
assumption that the average value of thermal conductivity
used in a one-dimensional model of heat flow, applied
widely, will produce realistic area-averaged heat flow esti-
mates. But is this assumption valid, or is the heat flow
dominated by extreme cases produced by lateral heat flow?
Which, if any, of our derived values is the appropriate one
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Figure 5. Thermal conductivity trajectories based on ks-values and sample descriptions from SHEBA.
Snow symbols are the same as in Figure 2.

STURM ET AL.: THERMAL CONDUCTIVITY AND HEAT TRANSFER ON THE BEAUFORT SEA X - 7

Figure 6.1: Thermal conductivity of snow, reproduced from Sturm [2002]. New, unconsol-
idated snow has low thermal conductivity. As wind slab hardness increases, the thermal
conductivity increases with the higher density and consolidation of the snow grains. Increas-
ing degrees of hoar metamorphism have little effect on the thermal conductivity, as it is
consistently low for this snow type. Wet and refrozen snow found near the ice interface often
had a much higher thermal conductivity, though still much lower than that of pure ice (2.24
Wm−1K−1).

the latent heat of freezing.

Pi(snow 6= 0) =
Q↑
Liρi

(6.1)

The difference between this and equation 5.1 is that the heat flux from the ocean to the

atmosphere is severely limited by the insulating snow cover.

Q↑ =
kiks

kiHs + ksHi

(Tf − To) (6.2)

It is this limited surface heat flux that makes snow cover on sea ice so important. If

ice forming later in the season receives less snow fall (the bulk of solid precipitation in the

Arctic presently comes in fall and early winter), there will be less snow cover insulating the
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ice and it will grow faster. The question then is whether the seasonal snow fall timing will

shift with the later freeze-up of the ice.

6.1.3 Change in snow on sea ice

Climatology says that snow primarily falls early in the fall and winter season, with

the bulk of solid precipitation occurring in August through October [Cullather et al., 2000].

This is illustrated in Figure 6.2, where different sources of precipitation data all show

significantly higher rates in late-summer and fall and lower in the winter. Whether this is

shifting significantly with the delay in ice formation is still being debated. Models [Hezel

et al., 2012] suggest that there will be a substantial delay by the end of the century. From

the system perspective, the outcome is uncertain: with later freeze-up in the Arctic there

will be a longer period with moisture available for the atmosphere to draw from, but there

is less energy in the atmosphere with which to evaporate water.1 MARCH 2000 929C U L L A T H E R E T A L .

FIG. 6. Average values of P from gauge measurements, forecast
ERA, and corrected NCEP data for the duration of each USSR drifting
station, in mm day21. The duration of each station is: NP-24, 22
months; NP-25, 34 months; NP-26, 18 months; NP-28, 31 months;
NP-29, 11 months; NP-30, 32 months; NP-31, 27 months.

FIG. 7. Monthly mean P from USSR gauge data for the period
1979–91 and discrete, corresponding values from ERA and NCEP
corrected forecasts, in mm day21. Shaded area indicates the standard
error of gauge data monthly means. Error bars indicate the standard
error of monthly means for the reanalyses.

that were in operation during the 1979–93 time period.
Six of the seven stations are clustered over the central
ice pack north of 808N, while station 31 traveled around
the Beaufort gyre. A comparison of ERA and corrected
NCEP forecast P from the nearest grid point with the
camp data encounters numerous difficulties including
location questions, the representativeness of one gauge
for a grid box, and the reliability of gauge measurements
in polar regions. In fact, the day-to-day observations are
a poor match with both reanalyses. When the obser-
vations and corresponding reanalysis data are compos-
ited into monthly averages, however, there is better
agreement on the average quantity. Figure 5b shows the
time series of monthly values for stations NP-28 and
NP-30, which operated in the central Arctic from June
1986 until December 1988, and November 1987 until
May 1990, respectively. Station 28 shows significant
discrepancies over a limited number of months, while
station 30 shows two summertime maxima that are ad-
equately captured by both reanalyses’ data. The former
is more representative of the station comparisons. Of
the seven stations examined, time series of monthly av-
erages from two (stations 30 and 31) show reasonable
correlation with the reanalysis data (r2 . 0.55) while
the other stations show mediocre to poor agreement (r2
, 0.2 for both datasets). The typical station duration is
25 months. The two stations with reasonable agreement
contain the more recent data and were active after No-
vember 1987. This suggests that the trend toward better
agreement between gauge measurements and forecast P
may reflect the increase in the number of meteorological
observations available for the central Arctic, particularly
from the International Arctic Buoy Program (Thorndike
and Colony 1980). In Fig. 6, the average values of the
reanalysis forecast P and gauge data are shown for each
station. The corrected NCEP values are less than the
ERA and typically less than the gauge values by a sub-
stantial margin. For example, corrected NCEP values

for station NP-26, which operated from July 1983 until
December 1984, are 49% smaller than the gauge esti-
mate, while the ERA is 25% smaller than the average
observed value. In Fig. 7, the monthly mean precipi-
tation values from gauge data and discrete, correspond-
ing values from reanalysis data have been averaged to
produce an annual cycle for the central Arctic. Data for
station 31, located south of 808N, and months with fewer
than 10 daily observations have been discounted in pro-
ducing the figure. The corrected NCEP precipitation av-
erage (0.44 mm day21) was found to be 23% lower than
the annual estimate for gauge data of 0.57 mm day21.
Most of this difference occurs in the late winter and
spring. The corrected NCEP average annual time series
is more peaked than the gauge data, with maximum
values in July. The ERA data show better agreement on
the shape of the annual cycle, although discrepancies
with gauge estimates are also present for February and
March. The annual average for the ERA, 0.55 mm
day21, is also much closer to the gauge data.
For the north polar cap region bounded by 708N, the

average forecast P values for 1979–93 are 24.7 cm yr21
for the ERA, 28.6 cm yr21 for the NCEP–NCAR re-
analysis, and 13.1 cm yr21 for the corrected NCEP data.
For comparison, the improved climatology using gauge
measurements from Soviet drifting stations and gauge-
corrected station data for Eurasia and Canada by Serreze
and Hurst (2000) has an average value of 27.9 cm yr21,
while a value of 29.3 cm yr21 has been computed from
the maps of the Khrol atlas (J. E. Walsh 1998, personal
communication). These values, as well as the compar-
ison for central Arctic gauge data, show favorable agree-
ment with the ERA forecast P, while corrected NCEP
P values are low. Observational estimates for E are more
difficult to obtain; however, Khrol (1996b) has tabulated
zonal averages of the surface latent heat flux, which
may be directly compared with reanalysis forecast data.
Averaged for 708–908N the Khrol estimate is 6.5 Wm22.

Figure 6.2: Annual mean precipitation from station measurements, ERA and NCEP reanlysis
data. Peak precipitation occurs in the months when there is open water in the Arctic from
which to draw moisture. Figure reprinted from Cullather et al. [2000].

The mechanism for this phenomenon is linked to ice growth - snow later in the winter

season is limited by the small amount of moisture in the cold atmosphere, as there are few
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sources of moisture in the frozen Arctic. In order for precipitation to fall, the atmosphere

must be holding the moisture in the first place. The cold winter atmosphere has relatively

little holding capacity, so it is difficult to bring in significant quantities of water vapor from

lower latitudes where there is still exposed ocean. The result is a very dry climate though

the winter months, with precipitation in the Arctic only really picking up mid-summer when

melt ponds and eventually open ocean water come to dominate the surface.

Modeling studies through CMIP 5 have shown that snow depths on late-season (April)

sea ice will decrease throughout the 21st century [Hezel et al., 2012] due to delayed start

to snow accumulation. There is some seasonality to the signal, with increasing snow fall

in the winter (likely due to the increasingly available moisture sources late into the freeze-

up season) and decreasing snow fall in summer and fall (warmer temperatures make solid

precipitation less likely). Models predicted significantly less snow on first year ice, which

dominates the future Arctic. The models predict increasing precipitation, especially in the

latter half of the 21st century, but that this predominantly falls in the form of rain earlier

in the season rather than increased snowfall in the winter [Hezel et al., 2012].

Measurements of snow accumulation on first year sea ice in the most recent decade are

similar to what they have been in the past [Warren and Rigor, 1999, Kwok and Cunningham,

2008]. This represents a change in the timing of both ice formation and snow fall (typically

early fall, as precipitation is much more likely in proximity to the open ocean from which

to draw moisture). Similar snowfall totals mean that the end-of-season ice thickness will be

limited to a similar depth as in the past because it is the total insulative properties of the

ice/snow column over the ocean that primarily governs ice growth. This has been shown

by modeling, airborne observations including operation IceBridge, and IceSAT observations

[Kwok and Rothrock, 2009]. These all have significant uncertainty however, and the theory

requires the assumption though that summer heat is all removed prior to the onset of freeze-

up. The fact that summer ice extents have slightly recovered after the all-time-low in 2012

suggest that the annual cycle to some extent resets with freeze up in the fall [Thomson et al.,
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2013]. Externally driven climate change is the main mechanism for the continued downward

trend in ice extent and exceptional melt (2012) or exceptional ice transport (2007) events

are noise around signal.

If not all of the heat from the summer mixed layer is released on the transition to

freeze-up (i.e. stored in the NSTM), it may be released through the water column towards

the ice and atmosphere slowly over the course of the winter. Rather than having zero

heat flux across the ice-ocean boundary (in the cooled-ML model, water is at the freezing

temperature and the only heat exchange is though the freezing of ice), the heat flux at this

boundary could be on the order of 5-7 Wm−2 [Lytle and Ackley, 1996, Lewis et al., 2011],

and thermodynamic ice growth would be accordingly smaller (on the order of 1.1 to 1.4m,

down from 1.5 to 1.8 [Thomson et al., 2013]). This case, where the ice pack is ultimately

thinner, would have lasting implications. First-year ice tends to have larger melt pond

coverage fraction [Polashenski et al., 2012], which in turn is linked to higher albedo effects

[Perovich and Polashenski, 2012], earlier ice retreat and a longer summer during which the

ocean can absorb solar heating. If the process continues – warmer ocean storing some heat

into the winter season, resulting in a thinner ice pack and feedback effects continuing into

the following season – ice cover in the summer Arctic will disappear more quickly than it

would otherwise.

6.2 Ice thickness observations

NASA’s IceBridge campaign measures ice thickness at the end of the growth season

over the past several years. If delayed onset of freeze-up is limiting the total ice growth over

the summer, there should be two apparent features in the Ice Bridge data:

Ice thickness would vary substantially with latitude. Atmospheric forcing being equal,

sea ice that formed later in the season would be on average thinner than ice that forms earlier

in the season. IceBridge flight tracks over the sea ice measure freeboard (and therefore ice

thickness) over distances of thousands of kilometers, capturing both multi- and first-year ice
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in the path. First-year ice growing at more southern latitudes typically starts to grow later

in the fall, with ice edge generally advancing out from the central Arctic over the freeze-up

season. Ice moves over the course of a winter season. Wind and ocean currents both move

ice around, and two floes that first froze at very similar times in the fall could be different

thicknesses based on snow accumulation and drift track through weather systems in the

Arctic. Analysis will need to correct for ice motion and atmospheric forcing, but the date of

freeze up for an ice parcel should then be to some degree correlated with the ice thickness.

Ice thickness would vary year-to-year depending on the length of the ice-free season.

Winter seasons following particularly warm summers with lots of melt and long ice-free

seasons should have thinner ice packs than in years with cooler summers and earlier freeze-

up. Years with longer summers should then have generally thinner first-year ice cover than

years with shorter ice-free seasons.

6.2.1 Approach

6.2.1.1 Ice thickness

The IceBridge thickness product [Kurtz et al., 2015] is calculated from the Airborne

Topographic Mapper (ATM), which is a laser altimetry system used to measure the ice

surface elevation. With highly accurate GPS and inertial measurement unit data, the range

from the aircraft (typically flying at 1-2km) to the ice surface can be accurately converted

to a surface elevation measurement. IceBridge data is available from the National Snow and

Ice Data Center (shown in Figure 6.4).

As with any optical system, the surface height measured is that of snow cover on

top of the sea ice. Uncertainty in snow cover is the dominant factor in uncertainty in ice

thickness products, accounting for as much as 70% of the total uncertainty [Zygmuntowska

et al., 2014]. To capture the total thickness of ice that is covered by snow, there are several

parameters that must be either known or assumed in order to solve the buoyancy equation
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for ice thickness.

Hi =
ρw

(ρw − ρi)
Fi︸ ︷︷ ︸

water displaced by ice weight

+
ρ̄s

(ρw − ρi)
Hs︸ ︷︷ ︸

water displaced by snow weight

(6.3)

Ice thickness (Hi) is the ice thickness, of which a small fraction sticks out above the water

and is called the freeboard (Fi). If a laser is used to measured this height, it also measures

the snow depth above the ice surface (FL = Fi +Hs). Snow depth is typically assumed from

climatology (specifically Warren and Rigor [1999]), but given the rapidly changing Arctic

climate this may not be a successful approach for very long. The IceBridge mission carries

a snow radar system [Farrell et al., 2012], with accuracy of approximately 5cm. The ice and

water densities (ρi and ρw) can be well approximated without in situ measurements. Snow

density in the Arctic is highly variable, with wind slabs reaching densities of nearly 0.35

g/cm3 and depth hoar with density around 0.05 g/cm3 [Sturm, 2002]. For the IceBridge

thickness retrievals, a constant, intermediate snow density of 0.264 g/cm3 is used [Farrell

et al., 2012].

This method of freeboard retrieval requires a perfect knowledge of ocean surface height

at the location of the measurement. An area of open water (i.e. lead) is used as a tie

point, where the elevation is known to be at sea level. An open lead makes ice thickness

measurements in the area more accurate, but in lieu of manually finding leads for correcting

the ice thicknesses, an empirical offset is applied [Farrell et al., 2012]. Uncertainty in the

thickness estimate grows with distance from leads.

6.2.1.2 Ice thickness distributions

The ice thickness distributions are calculated by selecting clusters of 100 ice thickness

observations along the flight track of the IceBridge campaigns. For each set of 100 mea-

surements, requiring standard deviations in latitude and longitude of less than 0.1 ensures

that the measurements are actually from from the same area and do not include any gaps
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Figure 6.3: Illustration of snow on sea ice and the freeboard calculation. Snow cover is much
less dense than the ice, so snow and some amount of ice floats above the water level while the
bulk of the ice is below. Image copied from http://archive.news.softpedia.com/news/NASA-
Study-Shows-039-Dramatic-039-Arctic-ice-Thinning-116091.shtml

in the dataset. Typically the standard deviation in both latitude and longitude for a set of

measurements along a flight line is much smaller than that (order 0.01), as the samples are

approximately 40m apart [Kurtz et al., 2015]. Cases where one collection ends and another

starts result in values closer to 0.5 or 1, hence the threshold being set in the middle. Any

sets of measurements exceeding that threshold are omitted from the analysis. This threshold

was used only to automate the process of selecting the clusters of observations.

Once the set of measurements is determined, the ice thickness distribution is calculated

by fitting a gamma distribution to the set of ice thickness measurements. The gamma distri-

bution was chosen as the best fitting distribution for most of the ice thickness measurements:

the asymmetrical distribution captures the steep increase to the peak of thermodynamic
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Figure 6.4: Ice thickness measured on the IceBridge campaign corresponding to fall
2013 freeze-up. There is significant variability between ice thicknesses in regions dom-
inated by FYI (though most of the flights are mostly over older ice); whether this
is strongly correlated with timing of freeze-up is to be determined. Reproduced from
http://nsidc.org/arcticseaicenews/files/2014/06/Figure4a1.png.

growth and the long, thick tail of mechanically deformed ice thicker than the median ice

thickness. Figure 6.5 is a histogram of the median ice thicknesses for each set of 100 original

measurements over 2012-2014. The gamma distribution (red) fits far better than a normal

distribution (shown in yellow). The median ice thickness of 1.67m is almost exactly matched

by the gamma distribution (1.674m), but not by the normal distribution (1.75m).

6.2.1.3 First-year ice selection

In order to select first year ice, we used the Pathfinder Ice Age product [Tschudi and

Fowler, 2013]. Each location of an IceBridge thickness measurement was checked against the

ice age map. The ice age map was calculated by taking the ice age product [Tschudi et al.,
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Figure 6.5: Ice thickness distribution for all local mean ice thickness measurements from
2012-2014

2015] for the weeks of the IceBridge campaign plus the week before and the week after. The

ice age maps for these weeks were averaged together on a pixel-by-pixel basis. An average

ice age of 1 year was used as the cutoff between first-year and multi-year ice, meaning that

there was notable quantities of second year or older ice present in the grid cell for none

of the 5 weeks surrounding the observations. This approach accounted for uncertainty in

ice motion on a week-to-week scale, while maintaining a low likelihood of unintentionally

including multiyear ice in the analysis. This approach does not guarantee that no multiyear

floes will be included in the analysis, but it does minimize it in a computationally efficient

manner with the available data products. Ice present at less than 15% concentration at the

end of a summer melt season is not ’aged’ in the ice age tracking system, so it is possible
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that the grid cells contain low concentrations of multi-year ice. It is also possible that there

is error in the drift tracking algorithm used to find the ice age, and that some of these grid

cells may be erroneously labeled as first-year ice.

6.2.1.4 Ice drift path

In order to link the ice thickness measurements at the end of the season to dates of

ice formation, it is important to know where the ice came from. Ice motion tracks allow for

backtracking from the end-of-season ice to the location where it formed.

Ice motion data is available from the NSIDC as the Polar Pathfinder ice motion dataset

[Fowler et al., 2013]. On a daily timescale, it calculates the trajectory of ice parcels using

a combination of feature tracking in passive microwave satellite products, assimilated drift-

ing buoy tracks, and wind estimates from atmospheric reanalysis products. The combined

product is shown in Figure 6.6, where gridded vectors indicate the mean daily motion of the

ice pack. Initially this analysis was done using a prior version (2) of the dataset and weekly

averaged ice motion gridded vectors, but the drift tracks were less accurate when compared

to buoys.

In order to determine where the ice being measured in the IceBridge record drifted

from and when it froze, the floe motion is traced back though time in the ice motion data

products. If ice thickness is measured at point a on date w, the prior day’s mean drift vector

corresponding to that location can be subtracted off to get the floe’s location the day before

(date d−1, point ad−1). This is then applied successively until the date when the ice formed is

reached, creating a virtual, backwards-in-time ice tracking buoy. This analysis used the daily

ice motion data, as that time scale has vectors for all points. The daily product likely misses

small variations in ice motion and does not include estimates of convergence or divergence

in a single grid cell, but it does offer some estimate of ice motion at all points in the Arctic

sea ice pack each day (ice motion is not defined where there is no ice). This method keeps

track of the floe locations, which can be used to interpolate through reanalysis data in space
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Figure 6.6: Image copied from the NSIDC hosted data, Fowler et al. [2013]. Weekly mean
motion of the pack ice is shown with the gridded vectors.

and time to get some estimate of the conditions under which the ice grew.

The ice motion grid is referenced to the EASE-grid, so the first step in tracking ice

motion was to convert EASE-grid referenced u- and v- vectors to north (N→) and east (E→)

referenced vectors. The conversion factors are based on the grid cell longitude (λ).

N→ = u cosλ+ v sinλ (6.4)

E→ = u sinλ+ v cosλ (6.5)

From these corrected vectors, each ice parcel measured by the IceBridge flight can be

tracked backwards along the drift trajectory in order to back out the seasonal drift of ice

that ended at that location.
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Figure 6.7: Ice drift paths estimated backwards (blue, starting with the end of season location
and date and tracking back through the winter) and forwards (red, starting with the freeze-
up location and time identified in the backwards track and followed forward in time to the
end of season). Each panel contains one IMB track (black) and the estimated tracks. The
location where the black and blue paths meet is the end-of-winter location for the IMB in
question.

Figure 6.7 shows the testing for the ice drift tracking method. End-of-season locations

from nine Ice Mass Balance buoys [Perovich et al., 2014] were used to start the backwards

tracking algorithm, shown in blue. The beginning of season location was then used to start

the tracking algorithm again, this time running forwards in time and shown in red.

The two major exceptions are the second and third buoys, which were deployed at

relatively high latitudes. The tracking ended up with these two virtual buoys in the area of

highly deformed ice near the Canadian Archipelago. When run forward from that location

though, the virtual buoys hardly moved and did not retrace the path of the backwards-

drifting virtual buoys. Fortunately, buoys at lower latitudes performed much better. The

locations where there is significant first year ice are most similar to the lower latitude buoy

locations.
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Figure 6.8: Ice concentration along the drift track of an ice parcel. The freeze-up date is
selected as the time when the ice concentration goes above 15%, in this case mid-October.

6.2.1.5 Freeze up date

The freeze-up date corresponding to each measured ice thickness location is estimated

by following the drift track backwards through the ice concentration data set, looking for the

time when ice concentration drops below 15%, the typical threshold for “ice-free” in passive

microwave retrievals. Ice concentration data comes from the SSMI-based product [Cavalieri

et al., 1996a]. Ice concentration is sampled at each time step along the drift path, resulting

in an ice concentration history of the parcel. Beyond this time, the drift track typically does

not move as the ice motion product is not defined where there is no ice. Figure 6.8 shows

a sample ice concentration history along the drift track of one sea ice parcel. The freeze-up

date is selected as the first date (moving backwards in time) that the ice concentration dips

below 15%. Because this approach is tracking ice floes as they move, advection of already-

formed ice is theoretically not an issue. There were a few parcels that could not be traced

back to a freeze up date in the preceding year. For these it was assumed that either the drift

path was erroneous or the ice age classification was incorrect, and the parcels were omitted

from further analysis.
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6.2.1.6 Atmospheric forcing of thermodynamic growth

In order to compare two ice parcels that have formed at different dates in the season

and drifted through different routes to the point where ice thickness is ultimately measured,

some accounting for the different over-winter growth conditions is necessary.

With a record of positions and times interpolated from the ice motion data, the track (in

latitude, longitude, and time) can be used to determine to some degree the meteorological

conditions encountered by the drifting flow throughout the winter. Reanalysis products

such as MERRA, NCEP, and ERA solve numerical weather prediction models at high time

resolution while assimilating available global meteorological observations and any additional

observations (i.e. sea ice concentration) that may help the analysis. The result estimates

basic weather parameters at many different pressure levels in the atmosphere (including at

the surface) at 3 or 6-hourly time steps all over the Arctic and worldwide [Rienecker et al.,

2011, Kalnay et al., 1996].

Given that there are so few in situ observations in the Arctic to assimilate, the estimates

are far from perfect. Analyses of the accuracy of the various reanalysis products over different

timescales and parameters have concluded that all products have some error in the Arctic,

but MERRA is one of the better performing ones [Lindsay et al., 2014]. For the accumulated

growth of the sea ice though, the small, local errors should not be too much of a problem for

the analysis. Precipitation is unfortunately the most unreliable but also perhaps the most

important in modeling ice growth.

The atmospheric forcing data does little good without a method for translating it into

ice thickness. A one-dimensional thermodynamic ice growth model can map atmospheric

forcing into a theoretical ice thickness. This allows us to control for atmospheric forcing of

sea ice growth over the course of the winter in the statistical analysis of the driving factors

of first-year ice thinning.

It may be possible use satellite-based observations of sea ice temperature (i.e., Hall et al.
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[2004]) to further constrain sea ice growth rates. The MODIS ice surface temperature product

is not complete in coverage (clouds may obscure images), but if used to supplement the

reanalysis products, incomplete coverage is not necessarily a problem. The One-dimensional

Thermodynamic Ice Model approach estimates ice thickness from surface flux parameters

derived from satellite observations [Wang et al., 2016]. This approach could supplement the

HB balance analysis in estimating the seasonal growth, though it is not a direct integrator

of the atmospheric forcing because the real ice growth is subject to other factors like oceanic

heat flux.

6.2.1.7 1-D ice growth model

The primary purpose of the simple model used in this analysis is to integrate atmo-

spheric forcing over the season while weighting the early season (when ice is thin) more than

the later season, as with actual ice growth. Two models were used: a simple degree day

model from Weeks [2010], Maykut [1986] and a slightly more complicated energy balance

model based (roughly) on Wagner and Eisenman [2015].

At each time step, three equations determine the ice growth: surface fluxes relate

the forcing conditions (air temperature, wind, etc) to the surface temperature of the ice,

the resulting heat loss is balanced by ice growth at the bottom of the ice, and then the

surface temperature is updated based on the current ice thickness. This is not a completely

physically accurate model - it does not track heat within the ice or allow for melt (which is not

a significant factor when looking at wintertime growth)- but it does capture the variability

in sea ice growth better than the degree day model. I used this model as opposed to finding

a more elaborate model in order to keep things simple. Since the one real requirement was to

keep a metric of atmospheric forcing over the course of the winter, it did not seem necessary

to use a particularly sophisticated model. Tracking heat content within the ice and the effect

of insulating the ice cover are both normal components of sea ice growth models that are

omitted here, because without snowfall forcing information the model would be introducing
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an extra source of error.

Surface Fluxes The forcing is applied as heat fluxes at the surface:

F (t) = Fsolar + FnetLW + Fturbulent + Focean (6.6)

Fsolar is the downwelling shortwave, assumed to be 0 throughout the growth season.

In March the sun comes up, so this assumption does not hold for the last few weeks,

but at this point the sun angle is so low and the snow albedo so high that the

difference is negligible [Persson, 2012].

FnetLW is the long wave radiation emitted by the ice minus the long wave radiation

emitted by the atmosphere. This is calculated using the Stefan-Boltzmann equation,

σT 4 where T is the radiating body temperature. The net upwelling longwave radia-

tion is then the surface emitted radiation, σT 4
surf minus the downwelling component

of the radiation from the atmosphere, σT 4
air.

Fturbulent is the sum of the turbulent sensible and latent heat flux. The latent heat

flux is assumed to be near zero because of the sea ice preventing any evaporation

from the ocean and the cold air temperatures [Weeks, 2010]. The turbulent heat

flux is then the sensible heat flux, which is

Fsensible = −C ∗ ρair ∗ Cpair ∗ vwind ∗ (Tair − Tsurf ) (6.7)

Finally, the oceanic heat flux is included in the surface fluxes. For tracking the atmo-

spheric contribution to sea ice growth over the winter in the ice thickness analysis,

the oceanic heat flux was set to zero.

Ice growth In this model, it is assumed that all heat flux off the surface of the ice is

matched by ice growth at the base. In actual sea ice some of this heat is drawn

from changing the ice temperature and from the melting or freezing of ice in brine

pockets, but this must be parameterized in the thermal conduction equations. This
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effect is relatively small compared to the total seasonal growth [Bitz and Lipscomb,

1999]. The resulting equation is

dhice(t)

dt
=

F (t)

Lfρice
(6.8)

Where Lf is the latent heat of freezing (3.34× 105 J kg−1) and ρice is the density of

sea ice (900 kg m−3). For the purposes of this analysis, it is assumed that the total

amount of heat that goes to changing the temperature of the ice rather than growing

ice is small (less than 2 cm ice equivalent in calculating the thermal capacity of the

ice) and that this approach will make it easier to compare modeled ice thicknesses

with different atmospheric forcing.

Surface temperature Surface temperature is where the ice thickness feeds back into the

surface flux calculation. The surface temperature is recalculated for each time step,

with

Tsurf (t) = Tf − (
h(t)

kice
+
hsnow
ksnow

)× F (t) (6.9)

kice and ksnow are the thermal diffusivity terms for ice (2.28 W m−1 K−1, [Pringle

et al., 2007]) and snow (approximately 0.2 W m−1 K−1) respectively. hsnow is the

snow thickness (fixed), and h(t) is the ice thickness as it grows over time.

The ice growth rate variable was limited in their range in order to tune the model to

observed ice thicknesses. The ice growth rate limit was determined from the polynya growth

analysis (Section 5.4) at 12 cm/day. This is consistent with growth rates measured in the

Barrow polynya as well in [Hirano et al., 2016].

6.2.1.8 Degree-day model

There is an additional form of sea ice growth model that has been commonly used

[Weeks, 2010] and can be fairly accurate in many cases. Given the uncertainty about snow
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cover and upwelling heat, it may be informative to try a simplified model that just considers

the difference between the atmospheric surface temperature and the ocean temperature in

order to calculate ice growth.

PDD
i = c ∗

(∫ t

0

(Tf − Ta)dt
)n

(6.10)

Which when the coefficients (following Maykut [1978]) are used, reduces to

H2 + (13.1Hs + 16.8)H = 12.9Θ (6.11)

where H is the ice thickness, Hs is snow depth assumed to be 15 cm [Webster et al., 2015]

added over the season, and Θ is the degree days for the winter. Degree-days are the cumu-

lative days with air temperatures below a reference temperature (the freezing temperature

of sea water) weighted by the amount below the reference temperature. For example, 3 days

at 5 degrees below freezing and 2 days at freezing would be 15 degree-days.

Still, the simplified form omits the parameters which are estimated with the least

confidence and does a moderately reasonable job of estimating ice thickness [Weeks, 2010].

It is meant for first year ice growth (in that it assumes ice thickness begins at zero), which

makes it applicable to this study.

6.2.1.9 Model comparison

The two models show high correlation, though the degree-day model does tend to result

in thicker end-of-season ice cover than the heat balance model. Figure 6.9 illustrates this: the

spread between the two is due to the degree-day model not taking into account variable wind

speeds. The degree-day model is usually higher because the heat-balance model discounts

colder temperatures later in the season when ice is thicker and growth slower, while the

degree-day model weights cold temperatures equally throughout the season.
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Figure 6.9: A comparison of the degree-day (DD) model and the heat balance (HB) model
for integrating the atmospheric forcing over the season. Each point is one ice drift track as
modeled using the two approaches.

6.2.2 Data set

Ultimately, for each cluster of sea ice thickness observations (100 samples along a flight

track), the following parameters were retrieved. Each is listed with the data source and how

it is retrieved.

(1) End of season:

(a) Freeboard (histogram, fit gamma distribution, see Section 6.2.1.2): Freeboard

measurements (snow plus ice) from the IceBridge campaigns are binned and

then a gamma distribution is fit to the distribution. The histogram and the
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distribution parameters are saved.

(b) Snow depth: similar to the freeboard measurements, snow depths retrieved from

the IceBridge campaigns are binned into a histogram and then a gamma distri-

bution is fit to the data. Both the bin values and the distribution parameters

are saved.

(c) Thickness: likewise, ice thicknesses retrieved from the IceBridge campaigns are

binned into a histogram and then a gamma distribution is fit to the data. Both

the bin values and the distribution parameters are saved.

(d) Latitude: each set of 100 samples is checked for a minimal spread (standard

deviation in latitude less than 0.1 degree) to make sure that the cluster of

samples is along a single flight line with no breaks. Then the mean latitude for

the cluster is calculated and saved.

(e) Longitude: The mean longitude for the cluster is calculated and saved. Check-

ing the Latitude spread is adequate to determine that the samples are all on

the same flight track.

(f) Date: The date of the fight is logged. Time precision is not required as the

next steps have much coarser time resolution.

(2) Drift path

(a) Latitude (time series): The drift path is estimated from the reverse-ice motion

method described in Section 6.2.1.4. Latitudes along this drift track are logged

at the original daily time steps and then linearly interpolated to 12-hour time

steps. Both time series are saved.

(b) Longitude (time series): Longitudes along this drift track are logged at the

original weekly time steps and then interpolated to 12-hour time steps. Both

time series are saved (weekly and twice-daily).
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(c) Date (time series): The original weekly time steps are logged and then subsam-

pled to 12-hour time steps. Both sets of time steps are saved.

(3) Meteorology:

(a) Air temperature (time series): Surface (2m) air temperatures from the MERRA2

reanalysis product are sampled via 3-D linear interpolation in latitude, longi-

tude, and time at each point along the estimated drift track at the 12-hour time

steps.

(b) Wind speeds (u, v) (time series): Surface (2m) wind speeds in the u and v

(eastward and northward directions) from MERRA2 reanalysis product are

sampled via 3-D interpolation in latitude, longitude, and time at each point

along the estimated drift track. Wind speed is calculated from the vector

magnitude of the two components at each sample location.

(4) Freeze-up

(a) Drift path ice concentration (time series): Ice concentrations are sampled along

the drift track at daily intervals.

(b) Freeze-up date: The date corresponding to the first (moving backwards in time)

minimum in ice concentration below 15% ice concentration.

(c) Freeze-up latitude: The latitude corresponding to the position of the ice drift

track at the time of the freeze-up.

(d) Freeze-up longitude: The longitude corresponding to the position of the ice

drift track at the time of the freeze-up.

(5) Modeled growth

(a) Degree-day (DD) model thickness (time series): At each 12-hour time step, the

cumulative model thickness calculated by the degree day model is saved.
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(b) Degree-day (DD) model EOS thickness: The last time step in the degree-day

time series is saved as the end of season thickness.

(c) Thermodynamic (HB) model thickness (time series): Heat balance model re-

sults are saved at the 12-hour time steps of the atmospheric forcing data.

(d) Thermodynamic (HB)model EOS thickness: The last time step in the heat

balance model record is stored as the end of season thickness.

6.3 Error analysis

In order to quantify the error in the drift tracking method, Ice Mass Balance buoys

[Perovich et al., 2014] were used to track the motion of ice floes through the Arctic. The

backwards tracking algorithm is run from the April 1 location of the buoys to evaluate

the approach. These buoys carry air temperature sensors which are used to verify the

meteorological data estimation along the drift route as well.

6.3.1 Ice Mass Balance buoys

The error analysis used ten ice mass balance buoys operated by CRREL [Perovich

et al., 2014]. They are installed in ice floes early in the winter season where they can

measure ice growth and melt over the following years. IMBs carry a suite of sensors above

the ice, including meteorological sensors (air temperature and pressure), sounding sensors

that measure the height of the snow surface relative to the buoy, and GPS and communication

electronics. The mast of the buoy is outfitted with temperature sensors every few centimeters

vertically, which extend down through the sea ice upper ocean and into the snow and air

above. The profile of measurements is used to determine the ice thickness. Figure 6.10

shows two different types of IMBs with different packaging but largely similar sensors.

Ten IMBs from the central Arctic and Beaufort Sea regions were selected for this error

analysis. They recorded ice growth over a full winter (starting prior to December 1 and
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Figure 6.10: Two ice mass balance buoys installed in ice in the Arctic. Reproduced from
http://imb.erdc.dren.mil/index.htm

ending after April 1) while drifting freely with the sea ice. Buoys were selected from 2011-

2015, with the bulk of these buoys active in the winter of 2012-2013. A limitation with using

IMBs for this analysis is that they are typically installed in multi-year ice, or at least ice

that forms very early in the fall season. The modeling part of the ice thickness accounting is

therefore hard to compare, since the models (both the energy balance and the degree-day)

assume starting the season with little or no sea ice cover.

6.3.2 Buoy tracking

Buoy records were cut off on April 1 of their year of drift in order to make them

comparable to the ice parcels. From IMB positions on these dates, the ice motion product

and the parcel tracking algorithm were used to trace the buoy’s ice parcel in the same

manner as the ice parcels described previously. This creates two drift tracks that can be

compared: the actual IMB drift track from the logged GPS locations and the ‘estimated’

drift track from the ice motion tracking algorithm. These tracks can then be sampled in

the MERRA2 reanalysis data to get the reanalysis air temperatures for comparison to the
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measured temperature logged on the IMB.

6.3.2.1 Drift tracks

Figure 6.11: Left: The black line is the SHEBA drift track through the northern Chukchi
and Beaufort Seas. Each colored line is an estimated track based on the ice motion product,
started at a different point in the overwinter drift. Center: The distance between the esti-
mated track and the actual track for each of the colored tracks. Left: An example of the ice
motion vector field for the time in late March where all estimated tracks diverged notably
from the actual track. The region in the black circle is where the tracks are located.

Figure 6.12: Left: The black line is the SHEBA drift track through the northern Chukchi
and Beaufort Seas. Each colored line is an estimated track calculated by moving backwards
through time, started at a different point on the SHEBA track. Right: The distance between
the estimated track and the actual track over time, for each of the tracks initiated over the
winter drift season.

The ice motion tracking offers only a moderately effective means of tracing ice back
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through its drift history. The ice motion product [Fowler et al., 2013] is first evaluated using

forward tracking and compared against the SHEBA drift track from 1997-1998. Figure 6.11

shows the forward tracking results, where the estimated tracks follow the SHEBA drift path

reasonably well for a while until the ice motion data diverges from the actual track and

the estimated paths diverge abruptly. These cases appear to be because of the influence of

wind in the ice motion algorithm ? the locations where the estimated tracks diverge from

the actual tracks are often in areas where there are large regions of ice moving in the same

direction in the ice motion product, which would suggest a large-scale influence that is not

directly calculated from actual ice motion. In general, once the estimated track has diverged

from the actual track, it is more likely to diverge further over time as it is being moved with

the ice motion estimates from a different location.

When switching to backwards tracking, it is possible that additional error is introduced

in places where there is converging flow of ice floes. The test of the SHEBA drift path

performed reasonably well though, as shown in Figure 6.12. There was a period in January

when the ice motion product diverged from the SHEBA track and all of the existing tracks

turned northwards, rather than continuing south and east for another 150 km. In this

particular case, these tracks converged again slightly with the actual track, getting to the

beginning of the season with less than 200km of total path error distance.

Figure 6.13 shows how this tracking process can be applied to other drift tracks. In

this case, ten Ice Mass Balance buoy tracks were used to see the spatial variability in how

well the ice tracking algorithm follows the observed drift patterns. Buoys in the Chukchi and

mid- to southern Beaufort tracked reasonably well, with relatively small deviations from the

drift track. Buoys further north or tucked in near the dense ice areas north of the Canadian

Archipelago did not perform as well, with sometimes very substantial divergences right at

the beginning of the season. Ice motion vectors near the North Pole are known to be less

reliable as the feature tracking from passive microwave satellite retrievals that underlies the

dataset is not available in this region.
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Figure 6.13: Maps of IMBs from 2011-2014 that were evaluated as the error analysis for this
project. Each black line is the actual buoy drift track and the blue line is the estimated
track traced backwards from the end-of-winter (April 1) buoy location.

Buoys at higher latitudes were not tracked as well as the buoys at lower latitudes,

with extremely large errors (>500km distance between the buoy and the estimated drift

track) on some of these. Fortunately most first-year ice growth does not occur at or even

particularly near the North Pole or Canadian Archipelago, so increased error near the pole

has less of an impact on this analysis than it might otherwise. Because the buoys in the

Beaufort and Chukchi areas were more closely tracked, this analysis can move forward. The

IceBridge observations come primarily from the Beaufort Sea and the area north of the

Canadian Archipelago, but there is very little first year ice (and what there is is usually

highly deformed) in the latter region. For the buoys in the relevant region, the beginning-of-

winter location estimated by the tracking method falls within 3 degrees in latitude and/or

longitude of the actual location.

Error in the drift path shows up two ways in the analysis: as error in the meteorological
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forcing (which becomes error in the modeled ice growth) and as error in the location and

therefore timing of freeze-up.

6.3.2.2 Air temperatures

Because the IMBs carry air temperature sensors, it is possible to calculate the error

in air temperature over the course of the winter season and to determine the components of

that error attributable to the path error and using the MERRA2 reanalysis product.

Figure 6.14 shows the air temperatures measured by the IMB (yellow), sampled from

the reanalysis product along the drift track (red), and sampled from the reanalysis product

along the estimated (ice motion tracing method) drift track (in blue). The estimated track

extends back before the ice mass balance buoy was installed in October and can therefore

retrieve the temperature history of the floe prior to the installation of the IMB.

The air temperature estimates both along the actual drift path and the estimated drift

path were fairly accurate. This suggests that drift path error had relatively little impact on

the sampling of atmospheric state.

Figure 6.15 shows the mean temperature error for these buoy records over the winter

season. The error is decomposed into two components: the path error (red x’s) is the

difference between the reanalysis temperatures along the actual drift track and the reanalysis

temperatures along the estimated drift track, and the reanalysis error (yellow circles) is the

difference between the reanalysis temperatures and the measured air temperatures by the

IMB. The blue diamonds indicate the mean of the total temperature error on a time-step

by time step basis between the reanalysis temperature along the estimated drift path and

the measured air temperature at the IMB. In some cases (buoys 2,3,8,10), a warm-biased

reanalysis error is balanced slightly by a cold-biased path error, though often the two error

sources are both positively biased and add together for a larger warm bias.

The IMB temperature sensors are approximately two meters above the sea ice surface,

so they are directly comparable to the 2m reanalysis temperatures.
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Figure 6.14: Top: Air temperatures (in ◦C ) as measured by a drifting IMB (yellow), sam-
pled from the MERRA2 reanalysis product along the IMB drift track (red), and sampled
from the reanalysis product along the estimated drift track (blue). Bottom: Ice thickness
measurements with the modeled growth superimposed.

Figure 6.16 shows the same error study, but in terms of percentages of the net error,

where the two error sources do not cancel each other out. The path error tends to be quite

low relative to the reanalysis error component, except in two cases.

The reanalysis temperature error is more of a concern in integrating the atmospheric

forcing than the drift tack error is. MERRA is just one of several reanalysis data products

available, and another product may do a marginally better job of capturing the temperature

patterns in this part of the Arctic. That said, the Lindsay et al. [2014] study showed that

there was little difference in most of the reanalysis products in this region, and that none of

them were especially adept at capturing the wind variability.
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Figure 6.15: Mean temperature error over the winter season as measured for total error
(blue), the drift error (red), and the reanalysis error (yellow).

6.3.2.3 Path error

The path error could be mitigated if there were a better method for estimating the drift

path of the sea ice. There are several ice motion products that have been produced at various

points, and another comparison of these may prove fruitful though there is no immediate

evidence that a different product would necessarily perform better [Sumata et al., 2014].

6.3.2.4 Reanalysis error

While reanalysis error is the largest source of error in the temperature measurements,

there is little that can be done about it. Reanalysis products could be improved in the

Arctic by the inclusion of more measurements into the reanalysis products. Short of putting
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Figure 6.16: Path and reanalysis contributions to the surface air temperature error over the
course of the winter drift. The numbers at the bottom indicate the mean latitude of the
IMB (top row) and the last year they were active (bottom row).

more instruments in the field to increase observations available for the data assimilation

procedures, reanalysis estimates of meteorological conditions in the Arctic will always be

limited in accuracy. Near-surface meteorology is particularly challenging to capture with

remote sensing measurements and the presence of sea ice, clouds, and darkness further

complicate the process.

6.3.3 Freeze-up error

Figure 6.17 shows in the top panel the mean error in freeze-up date for one degree of

error in either latitude or longitude of location. This is calculated by taking the expected

value of the error in freeze-up date if the location is 1 degree in latitude or longitude in any
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direction off from the actual location. Without a known bias towards being too far north or

too far south, the error typically averages out to zero. The exceptions are along the ice edge

in the north Atlantic, or in areas (like between islands in the Canadian Archipelago) that

have highly staggered ice growth because of the interactions of ice and land. The bottom

panel looks at the mean magnitude of error for the surrounding 1 degree in latitude and

longitude (note that the color scale has changed). In the Beaufort, the error is typically less

than one week for 1 degree of position error.

The IMB drift analysis do show somewhat more error in location than 1 degree, some-

times as much as 4 degrees in longitude. The error in freeze-up dates for the IMBs cannot

be tested directly, as the IMBs were all installed in multi-year ice and did not have a fall

freeze-up date prior to the overwinter drift. This error can add up to as much as 4 weeks

of uncertainty in the freeze-up date. With only a 120 day growth season in many locations,

this error is very large compared to the total growth period.

Freeze-up timing must therefore be considered with some suspicion in this analysis.

Given the geographic spread of the IceBridge observations, there is a fairly large spread in

estimated freeze-up dates. Locations that saw freeze-up in December can be confidently

distinguished from locations that experienced freeze-up in October, but more subtle nuance

than that would requite a more reliable ice tracking method.

6.4 Results

6.4.1 Inter-annual variability

The first analysis looks at the variation in first year ice thickness distribution between

years. Each panel is a histogram of ice thickness measurements from the IceBridge campaigns

in spring of 2012-2015 [Kurtz et al., 2015]. First-year ice was found using the ice age product

[Tschudi et al., 2015]. The bar on the far right of the histogram represents the fraction of

ice thickness measurements that were more than 4 meters thick. This represents heavily
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Figure 6.17: Error in freeze-up for a 1 degree (in latitude and longitude) radius error in
location. The top panel shows the mean error in freeze-up date (in days), and the bottom
panel shows the mean magnitude of the error (also in days). Both color bars are in days.

deformed ice, where ice is more than twice as thick as thermodynamically-grown ice. Figure

6.18 did not use any of the ice tracing algorithms or models and is just comparing the

observations between years.

The summer of 2012 stands as the record for minimum sea ice extent. Large storms

in the Chukchi combined with generally warm summer temperatures combined to beat the

2007 record for minimum ice extent. Spring 2013, the following winter growth season, shows

a markedly thinner ice cover than the other years of IceBridge data: 1.1m for the mode of

the distribution (an estimate of the thermodynamically grown ice thickness for the area) as

opposed to 1.5m, 1.6, or 1.7m (2014, 2015, 2012 respectively).

The profile in the spring of 2012 is particularly interesting, where the mode is at 1.7m,

but there is also a substantial area of sea ice that is significantly thinner at 0.5m, as if two ice
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Figure 6.18: First-year sea ice thickness distributions by year for 2012-2015.
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thickness distributions were superimposed. The relatively large amounts of slightly deformed

ice suggests that this year experienced large amounts of deformation midway through the

season, or that there was systematic bias in the measurement of ice thickness in certain

regions, perhaps due to the snow thickness retrieval process based on climatological snow

densities.

Spring 2015 shows substantially more heavily deformed ice than any other year. 2012

and 2014 are similar at 0.09 or 0.1 of the total ice cover, while 2013 was approximately 50%

lower at 0.05 and 2015 was approximately 100% higher at 0.21. This high fraction may

mean that some areas of MY ice made it through the ice age filter, as 4m of ice is much more

common in areas of MY ice than FY ice. The ice age filter could possibly be improved by

integrated additional datasets that estimate ice age using approaches other than ice tracking.

There could be some inter-annual variability in the accuracy of the thickness measure-

ments: the snow depth is retrieved from the snow radar, which assumes a snow density

from climatology for calculating the depth of snow and in the buoyancy assumption that

goes into converting freeboard to ice thickness. If snow in the areas of the IceBridge flights

(Beaufort Sea, mostly) was notably more or less dense than the climatology, it could bias the

ice thickness estimates. Particularly light snow is 100g m−3 while dense, heavily windblown

snow can be as high as 450 g m−3. How this translates to error in the snow thickness and

mass retrieval and then the buoyancy calculation to find ice thickness is not straightforward,

but an error on the order of a few centimeters in ice thickness would be expected.

6.4.2 Latitude dependence

Generally, freeze-up dates are earliest further north and gradually later moving south.

To investigate this, we combine all years of IceBridge ice thickness measurements into one

analysis to see if there are significant trends with latitude. Figure 6.19 is a 2-D histogram of

ice thickness measurements and latitude. The left panel shows the number of observations

in each half-degree latitude band. There were nearly five times as many observations in the
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70-72 N band than at any other latitude band due to the flight patterns during the campaigns

and where first-year ice tends to end up.

Generally, there is an increase in ice thicknesses measured with increasing latitude.

This could come from one or more of several different factors: earlier freeze-up dates (more

time for ice to grow over the course of the winter), colder air temperatures (higher heat fluxes

over the winter), or less ice-free time in the summer resulting in lower oceanic heat fluxes

during the ice growth season. These factors will be investigated over the next few sections.
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Figure 6.19: First-year ice thickness with latitude at the end-of-winter observation location.
The right panel shows the number of observations by latitude - there were substantially
more flights at lower latitudes, but there does still seem to be a slight trend of increasing ice
thickness at the end of the season with higher latitudes, especially above 73N.
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6.4.3 Relation with freeze-up
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Figure 6.20: FYI thickness versus days since freeze-up. There is a very slight positive trend
towards increased ice thickness with longer growth seasons, but this is partly because of
areas of highly deformed ice.

Figure 6.20 shows median ice thickness measurements from the IceBridge campaigns

plotted against their respective freeze-up dates, found using the ice-tracing algorithm de-

scribed earlier. The median ice thickness is used to avoid deformed ice as much as possible.

The correlation coefficient is low (0.18), but the p-value is 5 × 10−5, indicating that the

relationship is statistically significant.

Areas of thicker, mechanically deformed ice contribute to the spread, as there is no

way that 3m thick ice could have grown thermodynamically. Separating mechanically thick-

ened ice areas from thermodynamically grown ice is not a straightforward task. This result
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suggests that freeze-up date may have an impact on the end-of-season ice thickness, though

the effect is much smaller than the variability in ice thickness from deformation and other

forcings and it is not statistically significant.

6.4.4 Relation to atmospheric forcing
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Figure 6.21: Observed FYI thickness versus modeled ice thickness for the corresponding drift
path. The two lines indicate the linear fit for the whole dataset and the subset that only
considers ice thicknesses less than two meters (a general estimate for first-year undeformed
ice thickness).

The integrated atmospheric forcing (modeled ice thickness) captures some of the vari-

ability in ice thickness, with a correlation coefficient of 0.16. This relationship, despite the

spread, is statistically significant at p = 0.0002.
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The modeled ice thickness is meant to be an integrator of atmospheric forcing over

the course of the winter and not a perfect model of the ice growth. This suggests that

colder, windier winters do result in thicker ice growth, though this figure does not distinguish

between rapid growth and a longer ice growth season.

The degree-day model (not pictured) does not do a better job of capturing the vari-

ability. Where the energy balance model results in the bulk of the ice ending the season

between 1.2 and 2 meters thick, the degree-day model clusters most of the ice between 1.7

and 2.1 meters.

Once you control for the date of freeze-up (and therefore the length of the ice growth

season in the model), the relationship between the modeled ice thickness and the measured

ice thickness mostly breaks down. This is true for both the heat balance and the degree-

day models. Figure 6.22 shows the modeled ice growth (x-axis) versus the measured ice

growth (y-axis) for each the heat balance model (left column) and the degree-day model

(right column). The rows are three different ages of first year ice, with the latest freeze-up

dates (the youngest ice) in the top row and the earliest freeze-up dates in the bottom row.

The correlations are consistently low, with the only statistically significant relationships (at

the 5% level, not significant at the 1% level) are in the cases with early freeze-up and long

growth seasons. This suggests that overwinter atmospheric conditions have at most a small

effect on the end-of-winter ice thickness.

6.4.5 Relation with snow cover

Snow cover insulates sea ice from the atmosphere, slowing growth. Snow does tend to

fall early in the winter season in the Arctic, so ice that has had a longer growth season (earlier

freeze-up date) will tend to have thicker snow cover. Areas of sea ice with otherwise identical

growth parameters (timing of freeze-up, oceanic heat flux, and atmospheric forcing) but with

deeper (or shallower) snow cover than average will end the season with thinner (or thicker)

ice than average. Wind across the sea ice moves snow around throughout the winter, with
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Figure 6.22: Ice thickness and model comparisons for early, middle, and late freeze-up dates.

drifts accumulating in areas with rougher surfaces and deformed ice. In this case, thicker

(deformed) ice causes thicker snow. Finally, because the snow thickness measurements are

part of the ice thickness retrieval, the two parameters are not observed independently. Snow

thickness is therefore not considered as one of the driving factors in the ice thickness analysis

later in this chapter, despite the significant role that snow plays in ice growth.

Greater ice thicknesses (especially above 2m of ice) means areas of highly deformed ice.

That these correspond to areas of thicker snow cover is unsurprising - heavily deformed ice
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Figure 6.23: Median FYI thickness versus the snow depth as measured by the IceBridge
flights.

captures the snow blowing in the wind, amassing snow drifts that are sheltered from further

redistribution. Complicating this is that the snow radar system used to retrieve the snow

depth suffers from decreased accuracy in areas of deformed ice with rough surfaces. These

locations tend to be areas with greater ice thicknesses, so the increase in variability in 6.23

with increasing ice thickness may be related to retrieval error.

At first glance, there is little correlation between the time since freeze-up and the snow

depth at the end of the season unless the years are separated (Figure 6.24). For each year,

there is a slight positive trend in snow depth with the age of the ice. But because snowfall

occurred at different times in the fall, the timing of the increased snow cover changes from
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year to year. There is significant variability that comes with having only a few snow thickness

measurements corresponding to some freeze-up dates (e.g., the spike in the 20115 (purple)

record around 150 days).
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Figure 6.24: Time since freeze-up versus median snow thickness for each ice parcel, shown
by the mean snow depth corresponding to each freeze-up date by year. Purple is the season
ending in 2014, blue is 2013, and green is 2012. The dotted and dashed lines corresponding
to each color represent + and - 1 standard deviation from the mean respectively.

Figure 6.25 shows this same data, but controlling for the timing of freeze-up and the

amount of atmospheric forcing in the same manner as Figure 6.22. In these cases, the rela-

tionship between snow depth and freeze-up date is more consistent. There is still significant

amounts of spread largely due to redistribution of snow over the course of the season. In all

cases snow depth increases with increasing ice thickness, regardless of atmospheric forcing or

timing of freeze-up. Snow is a much more effective insulator than sea ice, and so one might
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expect that when length of growth season and the atmospheric forcing is controlled for,

thicker snow cover would result in thinner sea ice. Instead, thicker snow cover is consistently

found on thicker sea ice.

When looking at the relationship between snow depth and ice thickness, the shorter

growth seasons resulted in a statistically significant correlation (at the 5% level) under both

the high and low atmospheric forcing cases. Still, their is significant spread and the cor-

relation coefficients are low, suggesting that at least the end of winter snow cover is not a

dominant factor in determining the ice thickness at the end of the season.

There are a few possible explanations for this:

There could also be some measurement error in the IceBridge measurements. If there

was pointing error that introduced during the flight that was not fully accounted for in post-

processing, both the snow depth and the ice thickness would be artificially thick. Underes-

timating the snow density would also result in erroneously low ice and snow measurements.

Snowfall in the Arctic is not a simple process: wind-blown snow accounts for a sub-

stantial fraction of snow in the Arctic, and redistribution exceeds direct snowfall in many

locations [Barry et al., 1993]. Ice surface roughness catches snow as it is blown across the

relatively smooth surface of the sea ice cover, creating drifts behind features. Areas with

deformed ice have particularly rough surfaces, with sheltered areas for snow to accumulate.

6.4.6 Relation with summertime ocean temperatures

Summertime ocean temperatures are considered at two locations in this analysis: the

end-of-season IceBridge measurement location, and the location of freeze-up identified in the

drift track analysis. Summer surface temperatures from the NOAA optimal interpolation

SST product [Reynolds et al., 2002] are used. This product is described in more detail in

Section 4.2.4.

Figure 6.26 shows the median ice thickness as a function of the summer sea surface

temperature from the September before freeze-up at the location of freeze-up. Often this
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Figure 6.25: End of season ice thickness versus median snow thickness for each ice parcel,
controlling for time since freeze up (rows) and the amount of atmospheric forcing (columns).
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has to do with oceanic heat flux: warm SSTs are found in locations that tend to have heat

trapped in the summer halocline layers (see Chapter 3). There is a very slight correlation (p

= 2× 10−4) between the summer water temperature and the median ice thickness: locations

with low summer water temperatures are more likely to have areas of very thick (likely highly

deformed) ice. The difference is trumped by the variability in ice deformation. This may also

be a consequence of multi-year ice getting through the initial filter - where there is multiyear

ice, surface temperatures are colder and then the end of season ice thickness is thicker.
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Figure 6.26: Median FYI thickness versus summertime (Sept 1) Sea Surface Temperature at
the location of the end-of-season measurement.

Figure 6.27 is the same as as Figure 6.26, but with the summer surface temperatures

sampled at the locations of freeze-up rather than the end of season measurement. There is no

significant correlation between these, even though summer temperatures influence freeze-up

dates, which are somewhat correlated with the end-of-season thickness.

Figure 6.28 shows how the end-of-season location and freeze-up location summer sur-

face temperature measurements compare for each track. The freeze-up locations were consis-
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Figure 6.27: Median FYI thickness versus summertime (Sept 1) Sea Surface Temperature at
the location of freeze-up.

tently at warmer locations than the end-of-season measurements. This is partly because of

the locations of the IceBridge flights: areas north of Greenland and the Canadian Archipelago

tend to accumulate multi-year ice, and first-year ice that moves towards that area generally

froze in warmer waters.

6.5 Multi-factor analysis

Figure 6.29 shows the results of a linear regression between the summer SST (at the

end-of-winter location), the freeze-up date, and the integrated atmospheric forcing and the

observed sea ice thicknesses. The full spread of ice thickness is not captured because of

ice deformation, but the regression seems to capture some of the non-deformation related

variability. The right panels show the relationship between each of the constituent factors

and the ice thickness, with the other factors held constant. The effects of freeze-up date and
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Figure 6.28: Previous summer surface temperatures at the locations of freeze-up and the
end-of-season ice thickness observation. These suggest that ice predominantly moves from
areas of warmer summer temperatures to areas with cooler summer temperatures.

summer SST are statistically significant at the 1% level, while the atmospheric forcing effect

is not.

This statistical model supports the hypotheses that warmer summer water tempera-

tures and later freeze-up dates both result in thinner end-of-season sea ice thickness, but

because of the large uncertainty in the freeze-up dates and the low statistical power in the

multiple regression overall, this is not shown conclusively. With that in mind, within this

model 1 day of delay in the freeze-up date leads to ice thickness at the end of the season

roughly 1 cm thinner. Warmer summer temperatures (via trapped heat in the halocline and

overwinter oceanic heat flux) have a slight negative effect beyond the delay in freeze-up: for

each degree warmer water in the summer, ice at the end of the season will be 7 cm thinner.
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Figure 6.29: The result of a linear regression between summer SST (end of season location),
freeze-up date, and atmospheric forcing and the end of season ice thickness.The left figure is
estimated ice thickness from the forcing parameters (integrated atmospheric forcing, length
of growth season, and summer ocean temperature as a proxy for oceanic heat flux) against
the observed ice thickness, shown as a 2-D histogram. The panels on the right show the
relative contributions of each parameter with the others held constant.
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6.6 Summary

Ice thickness at the end of the growth season may be influenced by the freeze-up date,

but this analysis is limited by uncertainty in drift paths, corresponding freeze-up dates, and

overwinter atmospheric forcing. This analysis suggests that even moderate changes in the

timing of freeze-up (10 days) could result in substantial changes in the end of season ice

thickness (≈10 cm), but further improvements to the ice tracking approach will be necessary

to prove this conclusively. In addition to causing a delay in freeze-up, warmer ocean tem-

peratures seem to have further impacts on the ice cover, where a 1◦C increase in the summer

ocean temperature results in a 7 cm decrease in the ice thickness at the end of the season.

The relationship between summer ocean temperatures and end-of-winter ice thickness at a

particular location is statistically significant, but in order to control for the effects of delayed

freeze-up, more accurate freeze-up timing and ice tracking estimates will be necessary. The

hypothesis set forth in this chapter have been supported, but not confirmed, by this analysis.

A follow-up study to this analysis using CryoSat-2 ice thickness measurements would

be appropriate. During the course of this dissertation work, there have been marked im-

provements in the quality and availability of CryoSat-2 thickness products, which cover the

full Arctic at moderate spatial resolutions (6-25 km) at monthly or better time steps [Tilling

et al., 2016]. The SMOS passive microwave instrument has been used to measure sea ice

growth up to 0.5m with some success, though it requires ideal conditions (cold air tempera-

tures and high ice concentrations) that are not always available during the freeze-up period

[Kaleschke et al., 2012]. These could supplement CryoSat-2 observations in the early season.



Chapter 7

Conclusions

The seasonal cycle of heat and ice growth in the Arctic is undoubtably changing. Arctic

amplification has accelerated the loss of summer sea ice cover, and feedback effects during

the melt season are extending the area and time of open water.

Chapter 3 shows how the oceanic heat cycle differs in areas that are seasonally ice-free

as compared to perpetually ice-covered, through the analysis of temperature and salinity

profiles. The increasing area and length of the ice-free season in the lower latitudes of the

Arctic seems to be allowing the upper ocean to absorb more heat than ever before, with

summertime mixed layer temperatures warming in response. Heat also accumulates in the

summer halocline layer, where it is trapped by the strong density gradient during freeze-up

and can slow ice growth during the winter. Buoy records show that most of the net cooling

in the upper ocean is due to heat loss during storms in the fall, suggesting that increases in

storminess may mitigate some of the delays in freeze-up.

Considering the summer halocline as a layer rather than a single depth improves our

ability to understand the seasonal cycle of heat storage in the upper ocean, providing a

viable explanation for the observations of warm layers persisting in the upper ocean during

the fall cooling season. Heat trapped in the vulnerable summer halocline layer should be

expected to leak out over the course of the winter as the summer halocline is eroded, slowing

ice growth throughout the season.

Chapter 4 uses empirical relationships based on physically-relevant parameters to
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estimate the mixed layer depth in locations where we do not have direct observations. These

parameterizations are consistent with other reviews of mixed layer depths in the region

[Peralta-Ferriz and Woodgate, 2015], and can be used to estimate heat content. Trends in

upper ocean heat content must be considered with mixed layer depth in mind. Different

methods for estimating the mixed layer depth can result in substantial differences in the

magnitude of the trends in heat content. These estimates show significant warming trends

in upper ocean heat content over the last two decades, especially in August-October and in

the Chukchi and southeast Beaufort.

Maps of heat content derived from this approach correlate moderately well with Octo-

ber ice concentration in the Western Arctic, indicating that increasing summer upper ocean

heat content plays a role in the delay of freeze-up. There is not yet statistical significance

in the direct relationship between summer heat content and the timing of freeze-up because

of high interannual variability and a short period during which there have been ice-free

summers in many locations.

Chapter 5 investigates the upper limit to ice growth rates. Ice production in Antarctic

coastal polynyas occurs under extreme sensible and latent heat fluxes, is a likely scenario

for the upper limit to ice growth rates worldwide. Analysis of ice growth rates from surface

temperature measurements in the Terra Nova Bay polynya in September 2012 show maxi-

mum ice growth rates of 12cm/day, which is comparable to the growth rates measured in

leads and an order of magnitude higher than the growth rates measured under existing ice

floes Perovich et al. [2003]. This suggests that there may be an upper limit to the rate of

ice growth that occurs under most conditions. If the growth rate was unbounded, it would

be more possible for ice that forms later in the season to “catch up” in thickness to ice that

formed earlier. Instead, the freeze-up date is more likely to have an effect on the end of season

thickness as it moves later in the season in response to warming summertime temperatures.

Chapter 6 considers the impact of changing seasonal cycles on the growth of first-year

sea ice. End of winter ice thickness distributions are related to freeze-up dates, summer
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mixed layer temperatures, and overwinter atmospheric forcing by tracing the ice drift path

back through the season. There are notable uncertainties in this analysis stemming from the

ice tracking method, where freeze-up dates are particularly uncertain. This, combined with a

lack of statistical significance in relating overwinter atmospheric forcing to the end-of-winter

sea ice thickness, indicates that these results are not conclusive. The analysis suggests that

while delayed freeze-up may have an impact on the thermodynamically-grown ice thickness,

the summer mixed layer temperatures also factor in to the end-of-season thickness in other

ways. Controlling for a delay in freeze-up, a degree warmer water in the summer results in

a few centimeters thinner ice cover at the end of the winter while delaying freeze-up results

in approximately one centimeter less end-of-season thickness per day of delay. This would

suggest that trapped heat, as discussed in Chapter 3, is contributing to the thinning of

first-year ice cover in the Arctic.

Because of these processes, first year ice is likely to continue to thin as climate change

continues to warm the Arctic. Warmer summer ocean temperatures and longer ice-free

seasons result in both delayed ice growth and seasonally-trapped heat. Delayed ice growth

results in less time for ice to grow and generally thinner ice cover, and trapped heat slows

ice growth over the shortened season.



Appendix A

UpTempO Analysis

A.1 UpTempO Observations

UpTempO buoys measure temperature in the upper 60 meters of the ocean, with

temperature and pressure sensing elements unevenly spaced, starting at 2.5 meters below

the sea surface [Steele, 2012]. The drifting buoys use GPS to measure position and an

Iridium satellite link for data retrieval. These buoys float independently of any ice support

and operate mostly in open water, unlike many of the systems deployed in the Arctic. The

UpTempO buoy schematic is shown in Figure A.1, some carry surface meteorological sensors

and/or salinity probes in addition to the ocean temperature sensors. Data is freely available

from Steele et al. [2014].

UpTempO buoys have recorded the evolution of the seasonal ice zone mixed layer prior

to freeze up on five occasions, four in 2013 and one in 2014 (04-Ukpik, 16-, 17-, 18-Healy,

and 14-Mirai). Using these temperature profiles (thousands of hours of data each), the first

major theme can be addressed. In addition to the UpTempO buoys, CTD profiles from the

Sea State DRI and other campaigns during the late summer and fall will be considered.

A.2 UpTempO profiles before freeze up

There are five UpTempO profiles that have recorded measurements of the surface mixed

layer cooling prior to the onset of freeze-up, from early September to sometime in October

or early November in the regions of interest.
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Figure A.1: Schematic of the UpTempO buoy from Temperature sensors are accurate to
0.05◦C C and are fixed to the line extending down from the surface.

For the moment, the working assumption is that the UpTempO buoys were killed

during freeze-up by ice growth/deformation. The likelihood of a buoy randomly ceasing

operation shortly before the ice formed is assumed to be small, as no traumatic events are

expected before the onset of ice growth and all of the buoys ceased operation after mixed

layer temperatures reached a reasonable freezing point for the region. Once processing of

the ice extent data products is complete, it will give a more clear picture as to when ice

formation happened in the locations where the buoys were recording temperature profiles.
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This assumption about the cause-of-death will be confirmed with the timing estimates of the

onset of growth.

The following subsections show two figures for each buoy profile: the first is two color

plots, with the top being the temperature as measured by the thermistor string on the

buoys and the bottom being the difference between the temperature and the 2.5 meter (2m

in some cases) temperature at the same time step. Inspection of the profiles show that the

2.5m thermistor temperature is consistently the best measure of the mixed layer temperature,

as only in the rare case when there is no appreciable mixed layer is the 2.5 meter sensor

below the thermocline. The surface is more variable, as it is influenced by solar heating and

pooling of meltwater from nearby ice floes [Bradley et al., 2015]. This shows the relative

temperatures in the water column as the surface layer cools.

The second is a series of line plots, showing the daily mean profile as it evolves from

summer conditions to winter. The color of the lines transitions from the light green to

dark blue as freeze-up approaches. The buoy profiles are named according to the year of

deployment and the deploying vessel or campaign. An additional number (1, 6, 7, 8, 16)

has beed assigned for reference to my own code and because it is easier than writing out the

whole name each time.

A.2.0.1 2013 04 Ukpik (1)

Buoy 1, deployed in August 2013 in conjunction with the MIZOPEX campaign [Bradley

et al., 2015], shows a mixed layer that reaches a maximum temperature of over 2 early

September, though at the same time there is a deeper layer (10m to a depth that varies

between 30 and 40) that is extremely warm (up to +6 temperatures that were observed

nearby at the surface in early August [Bradley et al., 2015]. The bulk of cooling occurs very

quickly, between 9/15 and 9/21, before it slows. On 9/25 a very warm layer (+1 to +1.5

etween 20 and 40 m depth emerges and persists for the remainder of the lifetime of the buoy

(until 10/13). Between 9/29 and 10/2, there is some warming that comes down from the
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surface. This warms the mixed layer from around -0.6 0 efore the cooling resumes

and the mixed layer makes its final cooling towards freeze-up.

The relative temperature figure ( A.2) shows the significant amount of stored heat

below the mixed layer at the onset of freeze up. Temperatures well above freezing (+1.5

re sustained until the last day and a half of the record, when they cool slightly but still are

more than 1.5 ove the mixed layer temperature which is presumably at the freezing point

corresponding to local salinity. This is a more extreme example of the NSTM described in

Jackson et al. [2010].

In this profile, the mixed layer gradually deepens over the course of the fall, from a

very shallow 2m mixed layer, which appears in the daily profile as the lightest green trace

in figure A.3 to be a strongly warm thermal gradient, similar to that observed in Bradley

et al. [2015]) to about 20 meters and well-mixed around freeze-up. There are several points

when warmer incursions in the lower layers are present, including a period in mid-August

when an intermittent very warm (+2 ayer appears over about two weeks, followed by

an extremely warm period for another week and a half. There is some possibility that these

may be remnants of a NSTM formed early in the summer.

A.2.0.2 2013 16 Healy (6)

Buoy 6 was deployed at the same time as 7 and 8, but slightly later in the season than

1, starting data collection on 9/1/2013 at the peak of warm summer temperatures. This

profile doesn’t have quite the temperature extremes measured in the Buoy 1 profile, with a

steady temperature throughout the season in the winter mixed layer.

The second panel of Figure A.4 does indicate heat trapped below the mixed layer

between 9/29 and 10/13. This happens when the cooling starts from the surface but doesn’t

make it all the way down to the bottom of the mixed layer, leaving a band of approximately

0 ter in between.

This profile also has a layer between 15 and 45 meters that is clearly defined and a
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pretty constant thickness throughout the season. This would seem to correspond to the

winter mixed layer but will require more thought.

The profile towards the end gets particularly interesting: temperatures of the summer

mixed layer get far cooler than the layer below, suggesting that the summer halocline persists

and the summer mixed layer cools to freezing with relatively little thermal mixing with the

deeper water, but also that the deeper water is above the freezing temperature. The picture

of the winter mixed layer with freezing-temperature water the whole way down to the winter

halocline is not apparent in this profile.

A.2.0.3 2013 17 Healy (7)

This buoy suffered failure of the lower thermistors in mid-September. The mixed layer

evolution (mostly above the 20m depth) was captured for the most part, but for a period in

mid-October it seems to extend below 20 meters that marked the lowest operational sensor

towards the end of the campaign.

Cooling from above 2 ppened quite abruptly, but the rest of the cooling took much

longer. At the end of the season in late October, there seemed to be a short pulse of slightly

warmer water that preceded the cooling at all depths down to 20m. This is one of the cases

where substantial cooling starts at the surface and gradually moves down, again providing

evidence for lack of entrainment into the mixed layer as being a process for creating the

NSTM-like temperature signatures.

A.2.0.4 2013 18 Healy (8)

Buoy 8 had the most frequently poorly-mixed surface mixed layer of the set. In early

September, there were several occasions when the surface was 1 more above the 2m

temperature. This is similar to what was observed during the MIZOPEX campaign [Bradley

et al., 2015].

This profile had an interesting characteristic in that there were sometimes a second



201

layer of warm water. From the surface down (i.e. Sept 22), there is slightly above 0 ter

in the mixed layer, then a slightly warmer layer below that, a thin and inconsistent layer

around 20m depth that is somewhat below 0, and then another warm layer +0.5 ing

below the thin cool layer. This happens on several occasions in this profile and for a two-

week period in Buoy 1’s profile. As suggested in that discussion, this seems like it could be

remnants of a previously existing NSTM, perhaps formed on more than one occasion.

Between Sept 29 and Oct 05, there is a cold layer just at the surface that does not

extend down even to the two-meter temperature sensor. This cold, negative temperature

gradient was observed on several occasions in Bradley et al. [2015] and likely corresponds to

fresh meltwater from ice floes pooling at the surface.

A.2.0.5 2014 14 Mirai (16)

There was one buoy during fall 2014 that operated through freeze-up. This buoy

frequently observed warm layers getting trapped below the cooling mixed layer (Sept 18,

Sept 22, Oct 1). This profile also has a clear layer that fits the description of the winter

mixed layer (as described in Figure 2.6), with the Pacific Shelf Water being the temperature

maximum around 50m depth.

This profile lends more support for the idea that heat in the NSTM is trapped there

when subsequent cooling at the surface mixes down only so far, leaving the warm layer

behind underneath. Each of the occasions that a significant NSTM shows up in the profile,

there is a corresponding dramatic cooling at the surface.
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Figure A.2: Evolution of the upper ocean prior to freeze up as measured by UpTempO buoy
2013-04-Ukpik (1) during the fall of 2013.
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Figure A.3: Evolution of the upper ocean prior to freeze up as measured by UpTempO
buoy 2013-04-Ukpik (1) during the fall of 2013, as shown by line plots for each day of the
fall season. The line colors indicated the progression throughout the days of the record,
with light green corresponding to late summer and dark blue corresponding to the period
immediately before the onset of ice growth.
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Figure A.4: Evolution of the upper ocean prior to freeze up as measured by UpTempO buoy
2013-16-Healy (6) during the fall of 2013.
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Figure A.5: Evolution of the upper ocean prior to freeze up as measured by UpTempO buoy
2013-16-Healy (6) during the fall of 2013, as shown by line plots for each day of the fall
season.
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Figure A.6: Evolution of the upper ocean prior to freeze up as measured by UpTempO buoy
2013-17-Healy (7) during the fall of 2013.
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Figure A.7: Evolution of the upper ocean prior to freeze up as measured by UpTempO buoy
2013-17-Healy (7) during the fall of 2013, as shown by line plots for each day of the fall
season.
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Figure A.8: Evolution of the upper ocean prior to freeze up as measured by UpTempO buoy
2013-18-Healy (8) during the fall of 2013.
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Figure A.9: Evolution of the upper ocean prior to freeze up as measured by UpTempO buoy
2013-18-Healy (8) during the fall of 2013, as shown by line plots for each day of the fall
season.
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Figure A.10: Evolution of the upper ocean prior to freeze up as measured by UpTempO
buoy 2014-14-Mirai (16) during the fall of 2014.
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Figure A.11: Evolution of the upper ocean prior to freeze up as measured by UpTempO
buoy 2014-14-Mirai (16) during the fall of 2014 as shown by line plots for each day of the
fall season.
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A.3 Discussion

At the end of the fall season, the temperatures measured below the surface mixed layer

are consistently warmer than the summer mixed layer. This suggests that the summer mixed

layer continues to cool independently from the rWML previously described. The summer

halocline persists until ice growth begins and brine is rejected from the growing ice. This

supports the relative thermal independence of the surface layer from the winter mixed layer

below. However, the fact that this winter mixed layer is so warm suggests that perhaps it

isn’t that much of a winter mixed layer after all and rather a remnant of when the ice cover

was more persistent. The layers observed in these profiles are significantly above freezing (by

+0.5◦C or so), and the amount of heat content that deeper column represents is non-trivial.

The summer halocline shown in Figure 2.6 persists into the early winter because the

ice has not yet formed and released the brine necessary to fill the salinity void in the upper

ocean. What is remarkable here is not that the summer halocline persists, but that, in at

least the profile for buoys 6 and 16 (Figures A.4 and A.10, cools to temperatures lower than

the winter halocline.

CTD profiles extending well past the onset of ice formation might address this: does

the summer mixed layer persist when ice is present and the salinity deficit of the summer

mixed layer is filled in? The increasing stratification of the upper ocean, especially in the

Beaufort sea [Jackson et al., 2010] is likely a contributing factor to this. The summer mixed

layer is buoyantly stable in part because it is fresher than the winter mixed layer. This means

that the freezing point of the water contained in this layer would be lower than the freezing

point of saltier water in the winter mixed layer. The winter mixed layer temperature then

must be significantly (on the order of 0.5 bove the freezing point for the more saline

water. This heat, if the summer halocline erodes with the release of brine from the surface

and, could contact the sea ice and would severely limit growth rates late into the season. If

the warmer winter mixed layer does not impact the ice growth, it means that the summer
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halocline is not disappearing over the winter. This suggests that the winter mixed layer may

be a relic of the old Arctic with permanent ice cover and will likely continue to warm due

to heat entrained in NSTMs.



Appendix B

WOD data sources
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Figure B.1: WOD profiles sorted by type (top figure), temperature sensor (middle figure),
and salinity sensor (bottom figure).
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Figure B.2: Complete list of WOD projects supplying data to the analysis.
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