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Abstract — Variable Speed Limit (VSL) is a commonly applied active traffic management measure for urban motorways. In recent
years, model-based and model-free approaches have been extensively adopted to solve VSL optimization problems. However, the
success of model-based VSL relies heavily on the nature of the environmental model adopted (e.g., traffic flow model). Implicit
environment models may result in inappropriate control actions. Although model-free approaches are able to directly map raw
measurements to control actions without a need for an environment model, they usually require large amounts of training data. In
order to address these issues, we propose an Imagination-Augmented Agent (I2A) for VSL control. The I2A consists an imagination
path and a model-free path, which work together to generate appropriate control actions. The simulation results show that the
proposed I2A agent outperforms other tested Reinforcement Learning (RL) agents in terms of Total Time Spent and bottleneck

volume.

Index Terms—Motorway Control; Variable Speed Limit; Deep Reinforcement Learning

I. INTRODUCTION

RAFFIC congestion is considered an urgent and

growing challenge today. In FEurope, the costs due
to traffic congestion are estimated to be approximately
1% of annual Gross Domestic Product (GDP) [1], and
road traffic emissions are responsible for 72% of total
greenhouse gas emissions from the transport sector [2].
Nevertheless, increasing road capacity through extending
existing infrastructure is usually associated with high costs
and may induce additional traffic demand.

Nowadays, active traffic management measures have been
widely used to improve traffic conditions. This improvement
is made through better utilization of existing infrastructure.
For motorway traffic management, two of the commonly used
measures are ramp metering and Variable Speed Limit (VSL).
Ramp metering prevents traffic congestion by regulating the
flow of traffic entering motorways [3] [4]. The focus of this
study is on VSL which is designed to improve traffic safety
and reduce traffic congestion through a better harmonization
of traffic flow. VSL was implemented, for the first time,
in Germany more than four decades ago. Later, various
rule-based control algorithms have been developed. The
threshold parameters can be based on traffic volume, speed,
occupancy, or a combination of the three [5] [6] [7] [8].
However, designing thresholds on an ad-hoc basis, commonly
done in practice, does not fully utilize the potential of VSL.
To address this issue, more complex rule-based algorithms
have been designed, such as the SPECIALIST algorithm [9]
which aims to resolve shock waves and was evaluated in a
field test. In addition, a number of optimal-control-based VSL
algorithms have been developed. One noteworthy example of
these algorithms was proposed by Hegyi et al. [10]. They
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proposed a Model Predictive Control (MPC) framework to
suppress shockwaves at motorway bottlenecks. The control
objective was to minimize total travel time of all vehicles
in the network. A general second-order traffic flow model
METANET [11] was modified to incorporate the influence of
VSL into the optimization process. Researchers continued the
study of Hegyi et al. [10] by adopting various macroscopic
traffic flow models (e.g., Cell Transmission Model [12]) and
objective functions (e.g., emissions and crash risk [13] [14]
[15] [16]). In recent years, Reinforcement Learning (RL)
methods, that are able to rapidly adapt to new circumstances
and “achieve goals in a wide range of environments” [17],
have drawn increasing attention. Various RL algorithms, such
as Q-Learning, Deep Q-Learning and Actor-Critic, have been
successfully introduced to motorway traffic control [18] [19]
[20] [21] [22] [23] [24].

As introduced above, currently the majority of research on
VSL control algorithms concentrate on either optimal control
or RL frameworks. Optimal-control-based algorithms require
an explicit model of traffic flow dynamics. A traffic flow
model has to be carefully calibrated for each road section to
ensure optimal control. However, in the domain of RL-based
VSL, the majority of literature uses model-free approaches,
where raw observations directly map to actions. Model-free
RL approaches are promising alternatives for modeling VSL
and addressing the problem of requiring explicit traffic flow
models. Nevertheless, model-free RL approaches usually
require large amounts of training data and the resulting
policies do not readily generalize to novel tasks in the
same environment, as they lack the behavioral flexibility
constitutive of general intelligence [25].

This study presents an Imagination-Augmented Agent (I2A)
[25] for VSL control. The I2A consists of an imagination
path and a model-free path, which work together to generate
control actions. It should be noted that the definition and usage
of the term ‘model’ can exhibit variations across different
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academic disciplines. In the context of traffic control, a model
of the environment generally refers to a mathematical or
computational representation that characterizes the dynamics
of traffic flow (e.g., METANET and Cell Transmission
Model). In model-based reinforcement learning, a model of
the environment can take on various forms, such as Markov
decision processes (MDPs), Bayesian models, neural network
models (in our case), and mathematical models, that represent
the possible states, transitions, and rewards of the environment.
Henceforth, the phrase ‘environment model’ will be used
to denote its meaning in the context of reinforcement learning.

The main contributions of this research can be summarized
as follows

o Conventional Optimal-control-based methods lacks the
ability to deal with an imperfect environment model. We
provide an end-to-end way to interpret and extract useful
information from imperfect environment models, where
real-time traffic states are converted into image-like input
and processed by the I2A agent to generate appropriate
control actions for VSL.

o We improve the performance of model-free VSL con-
trollers by augmenting with imaginations. More specifi-
cally, the environment model generates imagined trajec-
tories for all possible actions at each time step. These
imagination trajectories are interpreted and then provided
as additional context to a model-free agent for control
action computation.

o I2A was first proposed in [25] for video game tasks and
has since been applied to various fields, such as natural
language processing [26] and robotics [27]. Our work is
the first to apply I2A in the context of traffic control
and introduce such novel and versatile architecture that
can work with most existing environment models and RL
methods. Our findings demonstrate the potential of 12A
in this domain and fuel the development of model-based,
model-free and hybrid algorithms for traffic control.

II. RELATED WORKS

A number of RL algorithms have been proposed for
solving VSL optimization problems. The most widely studied
algorithm is the Q-Learning algorithm [28], which identifies
an optimal action selection policy for any given Finite
Markov Decision Process (FMDP) based on its Q-table.
Various studies demonstrated formulations of VSL control
as Q-Learning problems. For example, in [19], actions were
described by a set of four speed limits {60, 80, 100, 120
km/h}. The state space was composed of two previous speed
limits and real-time speeds at four consecutive sections in
the vicinity of the congested area. The reward function was
formulated as the minimization of Total Travel Time (TTT)
with additional conditions. Q-Learning falters with increasing
numbers of states/actions since the likelihood of an agent
visiting a particular state and performing a particular action
is increasingly small. One solution is to combine Q-Learning
with function approximation. Several function approximators

[20] [22] [19] were introduced to enhance Q-Learning VSL’s
capability of dealing with exponential growth of the solution
space. An example of the k-Nearest Neighbors Temporal
Difference (kNN-TD) algorithm presented in [20] has been
successfully applied for Q-function approximation in [21].
Although Eligibility Traces based Reinforcement Learning
(ETRL) [24] and Reinforcement-Markov Average Reward
Technique (R-MART) [18] based VSL stated their benefits
over the Q-Learning VSL, there is a lack of direct comparison
between these controllers and the Q-Learning VSL controller.

Prior studies have shown that Deep Learning (DL) networks
can be useful when there are a large number of state-action
pairs in the RL model. The authors in [23] proposed a
Deep RL (DRL) model-free framework for VSL under the
automated vehicle environment. The proposed DRL VSL
can directly change the speeds of automated vehicles within
specific traffic lanes. A policy gradient method, Trust Region
Policy Optimization (TRPO) [29], was used to optimize the
parameters of the neural network. The proposed framework
was tested using FLOW [30], which is a library for applying
RL to automated vehicles in microscopic traffic simulators.
Wu et al. [31] developed a Differential VSL (DVSL) system
that can generate different speed limit values for each lane
separately. An actor-critic architecture [32] was adopted to
train the agent for DVSL, where the actor yields a speed limit,
and the critic assesses the executed action of the actor. In their
optimization problem, the number of action combinations
is too large for Q-Learning or Deep Q-Learning [33]. For
example, given a motorway section with five lanes and six
speed limit options, the number of combinations can be 6°.
Thus, they used Deep Deterministic Policy Gradient (DDPG)
[34] to optimize parameters in the actor-critic architecture. In
addition, efforts have been made to enhance the performance
of RL-based VSL control. For example, in [35], the transfer
learning algorithm was used to enhance the transferability of
RL-based VSL control. Han et al., [36] employed an iterative
training framework to alleviate model mismatch through
online/offline learning.

A few studies investigated multi-agent RL VSL control
algorithms. In [37], a W-Learning VSL was proposed based
on the idea that there is no need for any global controller.
In the study, two agents were trained using the W-Learning
algorithm [38] to jointly control two motorway sections
upstream of a congested area. The reward function for each
agent was only based on its local performance and there
was no additional communication between agents. In [39], a
distributed RL approach was proposed to improve motorway
mobility and safety under the Vehicle-to-Infrastructure (V2I)
environment. The coordinated VSL agents were trained
by a Deep Q-Learning framework. As presented in [20],
a hierarchical multi-agent RL framework was adopted
for coordinated ramp metering and VSL control. In the
framework, an agent with a higher hierarchy is the first one to
take an action, and then the second agent receives this action
and determines its own action based on the received action.
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The topic about how to mimic the human imagination and
to benefit the industries is open and studied by a variety of
researchers. For example, Hafner et al. [40] presented a agent,
Dreamer that learns long-horizon behaviors purely by latent
imagination to solve visual control tasks. In [41], semantic
labels are processed by the imagination model to produce
additional data for the enhancement of facial expression
recognition. Imagination augmented models are also used for
mobile robots [42] and natural language understanding [26].
The I2A architecture adopted in this study have been used in
different fields, such as spoken dialogue system [43], video
games [44] and robotic applications [27], but have not been
introduced to the field of transportation yet.

In this section we have given an overview of RL VSL
studies; a more comprehensive survey can be found in [45].
In general, progress has been made in developing effective
agents for VSL control using model-free RL frameworks
in conjunction with DL neural networks. However, as
model-free approaches purely sample from experience, they
lack some form of planning and require large amounts of
training data in order to reach a level of expected performance.

III. VSL CONTROL PROBLEM

Fig. 1 demonstrates a typical VSL control example. Note
that we use different colors to draw detectors simply to
distinguish their locations from one another. The colors do
not carry any additional meaning beyond this purpose. To
ensure consistency, detectors with the same color indicate
the same location in the following figures. In the merging
area, the interference between on-ramp and mainline traffic
causes speed reductions, leading to the formation of a merging
bottleneck. Traffic congestion occurs when the demand volume
exceeds the bottleneck capacity. The purpose of applying
VSL is to limit the number of upstream vehicles entering
the bottleneck, and therefore relieve merging difficulties
and keep bottleneck traffic operating near its capacity. As
such, traffic congestion can be delayed or even prevented [10].

'+ Viamps Pramp Traffic direction
»
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ﬁ : ‘
upstream VSL control bottleneck |downstream

Fig. 1: VSL control example (detectors are shown as colored
blocks)

To prepare VSL control for an RL setting, a Markov Decision
Process (MDP) should be defined. In particular, at each time
step k, the motorway section is in a certain state s(k), and
the agent may choose an action a(k) that is available in the

current state. The motorway section responds at the next time
step k + 1 by transitioning into a new state s(k + 1) and
returning the agent corresponding reward r(k + 1). In this
study, the state space .S, action set A and reward function r
are defined as follows:

State Space

States are used to reflect real-time traffic condition, which
can be any available traffic measurement. Considering the
complexity of traffic flow dynamics, we build the state space
S using the volume v,, and density d,, at the upstream
mainline section, volume vy and density d,g at the VSL
controlled section, volume vpottle and density dpotile at the
bottleneck section, volume vgown and density dgown at the
downstream section, and volume vy, and density dyamp On
the on-ramp section. Detector locations are illustrated in Fig. 1.

Action Set

VSL control is realized by adjusting the speed limit posted
on Variable Message Signs (VMSs). Considering the user
acceptance issue, speed limit values should be discrete with
a proper increment. In this study, the action set A contains
eleven elements ranging from 20 to 70 mph with a 5 mph
increment.

Reward Function
Total Time Spent (TTS) is commonly used to reflect mobility
performance of a network, which can be expressed as

TTS(k) =T ZK: N(k)
k=1

(1)

where, T is the time interval, /X is the total number of time
steps, N (k) is the total number of vehicles in the network
(both the mainline and on-ramp) at time k. This study also
takes into account vehicles waiting to enter the network
when calculating TTS. In this study, the reward function is
formulated as:

[~TTS(k) — p]/TTS,, if a(k) — a(k — 1) > 10 mph

r(k) =
—TTS(k)/TTS,, otherwise
(2)
with
K M
TTS(k) =T Y dm(k)LinNiwm (3)
k=1m=1
K M
TTSe =T Y deLmNum “)
k=1m=1
p=ATTS, (5)

where, d,,, (k) is the density (veh/km/lane) of the m*" section
at time k; L,, is the length of the mth section; Nin,m s
the number of lanes of the m!* section ; TTS. is the TTS
under congested traffic condition; d. is the critical density;
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p is the penalty for sudden changes in speed limits; and A,
is the scaling parameter used to adjust the magnitude of the
penalty. Note that sudden changes in speed limits that could be
potentially dangerous, which may result in rear-end collisions.
More details about agent settings can be found in Appendix
D.

IV. IMAGINATION-AUGMENTED AGENT (I2A)

I2A [25] is a novel RL architecture making use of
an approximate environment model to embed imagined
trajectories in the policy learning of a model-free agent.
In this section, we will illustrate the I2A framework in a
top-down manner. We will begin by presenting its high-level
architecture, and then we will explain its two paths, which
can also be viewed as two distinct blocks or parts that process
the input individually. Finally, we will delve into the details
of each path. Fig. 2a illustrates the high-level architecture of
I2A which consists of a model-free path, an imagination path
and a policy module. The model-free and imagination paths
are used to process the input state. Then, the policy module
receives the information from both paths and produces the
policy 7 and estimated value V.
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Fig. 2: 12A architecture: a) high-level architecture and b)
imagination path

As depicted in Fig. 2b, the imagination path consists of a set
of rollout encoders and an aggregator that converts rollout
embeddings into a single imagination code. Each encoder is
responsible for one imagined trajectory 7. At each time step,
the imagination path generates 11 imagined trajectories, each
corresponding to one of the 11 VSL actions. Each trajectory
includes predicted actions, states, and rewards for multiple
future time steps. The process of generating imagined
trajectories is described in detail in the following paragraph.
With the help of imagined trajectories, the agent can know
how the existing policy will effect future performance and
learn to interpret information from these imaginations when
selecting actions. Although these trajectories may contain
information beyond reward sequence or even yield unexpected
results, they are still informative. As they can cover various
situations that the agent will confront in the future, which
increases the chance of getting higher reward.

Fig. 3 demonstrates how the imagined trajectories are gener-
ated. This process is on the basis of an environment model
that predicts future states, and a rollout policy 7 that gen-
erates corresponding actions. Given a state-action pair, the
environment model can predict the next state and reward.
This process rolls out over multiple time steps into the future
and produces a set of trajectories by initializing the trajectory
with the current observation. Note that the rollout policy 7
here is different from the policy = mentioned earlier. More
detailed explanations about imagined trajectories can be found
in Appendix C. In the following subsections, the detailed
descriptions of I2A components are given.

A. Environment Model

An environment model can be any recurrent architecture. In
this study, we build a Convolutional Neural Network (CNN)
[46] based environment model, as shown in Fig. 4. To fit the
input format of CNN layers, the traffic state is represented as
an image-like shape with two channels (density and volume),
and the action is one-hot encoded and broadcasted into a corre-
sponding image. The state and action images are concatenated
and fed into a CNN block containing two CNN layers: conv_1
and conv_2. Then, a CNN layer conv_out is added to output
a prediction of the next state s(k + 1). The corresponding
reward r(k+1) can be computed via Eq.2. The CNN network
is optimized based on Mean Squared Error (MSE) between
model predictions and real observations. It should be noted
that I2A allows pitfalls within the environment model and
learns to extract useful knowledge gathered from imperfect
predictions.

B. Standard Model-Free Agent

Any model-free RL agent can be augmented with
imaginations. In this study, we use an Advantage Actor Critic
(A2C) [47] architecture that is a synchronous, deterministic
variant of Asynchronous Actor-Critic Agents (A3C) [47].
In this subsection, a brief description of standard A2C is
given. The next subsection explains how to augment the
standard A2C with imaginations. Note that the standard A2C
presented here is also used as a baseline algorithm to verify
the effectiveness of the proposed I2A in the case study section.

In RL, two typical categories of methods are 1) value-based
methods (e.g., Deep Q-learning) which maps each state-action
pair to a value by learning a value function, and 2) policy-
based methods (e.g., policy gradient [48]) that optimizes the
policy without using a value function. As illustrated in Fig.
5a, A2C combines the value-based and policy-based methods
through a “critic” network and an “actor” network. The actor
(policy-based) network generates a control action, and the
critic (value-based) network evaluates the selected action. In
this study, a CNN block with the same structure to the one
in the environment model takes current state s(k) as input,
followed by a Fully Connected (FC) layer fc_1. This FC
layer feeds into two heads: into a FC layer fc_2 computes
the value function V(s(k);0y), and into another FC layer
fc_2 that generates the policy logits log 7(a(k)|s(k), ). The
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0 and 6y are the parameters of the actor and critic networks,
respectively.

C. Combining Model-Free and Imagination Paths

Fig. 5b shows how to embed imaginations in the policy
learning of the standard A2C agent. On the imagination path,
an encoder concatenates predicted states and rewards from the
environment model, and encodes them via a Long short-term
memory (LSTM) [49] network (see Fig. 3). This process is
repeated for all eleven rollouts (one per action). The last output
of the LSTM for all rollouts are concatenated into a single
vector cj,. Then, this feature vector is concatenated with the
output cgee Of the model-free path and is passed into the FC
layers to calculate value function V' (s(k); 6y) and policy logits
log 7(a(k)|s(k),0).

D. Agent Training and Rollout Policy Distillation

For the standard A2C and the proposed I2A described
above, the policy logits log 7(a(k)|s(k), ) are generated by
the policy network with parameters 6. During training, we
update the parameters 6 using policy gradient g(6):

9(9) = v@logﬂ(a(k)|s(k),9)AdV(8(k)a a’(k))

where, Adv(s(k),a(k)) 1is an advantage function.
Adv(s(k),a(k)) is computed as the difference between
the return RT (k) received by the agent and and the estimated
value V(s(k); 0v):

(6)

Adv(s(k), a(k) = RT(k) = V(s(k);0y) (D
Here, V(s(k);0y) is estimated by the value network with
parameters fy . The update equitation of the value network
is given by:

9(0v) = —Adv(s(k),a(k)dg, V(s(k); 0v)) (8)
As mentioned at the beginning of this section, a shared rollout
policy 7 is needed for action generation on the imagination
path. After testing different types of rollout policies (e.g.,
random, pretrained), the authors in [25] suggested a distillation
strategy. The policy distillation is realized by adding a cross
entropy auxiliary loss between the imagination-augmented
policy 7 and the rollout policy 7:
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laist = Adist Y _ m(a|s(k)) log 7 (als(k)) 9)

a
with scaling parameter \gis¢. In addition, an entropy regular-
izer is included to encourage exploration:

(10)

lenv =

Nenw 3 w(a(k)|s(k); 0) log w(a(k)s(k); )

a(k)

with the parameter )., thoughout all experiments.

V. EVALUATION

In this study, a 2.8-km stretch around the Junction 12
of the motorway M25 (also known as the London Orbital
Motorway) in the UK was selected as the test bed (see Fig.
6). The traffic data was obtained from Highways England',
which provides traffic volume and average speed within
the 15-min time slice. Preliminary analysis showed that the
highest traffic demands were in June. Therefore, 6:30-9:00
AM on June 10, 2019, a typical weekday peak period, was
chosen as the simulation period.

We simulated the selected motorway stretch using the SUMO
micro-simulator [50]. The simulation model was calibrated
against the data collected on June 10, 2019 and then validated
against the data on June 17, 2019 using the GEH (Geoffrey
E. Havers) index [51]. As depicted in Fig. 6, input to the
I2A agent was converted into image shape where on-ramp
measurements were averaged. Model parameters are shown in
Table 1. The parameters were modified based on the original
I2A model in [25]. In the original model, the input of size
15x19x3 was processed by CNNs with a 3x3 kernel, while
CNNs with a 2x2 kernel were used to process the input of
size 4x4x2 in this study. In addition, the FC layer fc_3 with
11 units were used to handle 11 VSL actions in our case
instead of the FC layer with 5 units in the original model.
Each motorway section is 500 meters, which was chosen
based on the distance traveled by vehicles at 70 mph in
one detection interval of 15 seconds. Note that the control
interval is 60 seconds, which takes means of four 15-second

Uhttp://tris.highwaysengland.co.uk/detail/monthlysummarydata

measurements as input.

TABLE I: Parameters of different layers in I2A

Layer Configuration
conv_I | 2 x 2 kernels, 32 output channels
CNN block conv_2 | 2 x 2 kernels, 32 outgut channels
conv_out 2 x 2 kernels, 2 output channels

fe_1 256 units

fe 2 1 unit

fe 3 11 units

LSTM 256 units

The RMSprop optimizer [52] with learning rate=0.001 was
used for agent training. The 12A agent was trained on 300
episodes of simulation, each lasting 2.5 hours from 6:30am
to 9:00am. During each simulation, the demand values were
randomly sampled between 85% and 115% of a demand
profile randomly selected from 10 weekdays in June 2019.
Our CNN-based environment model was jointly trained with
the I2A agent by adding a negative loglikelihood loss to
the total loss as an auxiliary loss. The simulation results
presented in the following paragraphs are the means of 10
simulation runs.

In order to verify the effectiveness of the I2A agent, we
compared the proposed agent against two extensively used
model-free RL agents, namely

e Deep Q-Learning (DQL) that has the same state space
and action set to the 12A agent; the DQL agent consists
of a CNN block and two FC layers that are the same as
the CNN block, fc_1 and fc_3 descibed in Table 1;

o A2C that has the same structure to the one described in
the section 4.2.

Fig. 7 shows the TTS under different control scenarios. Here,
the no-control scenario serves as the baseline without any VSL
control. Fig. 8 displays the traffic volumes at the motorway
bottleneck under different control scenarios. Combining the
information from both figures, a typical morning peak period
was observed in the no-control scenario: the traffic volume
at the bottleneck surged after 7:00 and peaked around 15
minutes later. The capacity drop occurred shortly after the
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Fig. 6: Study area: Junction 12 of M25

formation of congestion, resulting in increased TTS. This
severe deterioration in TTS lasted over an hour. As seen in
Fig 8, with the RL-based VSL control, the capacity drop
was prevented and the bottleneck volume was increased,
leading to reduced congestion duration and TTS displayed
in Fig 7. More specifically, the DQL and A2C VSL agents
recorded 9.7% and 8.9% improvements in TTS respectively,
compared with the no-control scenario. When the A2C agent
was augmented with imaginations, a remarkable improvement
in TTS was witnessed, which was 11.9% compared with the
TTS (538 veh - h) in the no-control scenario. These TTS
reductions could be mainly attributed to the increased traffic
volumes at the bottleneck section. The DQL, A2C and I12A
increased the average volume at the bottleneck by 7.9% 7.5%
and 9.0%, respectively, compared against the average volume
(6930 veh/h) in the no-control scenario. These improvements
proved the I2A-based VSL’s capacity of ameliorating traffic
condition and increasing motorway productivity.
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Fig. 7: TTS for different control scenarios

Fig. 9 depicts speed limits generated by different RL
algorithms. The speed limit profile generated by the I2A was
more stable than those generated by the A2C and DQL agents,
which might help to reduce over- or under-control cases,
where the system is either over-regulated or under-regulated,
leading to undesirable outcomes. As shown in the reward

function, we included a penalty to prevent sudden changes
in speed limits. In this study, we used a penalty scaling
parameter \,=5. We tested the effect of this penalty and the
simulation results showed that the I2A without the penalty
produced sudden speed limit changes, for example, the speed
limit dropped from 60 mph to 40 mph around 7:05 am in
response to congestion. However, using 12A with the penalty
ensured that the difference in speed limits between two
consecutive time steps never exceeded 10 mph.

Fig. 10 depicts density contour plots for the tested RL agents.
It is observed that traffic congestion mainly occurred on
the merging area and propagated to the upstream sections.
The red and yellow spots (representing high traffic density)
reduced significantly for VSL scenarios when compared with
the no-control case, representing significant improvement in
traffic condition near the merging area. This improvement
might be attributed to reduced inflow to the merging area:
slightly higher density on the VSL controlled area was
witnessed in VSL cases, indicating more evenly distributed
traffic flow.

The driver’s compliance with speed limits plays a vital role
in the success of VSL control. Therefore, we tested the
performance of the proposed [2A VSL at different compliance
levels. The simulation results presented above were generated
using 100% driver compliance rate. The performance of the
I2A decreased as the compliance rate to the posted speed limits
decreased. Specifically, the TTS computed using the I2A VSL
increased from 473 veh - h (100% compliance) to 482 veh - h
at 80% compliance rate and 506 veh - h at 60% compliance
rate.

VI. CONCLUSIONS

Most of the existing studies adopt model-based or model-
free approaches to solve the VSL optimization problem.
However, the success of model-based VSL highly relies on
the employed traffic flow model. Implicit traffic flow models
may result in inappropriate control actions (see Appendix
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Fig. 8: Bottleneck traffic volumes under different control
scenarios

A). Although model-free RL approaches are able to directly
map raw measurements to control actions without a need
for traffic flow model, they usually require large amounts of
training data. In order to address these issues, we introduced
an Imagination-Augmented Agent (I2A) for VSL control. The
I2A consists an imagination path and a model-free path.
Imagination trajectories produced on the imagination path and
output of the model-free path are combined to generate control
actions. The proposed I2A-based VSL was assessed for a
critical bottleneck of the motorway M25 in the UK using the

80
- 60 J
=
=
g
= 40
£
=
g 20
2] —A2C DQL —I2A
0
=2 ~ ~ o o o
() = [ = [ >
= S = S = S
Time

Fig. 9: Speed limits generated by different algorithms

SUMO micro-simulator and verified against two well-known
RL algorithms. The amount of training data required by the
proposed agent is at the same level of most optimal-control-
based methods (see Appendix B). The following conclusions
can be drawn from the simulation results:

o The [12A-based VSL shows the capacity of delaying and
relieving traffic congestion, ameliorating traffic condi-
tions and increasing motorway productivity.

o The I2A-based VSL outperforms two well-known model-
free RL approaches, namely, Deep Q-Learning and Ad-
vantage Actor Critic in terms of TTS and bottleneck
volume.

e The I2A architecture offers the promising potential to
improve the performance of a model-free agent by aug-
menting it with imaginations.

In this study, only the combination of CNN layers, FC layers,
LSTM layers, and A2C approach was tested for the I2A-based
VSL. One advantage of I2A architecture is its flexibility. In
future research, we will explore a variety of combinations to
further improve the performance of 12A agent. For example,
conventional macroscopic traffic flow models, such as the
METANET model and the cell transmission model, can
be used as environment models; transformer models [53]
can be introduced to encode imagination trajectories; and
other model-free RL approaches, such as Proximal Policy
Optimization (PPO) [54] and Soft Actor-Critic (SAC) [55],
can be augmented with imaginations. It is worthy noting
that the RL algorithm provides a solution that is optimized
based on the available information, but it may not necessarily
represent the absolute optimal solution in all circumstances.

The proposed agent was only trained and evaluated based
on a merge bottleneck. However, motorway congestion may
result from various factors, such as accidents, adverse weather
conditions, work zones, slow-moving/breakdown vehicles, and
bottlenecks due to merging/diverging traffic, lane drops, and
grade changes. In future research, the effectiveness of the
proposed I2A agent will be verified against a range of different
locations and conditions. In Fig. 10, the reduced density with
VSL control suggests a more evenly distributed traffic flow and
less congestion, potentially leading to a safer driving experi-
ence by allowing for smoother driving and less braking. Our
current study focuses on enhancing the mobility performance
of VSL control. However, we recognize the significance of
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safety considerations and, therefore, plan to design and test
the proposed RL agent for safety improvement in our future
work. Moreover, the I2A VSL controller proposed in this study
is only implemented on a local level. Attempts will be made to
develop an multi-agent 12A framework for coordinated VSL
control.
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