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Abstract

Predictive atmospheric models are essential to inform political and social decisions regarding
the behavior of chemicals and pollutants in the atmosphere. However, experimental studies
investigating the photochemistry of some key volatile organic compounds, which play a crucial
role in atmospheric chemical reactions, can be extremely challenging or even impossible to
conduct due to their short lifetimes. This is even more true when considering the photochemistry
of transient species whose reactivity is often inferred based on proxy molecules or simply
neglected in current atmospheric models. To address this issue, this thesis proposes a theoretical
protocol for calculating the photolysis rate constant, a critical experimental observable for
atmospheric models, in silico. Using the developed protocol, we demonstrated its effectiveness in
studying the photochemistry of one exponent of the α-hydroperoxycarbonyls and its implications
in atmospheric chemistry. Our research not only provided new insights into the significance
of studying the photochemistry of volatile organic compounds but also brought attention to
certain shortcomings of commonly used theoretical methods. Specifically, we uncovered a novel
flaw in the algebraic diagrammatic construction at the second order – a promising candidate
for studying volatile organic compounds. Finally, our developed protocol was utilized to explore
the photodissociation of Lewis adducts, with ammonia borane being the initial focus of our
investigation. Despite being an excellent material for hydrogen storage, its photochemistry had
not been studied before. Our investigation revealed new insights into the unique electronic
properties of the dative bond driving the photolysis of Lewis adducts. In particular, we offered
a comprehensive study of the mechanisms underlying the photodissociation of Lewis adducts,
paving the way for exciting and innovative applications of these molecules.
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Introduction

1.1 The early age of quantum mechanics

The beginning of the twentieth century was the cradle for one of the most important discoveries
in physics: the theory of quantum mechanics. The origins of quantum mechanics can be traced
back to the early 1900s when physicists realized that ordinary laws of classical mechanics were
not applicable to systems of small size, comparable to atoms and elementary particles. In
classical mechanics, particle motion is dictated by Hamilton’s equations that trace a trajectory
in phase space, unique for each distinct initial condition. However, when the matter wavelength
– associated with a moving particle – becomes comparable to the trajectory (or orbits) lengths
then a wave-like propagation has to be assumed for the mechanical system. Before starting
my introduction, I would like to highlight a quote taken from a work by Einstein regarding
the theory of quantum mechanics that, at that time, was still in its infancy. “It seems as
though we must use sometimes the one theory and sometimes the other, while at times we
may use either. We are faced with a new kind of difficulty. We have two contradictory pictures
of reality; separately neither of them fully explains the phenomena of light, but together they
do.” [8] We hope that the confusion that transpires from Einstein’s words will console the reader
unaccustomed to the quantum mechanical theory.

The quest to understand the wave nature of matter started with the observation of black-
body radiation. In 1900, Planck proposed that energy was emitted and absorbed in discrete
packets, or quanta, rather than continuously as described by the classical Maxwell equations.
This revolutionary idea, known as the quantum hypothesis, marked the beginning of the
development of quantum theory.[9] Based on the quantum hypothesis, Niels Bohr proposed in
1913 a model of the atom in which the electrons are confined to specific energy levels and can
only jump between these levels by absorbing or emitting a specific amount of energy.[10] A few
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years later, Louis de Broglie proposed the concept of wave-particle duality, which states that
all particles exhibit both wave-like and particle-like behaviour.[11] De Broglie’s ideas become
the foundation of the work of Erwin Schrödinger who, in 1925, postulated the celebrated
equation published a year later. This equation resulted in Schrödinger Nobel Prize in Physics
in 1933 and now bears his name.[12] The Schrödinger equation is a partial differential equation
that governs the non-relativistic (i.e., the masses of the particles are independent of their
velocities) wave propagation of quantum particles such as electrons and nuclei described by a
wavefunction. The wave-like behaviour of matter brings intriguing effects that are negligible in
classical mechanics such as (i) interference (waves are combined depending on their phase and
amplitude), (ii) decoherence (the quantum system lost its quantum nature when interacting with
an environment), (iii) tunnelling (particles can tunnel through barriers that are impenetrable
according to classical mechanics), (iv) superposition (a particle can exist in multiple states
simultaneously), (v) entanglement (two or more particles become correlated). All these effects
are naturally taken into account in the Schrödinger equation that will be – without surprise – the
guiding star of our narrative. However, I note in passing that the interpretation of Schrödinger is
not unique and different formulations were developed to describe quantum mechanical systems
such as the Heisenberg mechanics, the “new dynamics” – now called Bohmian dynamics –
postulated by De Broglie[11, 13] and completed in 1952 by Bohm,[14–16] or even the path
integral approach derived by Feynman.[17]

Quantum mechanics has been successful in explaining a wide range of phenomena, including
the behaviour of atoms and molecules, the properties of solids and liquids, and the nature of
chemical bonds and chemical reactions. It paved the way for the first simulations of atomic
and small molecular systems and provided an opportunity to understand the absorption and
emission of light by atoms and molecules. It also serves as the launching pad for a new era
of physics, started with the seminal work of Enrico Fermi in quantum electrodynamics,[18]
then refined by means of re-normalization procedure by Feynman[17] that also introduced the
standard way of representing perturbation series using diagrams.[19]

1.2 Quantum mechanics and molecules

Quantum mechanics acted as a real scientific revolution. However, from the very beginning,
scientists realized that the new insights that this revolution was providing were coming with
a cost. In fact, the description of chemical systems using an exact theoretical treatment was
impossible (or I shall say extremely challenging) due to the complexity of solving the Schrödinger
equation. On this topic, Dirac wrote in his evergreen paper of 1929[20]: “The underlying physical
laws necessary for the mathematical theory of a large part of physics and the whole of chemistry
are thus completely known, and the difficulty is only that the exact application of these laws leads
to equations much too complicated to be soluble. It, therefore, becomes desirable that approximate
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practical methods of applying quantum mechanics should be developed, which can lead to an
explanation of the main features of complex atomic systems without too much computation”. A
new field of chemistry – which now is defined as theoretical chemistry – was born with the idea
of developing approximated methods to solve the many-body Schrödinger equation efficiently
while retaining the quantum nature of the particles composing the molecular system.

The first milestone towards the current quantum theory for molecules was proposed in 1927
by Max Born and J. Robert Oppenheimer.[21] Born and Oppenheimer proposed to partition
the molecular system into an electronic and nuclear part allowing for a convenient simplification:
the electronic motion – which is much faster than the nuclear motion – can be disentangled
from the nuclear motion. In other words, the two subsystems (nuclei and electrons) can be
treated separately. This approximation led to the concept of potential energy surfaces (PESs)
that describe the electronic energy as a function of the positions of the nuclei, i.e., the energy
of the electronic subsystem for a particular configuration of the nuclei. The concept of PESs is
now general knowledge for chemists and physicists and it is the cornerstone to understanding
the behavior of molecules such as their stability and reactivity.

Born and Oppenheimer placed the first brick in building modern computational chemistry
but not long after, Douglas Hartree and Vladimir Fock developed the first method to approximate
the many-body interactions in a molecular system, enabling the computation of the energy of
the electronic subsystem efficiently.[22, 23] The Hartree–Fock (HF) method led to a frenetic
development of more accurate methods (post-HF) that are nowadays the core of ab initio
computational chemistry. Post-HF methods build upon the HF ansatz and improve its accuracy
by providing a better description of the many-body interactions, i.e., electron correlation.
Some of these methodologies, such as the Møller-Plesset perturbation theory (MPPT), will
be explained further in chapter 2. Others like density functional theory (DFT) will be used
throughout this thesis but they will be not discussed in detail.

1.3 Theoretical and computational photochemistry

Photochemistry is an extremely active field of research that has found a wide range of appli-
cations. In the last few decades, the development of experimental techniques, able to probe
molecular excited-state dynamics,[24, 25] have fostered a coequal growth in the field of the-
oretical and computational chemistry. Computational studies are now routine in materials
discovery,[26–28] materials science,[26, 29, 30] molecular biology,[31–33] organic,[34–36] and
inorganic chemistry[37, 38] to investigate the photochemical and photophysical properties of
such systems.[39–42] Let us first investigate the different steps of a photochemical reaction,
depicted in Fig. 1.1.

In a ground-state reaction, the reactant – the blue Gaussian symbolizes the nuclear wave-
function in a given electronic state – evolves solely in the ground state (S0) and can reach
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a transition state (TS). The TS acts as a saddle point for the molecule to funnel to another
minimum which is the product of the reaction. Within this picture, only the S0 PES has to
be taken into account to describe the whole chemical process, and the overall reactivity is
characterized by the energy differences between the minima and TSs. When we allow the
molecule to absorb light, the picture becomes more convoluted.

1 The electronic transition, depicted by a purple arrow in Fig. 1.1, allows the molecule to
access the manifold of excited electronic states. In the scheme, I represent the excitation as
the “rigid translation” of the molecules into a higher excited state. This way of picturing the
excitation resonates with the aforementioned Born-Oppenheimer approximation. Upon light
absorption, the electrons rearrange rapidly in comparison with the slow nuclei. The electronic
transition (in this case S0 → S1) modifies the bond pattern and provokes the nuclei to adjust
to the new electronic distribution. Therefore, the excited molecule evolves in configuration
space following the excited-state PES – exploring regions that may not be accessible within a
ground-state reaction – and ultimately branching into multiple components. The branching
is determined by the topology of the PESs that may have local minima (S1min) or energy
barriers (S1TS). 2 The nuclear population can also be transferred to other accessible excited
states (such as S2) but ultimately decays onto the ground state. The exchange of population
between different electronic states in a nonradiative process is called internal conversion (IC).
IC processes are particularly efficient in regions of the configuration space where the electronic
states become close in energy or even degenerate and configurations at which two electronic
states are degenerate are called conical intersections (CIs). CIs play a crucial role in determining
the photochemical pathways of a molecule and they will be discussed more in detail in chapter 2.

If ICs processes are not easily accessible, the molecule may reach a minimum in the excited
state (S1min) and remain “trapped” in the excited state for long enough to relax through
fluorescence. 3 Fluorescence is a radiative process in which the molecule relaxes to its ground
state from an excited state with the same spin-multiplicity by emitting light. The energy of the
photon emitted is usually lower than the energy of the light that was absorbed. This so-called
Stokes shift – defined as the energy difference between the 0-0 emission and absorption bands –
is caused by the solvent reorganization and energy redistribution that occurs in the excited
state before emission.

What happens if the molecule can access electronic states with a different spin multiplicity?
4 The change of spin-multiplicity following photo-excitation is called intersystem crossing

(ISC). ISC is particularly efficient in metal complexes or organic molecules counting one or
more heavy atoms and will be further detailed in chapter 2. Upon ISC, the molecule can suffer
the IC process, with the formation of photoproducts or 5 relax to the S0 state via a radiative
mechanism called phosphorescence, which, in contrast with fluorescence, involves a change in
the electron spin.

The scheme presented in Fig. 1.1 provides the framework to understand a number of
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Figure 1.1: Schematic representation of photochemical and photophysical reactions. The absorp-
tion of light promotes the ground state molecule (dark blue Gaussian) to a higher excited state
(S1). From the excited state, the molecule can suffer internal conversion towards the ground
state (S0) or intersystem crossing toward a state with different spin-multiplicities. Additionally,
we can observe radiative decay by the emission of photons. If the emission occurs from a state
with the same spin-multiplicity as the ground state, the process is called fluorescence, otherwise,
it is termed phosphorescence.

photochemical processes, including some key steps of oxygenic photosynthesis as light absorp-
tion, exciton formation, and charge separation. The first photosynthetic organisms (primitive
cyanobacteria) appeared around 3.5 billion years ago[43] and their early presence on Earth is
confirmed by stromatolites such as the one in the Shark Bay (Australia)[44–46] – one of the
oldest fossils on Earth. Photosynthesis is accomplished by a series of reactions catalyzed by
two separate photosystems, PSI and PSII. Both PSI and PSII operate with extremely high
quantum yield, unmatched by any biological or chemical system (1.0 for PSI and 0.85 for
PSII).[47, 48] PSII – which is responsible for the oxidization of H2O liberating H+ and O2

through the absorption of four photons – have been extensively studied to understand the
architecture and the mechanistic steps that allow its functionality.[49, 50] To accomplish this
goal, computational and theoretical chemistry has provided tremendous help. Not only simula-
tions have supported the modelling of the natural light-harvesting complexes and unrevealing
their reaction mechanisms,[51–54] but they have also played a fundamental role to artificially
mimic photosynthesis using synthetic materials.[55, 56] One of the first developments in artifi-
cial photosynthesis, inspired by the seminal work of Fujishima and Honda in 1972,[57] used
semiconductor materials[58–60] as a replacement for natural photosynthetic pigments. More
recently, bio-mimetic metal complexes have been developed as miniaturized catalytic centres
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for water splitting[61, 62] or to activate and reduce CO2[62, 63] and facilitate its conversion
into useful chemicals, such as methanol[64] or formic acid.[65]

Alongside photosynthesis, vision is another intriguing photochemical process that has
benefited incredibly from the advancement of computational chemistry. The vision process
occurs in the retina of the eye where light is absorbed by photoreceptors in the rods and
cones.[66] The pigment that absorbs light, also called rhodopsin, is composed of a protein
(opsin) and a small molecule called retinal covalently linked to the opsin.[66, 67] When light hits
rhodopsin, it causes the photoisomerization of the retinal that, in animal rhodopsins, isomerize
from the 11-cis to the all-trans configuration.[68–70] The process of vision is a perfect example
of how nature transforms light into mechanical energy. Another fascinating example comes from
the bacteria rhodopsin which was first discovered in 1971.[71] The wild-type protein serves as a
light-driven ion pump (see Fig. 1.2) – one of the best-used neural silencers in optogenetics[72] –
but, upon mutations, shows fluorescence with efficient quantum yield.[73] Computational studies
have provided a robust framework to understand how mutations affect the photochemical and
photophysical properties of rhodopsins such as their absorption,[74] fluorescence[75] or even
enabled the design of artificial ones.[76]

More details on computational methods for photochemistry will be provided in chapter 2 of
this thesis.

1.3.1 Atmospheric photochemistry

The overarching need to understand the process of photosynthesis and vision has served as
a fertile playground for computational and theoretical chemistry. However, the last decades
have also seen a growing interest in environmental issues with particular attention to global
warming effects and air pollution. Population growth, in combination with the rising demand
for energy per capita, led to the increasing consumption of coal, oil, and natural gas[77] and the
emissions produced by their combustion – in the form of sulfur oxides, nitrogen oxides, carbon
oxides, and volatile organic compounds (VOCs) – are an increasing concern. Examples of the
interplay between the bi-products formed by the combustion of hydrocarbons and light date
back to the half of the 20th century when Haagen-Smit identified the hydrocarbons and nitrogen
oxides cocktail as the precursor of photochemical smog.[78, 79] The nitrogen dioxide released
by vehicle circulation quickly photodissociates into oxygen and nitrogen oxide radicals under
intense solar irradiation. The formation of oxygen radical species triggers the tropospheric
formation of ozone which – in combination with oxidized hydrocarbons – led to the production
of peroxyacyl nitrates,[80, 81] a highly phytotoxic and eye irritants compounds.[82, 83]

Photochemical smog is typical of densely inhabited urban areas. However, other fascinating
chemical processes also occur in forestal and rural areas where anthropogenic emissions are
limited. In fact, VOCs such as terpenoids (aka isoprenoids), alcohols, and carbonyls are
abundantly released by biogenic sources encompassing plants and microorganisms.[84] Although
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Figure 1.2: Archaerhodopsin-3 (Arch3) rhodopsin. Arch3 is a proton pump, used in optogenetics
to silence the synaptic transmission by hyperpolarizing the membrane potential of targeted
neurons. The proton pump activity of Arch3 involves multi-step reaction processes triggered by
the isomerization of the retinal.

atmospheric chemistry is not restricted to the oxidation of VOCs, the plethora of reactions
that characterize VOCs oxidation makes their investigations challenging and an unprecedented
collective effort from the scientific community has been devoted to inspect their reactivity. This
demanding yet rewarding task has already provided the basis to build up atmospheric models,
such as the master chemical mechanism (MCM).[85, 86] The MCM – armed with the kinetic
rate constants of the oxidation reactions of atmospherically-relevant VOCs – can predict the
time-evolution of chemicals in the atmosphere. Atmospheric models of this kind have been
particularly useful in shaping political and societal decisions on a worldwide scale to control air
pollution.

Examining all oxidation reactions that take place in the atmosphere and quantifying their
kinetic rate is a Homeric work due to the myriad of VOCs involved. Further exacerbating the
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issue, oxidation reactions are often mediated by radical species which are transient species,
hardly characterizable experimentally. This limitation is even more striking when we consider
the photochemistry of these transient VOCs, which may contain one or more chromophoric
groups and are expected to absorb light.[87, 88] Surprisingly, the photochemistry of transient
VOCs is often completely neglected in atmospheric models or sometimes deduced by qualitative
methodology such as structure-activity relationships (SARs).[6, 89] Using SARs, the rate of a
reaction can be deduced by a proxy molecule or – in multi-functional compounds – estimated by
the mono-functional parents. Although SARs are extremely popular in atmospheric chemistry
and on some occasions are also accurate, their applicability to processes showing several
branching pathways (as in the case of photochemical processes) can be less appealing.[90]

For computational chemists, the photochemistry of transient VOCs is instead an exciting
playground where protocols developed by theoretical chemistry can be used to determine the
kinetic rates in silico. But is computational and theoretical chemistry mature enough to face
this challenge? This thesis will address this question.

1.3.2 The photochemistry of Lewis adducts

Another field of photochemistry with limited experimental data and a circumscribed under-
standing is the photochemistry of Lewis adducts. Lewis adducts are named after the American
physical chemist Gilbert N. Lewis, who introduced the concept of the Lewis acid and Lewis
base in 1923.[91] In response to the definition proposed by Brønsted[92] and Lowry[93], he
wrote “It seems to me that with complete generality we may say that a basic substance is one
which has a lone pair of electrons which may be used to complete the stable group of another
atom and that an acid substance is one which can employ a lone pair from another molecule
in completing the stable group of one of its own atoms. In other words, the basic substance
furnishes a pair of electrons for a chemical bond; the acid substance accepts such a pair.”[91]
The early studies on Lewis adducts laid the foundation for the field of coordination chemistry
and the investigation of Lewis adducts in various chemical reactions and processes.[94, 95]
During the following years, the field of coordination chemistry experienced significant growth,
with the discovery of new coordination compounds[96] and the growth in the understanding of
their physical and chemical properties.[97, 98]

Today, the chemistry of Lewis adducts continues to be an active area of research, and
these molecules found applications in a variety of different fields of chemistry. Lewis pairs
have played an important role in many chemical reactions, including organic synthesis,[99, 100]
catalysis,[101–103] production of new types of dyes for solar cells[104] and polymers.[105, 106]
The main feature that distinguishes Lewis adducts and that makes them so appealing for a
variety of applications is the peculiarities of the dative bond. The dative bond is usually weaker
with respect to both covalent and ionic compounds, which in turn is reflected in lower melting
and boiling points. Another peculiar feature is their dissociative behaviour that occurs in a
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heterolytic fashion. In fact, in the ground state, Lewis adducts generally dissociate into their
parent Lewis acid and base and this dissociation is usually reversible. Things become more
interesting when we consider their reactivity in an excited state. The photochemistry of Lewis
adducts includes isomerization[107], photo-rearrangement[108, 109], and photo-dissociation
leading to the breaking of the dative bond between the Lewis acid and base,[7, 110] but almost
nothing is known about the mechanistic details of these photochemical reactions.

1.4 Aims of the thesis

In the introduction, I have presented four topics of photochemistry that have attracted the
attention of scientists for a long time and that, despite increasing efforts, continue to reveal
surprises and leave the community with questions to be answered. However, there is a key
difference between the four topics. While in photosynthesis and vision, theoretical and computa-
tional chemistry have already strong roots and solid protocols to study the underlined process,
the same can not be said for the photochemistry of VOCs and Lewis adducts perhaps due to
the more complex nature of these photochemical processes. Theoretical and computational
chemistry allowed huge progress in the field of photosynthesis and vision and I believe that its
contribution would be determinant in studying the photochemistry of VOCs and Lewis adducts,
where simulations are still in their infancy.

The first issue I have highlighted is that current atmospheric models do not include photo-
chemical processes related to transient VOCs. Since these processes are extremely challenging
to study experimentally, this thesis will aim to lay the foundations of determining in silico the
photolysis rate constant of transient VOCs – the first-order kinetic rate for a specific photolysis
process. To do so, I break down the problem in the calculations of two observables that are (i)
the photoabsorption cross-section and (ii) the wavelength-dependent quantum yield.

The simulation of the absorption cross-section and the wavelength-dependent quantum yield
is not easy for transient VOCs. This difficulty arises from the high flexibility and the complex
nature of the electronic states that drive their photochemistry. Hence, an informed choice
of theoretical approaches is required. Given the lack of data in the literature, I will provide
a first scrutiny and benchmark for the available theoretical methods in the study of VOCs,
highlighting issues that were still undisclosed, and proposing a protocol to determine photolysis
observables. Finally, I use our developed protocol to investigate the photochemistry of a few
exemplary transient VOCs of high interest in atmospheric chemistry, fully characterizing their
photochemical pathways as well as quantifying their photolysis rate constant under atmospheric
conditions.

Building upon this protocol I will investigate the photochemistry of Lewis adducts. Despite
the vast body of literature on the use of photochemistry with Lewis adducts, very little is
known about the mechanistic details that drive their photodissociation, and, due to their prime
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role in basically all fields of chemistry, the understanding of their photodissociation is a top
priority. Although it has been pointed out that the photodissociation behaviour of these systems
strongly depends on the Lewis basicity of the adduct, a clear understanding of the role of the
substituents is still unclear.[7, 111] Armed with the protocols developed for VOCs I will show
how the computational photochemistry toolbox can be used to investigate the photochemistry
of Lewis adducts providing a better understanding of the role of substituent and clarifying their
photodissociation behaviour.

1.5 Outline of the thesis

In the first part of this thesis, I will present some of the cutting-edge methods that are strings
to the bow of computational chemists to study molecular photochemistry. In doing so, I give
lustre to both electronic structure and dynamic strategies which are used to determine static
properties and to capture dynamical effects triggered by the photo-excitation of molecules.

Chapter 2 presents the heart of theoretical chemistry by discussing the approximations to
solve the molecular Schrödinger equation. In this chapter I will focus on the time-dependent
molecular Schrödinger equation and build up a hierarchy of approximations that constitute the
backbone of computational photochemistry. I will highlight the main features characterizing
trajectory surface hopping and ab initio multiple spawning – somewhat state-of-the-art in
theoretical photochemistry. To conclude, I will illustrate a few of the more noteworthy compu-
tational strategies to compute electronic quantities by solving the time-independent version of
the electronic Schrödinger equation.

Chapter 3 aims to illustrate a theoretical protocol to calculate the two crucial observables
required to estimate the photolysis rate constant of volatile VOCs, namely the photoabsorption
cross-section and the wavelength-dependent quantum yield. I will investigate in detail the
current approaches available to compute the photoabsorption cross-sections of VOCs paying
particular attention to the nuclear ensemble approach.

In chapter 4, I highlight an artefact of the algebraic diagrammatic construction at the
second order – a popular electronic structure method within the computational photochemistry
community – which could have been a great candidate to simulate the photochemistry of
transient VOCs. This method produces artificial IC pathways leading to ultra-fast relaxation
to the ground state when used for carbonyl-containing molecules, a common motif of VOCs.

In chapter 5 I investigate the photochemistry of a crucial transient VOC, namely 2-
hydroperoxypropanal. This transient VOC is formed during the degradation of isoprene in the
atmosphere and its photolysis is thought to be a factor in determining the oxidation power
of the atmosphere. Since experimental data is not available for either the photoabsorption
cross-section or the wavelength-dependent quantum yield, I use the computational chemistry
toolbox to predict in silico its photolysis rate constant.
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Chapter 6 will illustrate the photochemistry of Lewis adducts. Using three exemplary
molecules, I will uncover the mechanistic details that drive the photodissociation of B N
dative bond. Using a molecular engineering approach to fine-tune the properties of adducts, I
will provide unprecedented insights into the IC process featuring photoexcited Lewis adducts.
Despite this work being preliminary, I believe that it will serve as a launch pad for further
research in the field to provide a better understanding of the photochemistry of Lewis adducts
which is surprisingly uncharted.
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A theoretical approach to photochemistry

2.1 A brief survey of molecular dynamics

Solving the equations of motion for the particles that constitute a molecular system is paramount
to gaining important insights into molecular reactivity and chemical properties. However,
computational chemists have to find their way between Scylla and Charybdis in order to
simulate properties with accurate but efficient methodologies. Generally, the first assumption
in molecular dynamics (MD) arises from the inherent nature of nuclei and electrons which
evolves in two very different time/energy scales. Electrons are light particles and their dynamics
are governed by quantum mechanics. On the other hand, nuclei are heavier particles whose
dynamics can be described, in some instances, by the simpler Newton’s law.

Being able to simulate the simpler classical equation of motion for the nuclei, without
worrying about electrons, is an extreme approximation but it is still popular in the field of
computational chemistry. In this framework, the effects of electrons on nuclear dynamics are
parameterized using simple mathematical expressions called force fields. These mathematical
expressions mimic the electron-nuclear interaction energies for a specific nuclear configuration
on the basis of geometric variables such as bond lengths, angles, and dihedrals. Force fields also
include long-range interactions such as van der Waals forces – to describe electronically neutral
atom centres and electrostatic effects between partially charged atom centres. These effects
are the results of (instantaneous or permanent) depletion or accumulation of electron densities
that, however, figure in the force field as parametrized values and not as the outcome of a
cumbersome electronic structure calculation. The sum of all interaction energies in the force
field constitutes a potential energy that depends on the nuclear coordinates and is employed
to propagate (classically) the nuclear equations of motion.[112, 113] This procedure, dubbed
molecular mechanics (MM), yields efficient computational scaling which is highly desirable
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for molecular systems of the size of proteins and biological aggregates. On the other hand, it
sufferers critical drawbacks that prevent its applicability for general molecular reactions. Firstly,
(i) the transferability of the force fields to predict a wide range of molecules and molecular
environments is challenging. An additional aspect (ii) is the lack of information about the
electronic structure, i.e., and the ability to describe different bonding patterns.

In stark contrast with MM, ab initio molecular dynamics (AIMD) takes fully into account
the quantum nature of the electrons through the solution of the time-independent electronic
Schrödiger equation (TISE). For each nuclear configuration, solving the TISE yields the elec-
tronic energy (which is coined potential energy surface, PES, for varying nuclear conformations)
and its gradient with respect to the nuclear coordinates which are the two ingredients required
to propagate the classical nuclear dynamics. The first AIMD simulation was already conducted
in the 1970s,[114] but it was with the seminal paper of Roberto Car and Michele Parrinello,
in the mid-1980s,[115] that the popularity of AIMD has exponentially grown over the last 15
years. The major drawback of using AIMD instead of MM is the increase in computational
efforts required to obtain the PES on which the nuclei evolve. Nevertheless, AIMD constitutes
a practical way to describe chemical processes without any prior knowledge of the system in
consideration. AIMD can be safely used to study a large variety of chemical reactions that
occur wholly in a single electronic state and its accuracy mainly depends on the method used to
solve the TISE. Accurate electronic-structure methods describe in a balanced way the different
regions of the PES, yielding consistent and reliable outcomes for energy and gradients, and as
a result, producing accurate nuclear dynamics.

However, the accurate description of the energy and gradients is not sufficient – even though
necessary – when multiple electronic states are involved in the chemical process. In this case,
another important effect must be accounted for: the influence that the nuclear motion exerts
on the electron motion. This coupling is the typical process that one expects when we wish
to simulate photochemical and photophysical phenomena where the electronic and nuclear
dynamics become entangled. As we will see in this chapter, this type of dynamics is challenging
and for this reason, a variety of computational methods have been developed to fulfil this goal,
gathered under the name of nonadiabatic AIMD. It would be a Homeric work to describe all
categories of nonadiabatic AIMD and I will focus our attention now on the most important
mixed quantum-classical schemes. One of the simplest mixed quantum-classical methods is
trajectory surface hopping (TSH),[116–120] which is based on the Born-Hung expansion of
the molecular wavefunction. It represents an optimal starting point to describe the excited
state dynamics of complex molecular systems due to its simplicity and computational efficiency.
Possible alternatives to TSH, not discussed in this thesis, are the Ehrenfest dynamics – derived
from a mean-field ansatz,[119–123] or the coupled trajectory mixed quantum-classical – derived
from the exact factorization of the molecular wavefunction.[124–126] As the name suggests,
in quantum-classical methods the electronic and nuclear motions are treated on two different
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footings: the electrons quantum mechanically and the nuclei classically. To propagate the nuclear
dynamics the electronic properties are computed on-the-fly which means that only a local and
limited number of electronic structure calculations (the bottleneck of dynamical propagation)
are required.

Despite the reasonable efficiency, many quantum mechanical phenomena cannot be captured
such as decoherence, wavepacket interference, and tunneling. One possible way to overcome these
drawbacks is to fully incorporate the quantum nature of the nuclei, and this can be achieved in
a multitude of ways. An interesting example is full multiple spawning (FMS)[127–129] which
proposes to represent the nuclear wavefunction with Gaussians and to evolve the Gaussians
classically. Other methods which exploit Gaussian basis functions to describe the nuclear
wavepackets are then multiconfigurational Ehrenfest[130–132] or variational multiconfigurational
Gaussian.[133–135] Finally, the crowning event of our discussion terminates with the solution of
the time-dependent Schrödinger equation (TDSE) for the full molecular wavefunction, expanded
on a grid using time-dependent single particle basis functions – such as multiconfigurational
time-dependent Hartree[136–138] – or with predefined time-independent basis functions. While
these latter approaches are (in the non-relativistic limit) the most accurate way to describe
molecular dynamics, their usage is extremely limited due to the prohibitive computational costs.
In fact, in stark contrast with on-the-fly methodologies, full quantum dynamics require the
knowledge of the electronic PESs for a broad portion of the configuration space which becomes
quickly unfeasible when the molecular system has more than a few degrees of freedom.

In section 2.2, I will introduce the theoretical background to understand nonadiabatic
AIMD. Starting from the TDSE, I will present one of the most popular ways to decompose
the total molecular wavefunction, namely the Born-Huang (BH) expansion (section 2.2.1). In
section 2.2.2, I will derive the ubiquitous Born-Oppenheimer approximation (BOA) that is the
cornerstone of AIMD in which we neglect the coupling between electronic and nuclear motion
such that the nuclear dynamics evolves on a single electronic PES.

In section 2.3, I will describe the differences between adiabatic and diabatic electronic
states and how these two different representations can help theoretical chemists gain important
chemical insights from the molecular dynamics simulation.

Section 2.4 will present an overview of the most important nonadiabatic AIMD method
which can be generally applied to realistic molecular systems. Starting from the BH expansion
will explain the most important equations featuring TSH and the main concepts behind ab
initio multiple spawning (AIMS) in section 2.4.1 and 2.4.2, respectively.

Finally, section 2.5 focuses the attention on methods to solve the TISE, a prerequisite to
solve the nuclear equation of motion. In section 2.5.2, I will introduce the concept of Slater
determinant (SD) and how to calculate excited state properties from a linear combination of
SD using the so-called configuration interaction expansion. A similar concept will be used in
section 2.5.3 to describe the state-average complete active space self-consistent field method
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that is one of the most popular ways to compute excited state properties. To conclude, in
section 2.5.4 I will illustrate the algebraic diagrammatic construction at the second order scheme,
a newcomer in the field of nonadiabatic AIMD that has already shown promising results in
terms of accuracy and computational performance.

2.2 The time-dependent molecular Schrödinger equation

The state of all particles in a molecular system, i.e., electrons and nuclei, is completely described
by a multi-dimensional wavefunction Ψ(r, R, t). Ψ(r, R, t) depends on the nuclear coordinates
R, the electronic coordinates r and time t and it spans 3 × (Nn + Ne) + 1 dimensions where
Nn and Ne are the number of nuclei and electrons, respectively. The wavefunction encodes all
information about the molecular system. It describes both electrons and nuclei as quantum
mechanical particles and it accounts for the exact coupling between them. The time evolution
of Ψ(r, R, t) – in the non-relativistic limit – is governed by the TDSE[12] that reads

iℏ
∂Ψ(r, R, t)

∂t
= Ĥ(r, R)Ψ(r, R, t) , (2.1)

where Ĥ(r, R) is the molecular Hamiltonian defined in atomic units (but retaining ℏ) as

Ĥ(r, R) = −
Nn∑
α

ℏ2

2Mα
∇2

α −
Ne∑
i

ℏ2

2 ∇2
i +

Ne,Ne∑
i,j<i

1
|ri − rj |

−
Nn,Ne∑

α,i

zα

|Rα − ri|
+

Nn,Nn∑
α,β<α

zαzβ

|Rα − Rβ|

= T̂n(R) + Ĥel(r, R) .

(2.2)

T̂n(R) = −
∑Nn

α
ℏ2

2Mα
∇2

α is the nuclear kinetic energy operator (KEO) and Ĥel(r, R) is the
electronic Hamiltonian which incorporates the electronic kinetic energy, the electron-electron
repulsion, the nuclear-electron Coulomb attraction, and the nuclear-nuclear repulsion terms.
The letters {i, j} label the electrons and {α, β} the nuclei. Mα and zα are the mass and the
atomic number of the α-th nucleus. It is worth noticing that in Eq. (2.2) we have not included
any external field. Ĥel(r, R) depends on R through the electron-nuclear attraction and the
nuclear-nuclear repulsion term. In the limit that the nuclei are immobile (T̂n(R) → 0), we can
map the spectrum of Ĥel(r, R) at each fixed position {R} of the nuclei. The eigenfunctions of
Ĥel(r, R), called adiabatic states {Φj(r; R)}, and its eigenvalues, denoted as electronic energies
Eel

j (R), satisfy the TISE equation

Ĥel(r, R)Φj(r; R) = Eel
j (R)Φj(r; R) . (2.3)

Importantly, the adiabatic states form a complete orthonormal basis∫
dr Φi(r; R)Φj(r; R) = δij . (2.4)
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The concept of complete basis will be useful in the following sections and it guarantees that any
function belonging to a Hilbert space can be expressed through a unique expansion in terms of
the complete basis.

The adiabatic states are a ubiquitous concept in computational chemistry and they will be
our starting point to decompose Ψ(r, R, t) in the BH expansion.

2.2.1 Born-Huang expansion

The BH expansion was first introduced in 1951 for the time-independent problem.[139] It
expands Ψ(r, R, t) – without introducing any approximation – in terms of the adiabatic states

Ψ(r, R, t) =
∞∑
j

χj(R, t)Φj(r; R) . (2.5)

The χj(R, t) can be viewed as time-dependent expansion coefficients (nuclear factors) and they
account for the full time-dependency of the molecular wavefunction. Inserting the BH expansion
into the TDSE (Eq. (2.1)) leads to

iℏ
∞∑
j

Φj(r; R)
∂χj(R, t)

∂t
=

∞∑
j

{
χj(R, t)Φj(r; R)Eel(R) −

Nn∑
α

ℏ2

2Mα

[
χj(R, t)∇2

αΦj(r; R)+

Φj(r; R)∇2
αχj(R, t) + 2∇αΦj(r; R)∇αχj(R, t)

]}
.

(2.6)

Multiplying this expression by Φ∗
i (r; R), integrating over the electronic coordinates, and noting

that χj(R, t) does not depend on the integration variable dr, we obtain the equations of motion
for the nuclear factors:

iℏ
∂χi(R, t)

∂t
=

[
−

Nn∑
α

ℏ2

2Mα
∇2

α + Eel
i (R)

]
χi(R, t) −

∞∑
j

Cij(R)χj(R, t) , (2.7)

where the Cij(R) are the exact nonadiabatic coupling matrix elements:

Cij(R) =
Nn∑
α

ℏ2

2Mα

∫
drΦ∗

i (r; R)∇2
αΦj(r; R)+

Nn∑
α

ℏ2

Mα

( ∫
drΦ∗

i (r; R)∇αΦj(r; R)
)

·∇α . (2.8)

The first term in the right-hand side of Eq. (2.8) is a matrix element of the KEO – second-
order nonadiabatic couplings – whereas the second depends on their momenta – first-order
nonadiabatic couplings (NAC). The Cij(R) are responsible for the coupling between electronic
states and the nuclear motion and therefore represent the feedback that the electronic motion
exerts on the nuclear motion. They are partitioned as inter-state couplings (i ̸= j) and intra-
state coupling (i = j). In the latter case, the quantity

∫
drΦ∗

j (r; R)∇αΦj(r; R) vanishes (for real
electronic wavefunction), and only the first term on the right-hand-side of Eq. (2.8) survives.
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2.2.2 Born-Oppenheimer approximation

Looking at Eq. (2.7) we notice that amplitude transfer between two different adiabatic states is
possible only when we include the intra-state couplings that are the off-diagonal coupling matrix
elements (Cij terms). In the Born-Oppenheimer approximation (BOA)[21] these off-diagonal
terms are neglected and, therefore, the nuclear amplitude transfer between two different adiabatic
states is not possible. Within this approximation, the molecular wavefunction assumes the simple
form of a single product between nuclear and electron terms: Ψ(r, R, t) = χi(R, t)Φi(r; R) and
Eq. (2.7) reduces to

iℏ
∂χi(R, t)

∂t
=

[
−

Nn∑
α

ℏ2

2Mα
∇2

α + Eel
i (R) −

Nn∑
α

ℏ2

2Mα

∫
dr Φ∗

i (r; R)∇2
αΦi(r; R)

]
χi(R, t) . (2.9)

The equation of motion for the nuclei now takes the form of a TDSE where the χi(R, t) is
the nuclear wavefunction satisfying the continuity equation. The term

∫
dr Φ∗

i (r; R)∇2
αΦi(r; R)

is the diagonal Born-Oppenheimer correction (DBOC), a “potential-like” term that can be
regarded as a second-order correction in ℏ to the electronic PES. On a first approximation, it is
reasonable to neglect this term which is usually very small. However, the DBOC diverges in the
proximity of the crossing of two (or more) adiabatic states, drastically modifying the shape of
the electronic PESs. Mixed quantum-classical methods usually do not include the DBOC that
can actually produce detrimental effects.[140, 141] Neglecting also the DBOC term in Eq. (2.9)
leads to the standard adiabatic BOA reading

iℏ
∂χi(R, t)

∂t
=

[
−

Nn∑
α

ℏ2

2Mα
∇2

α + Eel
i (R)

]
χi(R, t) . (2.10)

Since this chapter is focused on mixed quantum-classical dynamics, it is instructive at this
point to derive a classical equation of motion for the nuclei from Eq. (2.10). In doing so, we
remind the reader that we are starting from the adiabatic BOA, in which the coupling between
the nuclear and electronic motions is neglected, and the nuclear dynamics is restricted to a
single electronic PES.

2.2.3 Taking the classical limit of the adiabatic Born-Oppenheimer
approximation

A well-known route to re-write quantum mechanical equation – without introducing approxi-
mation – is by invoking the polar representation for the wavefunction[142, 143]:

χi(R, t) = Ai(R, t)eiSi(R,t)/ℏ , (2.11)

where Ai(R, t) and Si(R, t)/ℏ are real functions that correspond to an amplitude and a phase,
respectively. Inserting Eq. (2.11) into Eq. (2.10) and separating the result into real and imaginary
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parts, we obtain two coupled equations for the time-evolution of the amplitudes and the phases:

∂Si(R, t)
∂t

= −Eel
i (R) +

Nn∑
α

ℏ2

2Mα

[
∇2

αAi(R, t)
Ai(R, t) − 1

ℏ2

(
∇αSi(R, t)

)2
]

, (2.12)

∂Ai(R, t)
∂t

= −
Nn∑
α

1
2Mα

[
2∇αAi(R, t) · ∇αSi(R, t) − Ai(R, t)∇2

αSi(R, t)
]

. (2.13)

Eq. (2.13) can be re-written, after multiplying on the left by 2 Ai(R, t), as

∂Ai(R, t)2

∂t
+

Nn∑
α

1
Mα

∇α

(
Ai(R, t)2∇αSi(R, t)

)
= 0 , (2.14)

which is equivalent to
∂ρi(R, t)

∂t
+

Nn∑
α

∇α Ji,α(R, t) = 0 . (2.15)

Eq. (2.15) is the continuity equation for the given electronic state i; where we have identified
the nuclear probability density as ρi(R, t) = |χi(R, t)|2 = Ai(R, t)2 from Eq. (2.11), and the
associated current density as Ji,α(R, t) = Ai(R, t)2 (∇αSi(R, t)) /Mα.

Eq. (2.12) describes the time evolution of the nuclear phase on the electronic state i. Its
classical limit is imposed by ℏ → 0,

∂Si(R, t)
∂t

+ Eel
i (R) +

Nn∑
α

1
2Mα

(
∇αSi(R, t)

)2
= 0 , (2.16)

yielding a first-order partial differential equation in (3Nn + 1 variables) completely equivalent
to the Hamilton-Jacobi equation[144]

∂Si(R, t)
∂t

+ Hi(R, ∇Si(R, t), t) = 0 , (2.17)

where Si(R, t) is the Hamilton’s principal function with conjugate momenta Pi = ∇Si(R, t).
Within this classical approximation, the nuclear dynamics reduce to a fluid of trajectories
moving on the vector field generated by the Hamilton equations of motion. The use of the
Lagrangian frame, i.e., the moving grid represented by a set of nuclear trajectories (R → R(t)
and P → P(t)), has found tremendous popularity due the simplicity and effectiveness in the
depiction of molecular reactivity. In such a framework, an initial condition (R(t0), P(t0)) on
selected state i evolves via the classical Newtonian equation of motion.

To derive Newton’s equation we apply the operator ∇ from the left to Eq. (2.16), obtaining

∂

∂t
∇Si(R, t) + ∇Eel

i (R) +
Nn∑
α

1
Mα

∇αSi(R, t) · ∇ (∇αSi(R, t)) = 0 , (2.18)

where we have used Schwarz’s theorem to re-write ∇∂Si(R,t)
∂t = ∂

∂t∇Si(R, t). Given the chain
rule in vector form

d

dt
∇Si(R, t) = ∂

∂t
∇Si(R, t) +

Nn∑
α

dRα

dt
· ∇ (∇αSi(R, t)) , (2.19)
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and noting that Mα
dRα

dt = (Pi)α = ∇αSi(R, t), we derive the relation

d

dt
∇Si(R, t) = ∂

∂t
∇Si(R, t) +

Nn∑
α

1
Mα

∇αSi(R, t) · ∇ (∇αSi(R, t)) . (2.20)

The substitution of Eq. (2.20) into Eq. (2.18) and the adoption of the Lagrangian frame, yields
the familiar Newton’s law

dPi(t)
dt

= Fi(t) = −∇Eel
i (R) . (2.21)

Eq. (2.21) provides an efficient way of propagating the nuclear dynamics within the BO molecular
dynamics. Given the energy Eel

i (R) – solution of the TISE – we compute the forces acting on
the nuclei at time t (Fi(t)). The new positions and momenta for at time t + ∆t (∆t = time
step) are determined from Eq. (2.21) and the process is iterated until a certain propagation
time is achieved.

2.3 Representations of the electronic states

2.3.1 Adiabatic states

In the previous section, we have introduced the adiabatic states as the electronic wavefunction
for which Ĥel(r, R) is diagonal. This definition causes the adiabatic states to be the natural
choice to describe electronic PES. In addition, energies and associated quantities are available
from any quantum chemistry packages – which solve Eq. (2.3) – constituting a convenient
base to work with. Despite their popularity, adiabatic states are not always the best option to
perform nonadiabatic AIMD. When two or more electronic states approach each other, the PESs
of two adiabatic states (i, j) become degenerate for some values of R, namely Eel

j − Eel
i = 0.

At the CIs we also have that the derivatives of the PESs with respect to R are not continuous
and the first-order NACs (Eq. (2.8)) diverge as made explicit by the relation:

dji =
∫

dr Φ∗
j (r; R)∇Φi(r; R) = 1

Eel
j (R) − Eel

i (R)

∫
dr Φ∗

j (r; R)∇Ĥel(r, R)Φi(r; R) . (2.22)

Furthermore, the adiabatic states suffer another intriguing issue. Adiabatic electronic states are
real and by construction are defined up to a phase. This definition of adiabatic states implies
that they pick up an additional non-dynamical (i.e., geometrical) phase – the so-called Berry’s
phase – when we perform a loop in configuration space that encircles a CI.[145–148] Interestingly,
it is, in general, possible to include phase factors (Φi(r; R) → Φi(r; R)eiθ(R)) such that the
electronic states become single-valued at the price of including a vector potential-like term in
the molecular Hamiltonian. This Berry’s phase phenomenon closely resembles its counterpart
in magnetism described by Aharonov and Bohm[149] for which a charged particle acquires a
phase if it follows a path enclosing a magnetic flux, even if the magnetic field itself is zero
everywhere along the path. Similarly to the Aharonov and Bohm effect, a quantum mechanical
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particle picks up an additional phase when following a path enclosing the (pseudo) magnetic
field – which is the curl of the vector potential. Since the total molecular wavefunction must be
unique and independent of Berry’s phase, the nuclear wavefunction acquires a geometric phase
that must be taken into account to describe nuclear wavefunction dynamics in the adiabatic
representation.[150]

Without further digging into the Berry phase and its role in quantum and quantum-classical
dynamics we would like to present an alternative to adiabatic states, the so-called diabatic
states ({Φdia

i (r; R)}), that do not suffer from the geometrical phase ambiguity and solve the
divergence of the first-order NACs.

2.3.2 Diabatic states

The diabatic states are defined as the unitary transformation, i.e., a linear combination of the
adiabatic states, that minimize the first-order NACs, such as

Φdia
i (r; R) =

∞∑
j

Wji(R)Φj(r; R) , (2.23)

where Wij are the expansion coefficients of the linear combination, and

ddia
ij =

∑
kl

(WT )ik dkl (W)lj +
∑

k

(WT )ik ∇ (W)kj → 0 . (2.24)

In Eq. (2.24), W is the matrix notation for the expansion coefficients, and ddia and d are
the matrix notation for the first-order NACs in the diabatic and adiabatic representations,
respectively. Due to the change of basis, the electronic Hamiltonian is not diagonal in the
diabatic representation. It can be decomposed as diagonal components – that are the diabatic
states – and off-diagonal matrix elements – the electronic couplings. In other words, via the
adiabatic-diabatic transformation, we shift the complexity of the problem by transforming
the “kinetic” coupling terms (first-order NAC) into “potential-like” coupling terms (electronic
couplings).

Eq. (2.24) indicates that the mixing of the diabatic state is as small as possible which in
turn means that the diabatic states preserve their “electronic character” in every region of the
configuration space. Unfortunately, since the first-order NACs diverge at the crossing of two
(or more) adiabatic states, Eq. (2.24) is hard to implement practically. In addition, a rigorous
definition is no longer possible for polyatomic molecules.[151–153] In fact, for polyatomic
molecules, the only choice of the diabatic states that satisfies Eq. (2.24) is trivially the set of
diabatic states that do not depend on the nuclear coordinates. Choosing the diabatic states
as constant functions requires taking into account an infinite number of adiabatic states in
Eq. (2.23), which is again not practical.[152, 154] Other procedures have been developed to
retrieve smooth functions – approximating the true diabatic states – using the orbital overlap
scheme[155] or by maximizing the overlap between the electronic wavefunction.[156] These
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schemes endeavour to preserve the “electronic character” of each diabatic state in proximate
regions of the configuration space which usually leads to the conventional diabatic states. From
a chemical perspective, the diabatic states are extremely useful since they encode precious
properties (i.e., oscillator strength) and key information regarding molecular reactivity to
comprehend nonadiabatic dynamics.

2.3.3 Differences between diabatic and adiabatic states

To clarify the difference between diabatic and adiabatic electronic states I show them side-by-
side on panel A of Fig. 2.1. In the diabatic representation, each state is labelled by its electronic
character – using the orbitals that contribute to the excitation – and spin multiplicity. For
instance, the 1nπ∗ state corresponds to a singlet state characterized by a n→ π∗ excitation
and it is a typical case of carbonyl-containing molecules. Interestingly, understanding the
electronic character of an excited state allows us to extract important information regarding
the photophysics and photochemistry of the molecule under investigation. It is well known
that 1nπ∗ states are relatively dark states due to the spatial symmetry of the n and π∗ orbitals
resulting in a vanishing transition dipole moment. In contrast, we expect a stronger oscillator
strength for the 1ππ∗ (i.e., the state is bright) due to the sizable overlap between the π and
π∗ orbitals. Finally, from the nature of the excitations, we expect that the two excited states
may show minima – with structured vibronic transitions – which are not present in dissociative
states.

If we look now at the shape of the PESs in the diabatic states we notice that they are
always smooth and slowly varying with respect to the nuclear coordinates and their coupling
is small, delocalized, and never diverges. The situation changes when we turn our attention
to the adiabatic representation. In particular, the adiabatic PESs are altered in the regions of
the configuration space when two diabatic states come close in energy. Upon the crossing of
two diabatic states, we can observe an avoided crossing, occurring between S0 and S1, or a CI,
between S1 and S2 that are degenerate at the crossing point. The difference between avoided
crossing and CI is reflected in the NAC which is finite in the former but diverges in the latter.

We finally investigate the topology of the PESs in the diabatic and adiabatic representation
at the CI. To do so, we use a simple 2 states/2 modes model as presented in panel B Fig. 2.1.
The inspection of this point in the diabatic representation (shown on the left of panel B)
corroborates our previous finding for which the PESs crossing occurs smoothly. Here, only one
coordinate is responsible for lifting the degeneracy between the states leading to a crossing
seam (dashed black line) along which the diabatic states degenerate. The inspection of the right
of panel B reveals that the PESs in the adiabatic representation change dramatically. Here, the
two states are only degenerate at the CI and both coordinates lift the degeneracy between the
adiabatic states – we shall refer to these two coordinates as the gradient difference vector and
the derivative coupling vector. The remaining 3Nn-8, or 3Nn-7 for linear molecule, coordinates
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Figure 2.1: Panel A: schematic representation of the diabatic states (left) and adiabatic states
(right). The PESs of three singlet states are shown together with their interstate couplings.
Panel B: we report the PESs topology at the crossing point between 1nπ∗/1ππ∗ (S1/S2) states
using a 2 states/2 modes model in the diabatic (left) and adiabatic (right) representation. In
the diabatic representation, the states are smooth along the nuclear coordinates and they cross
via a seam of points (dashed line). In the diabatic representation, the seam is lifted and the
states are degenerate only at the CI.

leave the degeneracy intact. In this model, the avoided crossing will be all points belonging to
the diabatic seam but the CI.

2.3.4 Inclusion of spin-orbit coupling

Up to this point, I have considered states with the same spin-multiplicities. Once I consider the
interplay between states with different spin-multiplicities, such as singlets and triplets states, I
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have to take into account another form of coupling: the spin-orbit couplings (SOCs). The SOC
is derived within the relativistic quantum chemistry formalism and it arises from the interaction
of the magnetic field induced by the orbital momentum of an electron and the magnetic dipole
related to the electron spin. Since the orbital momentum depends on the nuclear charges, SOC
is stronger in molecules containing one or more heavy atoms.[157, 158] Naively, one might
assume that SOC needs to be taken into account only if heavy elements are involved, however,
when two electronic states of different multiplicity are close in energy a small coupling still
suffices to induce a transition between the states. Although such a change of spin state occurs
rarely in electronic ground-state reactions, it corresponds to a common situation in molecular
processes involving electronically excited states.

When the SOC is considered, the total Hamiltonian becomes

Ĥtot(x, R) = Ĥ(r, R) + ĤSOC(x, R) , (2.25)

where Ĥtot(x, R) is the total Hamiltonian of the system, Ĥ(r, R) is the molecular Hamiltonian
of in Eq. (2.2), the ĤSOC(x, R) is the SOC operator accounting for the coupling between states
with different multiplicities, and x groups the electronic spatial and spin coordinates. For multi-
body systems, the explicit calculation of ĤSOC(x, R) can be done via several approximated
methods. Some of the most popular one and two-electron operators are the Breit-Pauli or the
Douglas–Kroll–Hess Hamiltonians.[159, 160] Alternatively, also one-electron operators within
the mean-field approximation are used to describe the SOC interplay in heavy elements, where
the one-electron terms dominates.[158, 161]

The explicit evaluation of the SOC can be computationally cumbersome. However, there
exists a number of qualitative rules – such as El-Sayed’s rule – that can help us discern which
states are more likely to have sizable SOC. El-Sayed’s rule states that if the two states have
the same “electronic character” – i.e., the radiationless transition does not involve a change
in orbital type – I expect a small SOC because the change in spin angular momentum is not
counterbalanced by a change in the spatial angular momentum and the total angular momentum
is not conserved.[158] On one hand, since the SOC magnitude is directly related to the ISC rate,
El-Sayed’s rule predicts that the ISC rate will be faster for a 1ππ∗ →3nπ∗ than a 1ππ∗ →3 ππ∗

transition. On the other hand, the ISC rate does not depend only on the magnitude of the
SOC but it is also related to the density of states and the location and accessibility of crossing
regions between singlets and triplets. This makes any prior assessment of ISC rates challenging
and experiments have found that ISC rates can occur on very different time scales that are not
necessarily correlated with the magnitude of SOCs.

For a relatively slow ISC process – typical of a small organic molecule that has relatively
small SOCs and a substantial energy difference between the spin-diabatic states (i.e., they do
not cross) – several methods have been used to compute the ISC rate without making use of
expensive nonadiabatic molecular dynamics simulation such as Landau-Zener theory[162] or
Fermi’s golden rule.[163, 164] However, for systems that are highly harmonic and show ultrafast
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ISC processes, the magnitude of the SOC is not sufficient anymore and a dynamical treatment
has to be embraced. Here, the representation chosen to propagate the electronic and nuclear
equation of motions is crucial. In fact, in a purely quantum-mechanical treatment of nuclear
motion, the choice of representation does not influence the results. However, in the realm of
quantum-classical methods the choice of the electronic basis matters.[165] A first choice is the
so-called spin-diabatic representation. In this representation, I use the electronic states that
are the solution of Eq. (2.3), eigenfunctions of the electronic Hamiltonian and of the Ŝ2 and
Ŝz operators. The states with different multiplicities are coupled by means of SOC and they
freely cross similarly with what was noted for the diabatic representation, see the left-hand-side
of Fig. 2.2. Since the ĤSOC(x, R) matrix – as well as the Ĥtot(x, R) – is not diagonal, I may
diagonalize via unitary transformation of the total Hamiltonian. This procedure leads to the
spin-adiabatic representation, as shown in the right-hand side of Fig. 2.2. Here, the states with
different spin multiplicity mix so that only the total angular momentum is used to label the
different electronic states while the spin multiplicity is not a good quantum number anymore.
All the coupling between diagonal states derives from the nonadiabatic couplings that are
localized and become large when two PES are close to each other. In addition, none of the
states cross although they might touch at the CI. Finally, as a result of the different coupling
experienced with the singlet state, the multiplets of the triplet state are split and are not
degenerate as in the spin-diabatic representation.

Figure 2.2: Scheme illustrating spin-diabatic states (left) and the spin-adiabatic states (right).
In the spin-diabatic, we show the PESs of two singlets and one triplet state together with their
interstate couplings. The diagonalization of the total Hamiltonian leads to the spin-adiabatic
representation where the triplet multiplets are split accordingly to SOC.
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Since our goal is to perform nonadiabatic molecular dynamics the representation chosen to
propagate the electronic and nuclear equation of motion is crucial. In quantum-classical methods
is desirable to have localized coupling which makes the spin-adiabatic states a natural choice.
However, quantum chemistry mostly offers electronic structure quantities in the spin-diabatic
representation. To overcome this limitation, several schemes have been conceived[166–168] to
transform spin-diabatic quantities in the diabatic[169] or spin-adiabatic quantities.[165, 168] In
the following section, I am not going to discuss in detail such propagation schemes but rather I
will provide a rather comprehensive overview of the more common methods that can be readily
implemented in the spin-diabatic representation and the reader may wish to use to perform
nonadiabatic molecular dynamics.

2.4 Solving the time-dependent Schrödinger equation within
the Born-Huang expansion

Eq. (2.1) sets challenging constraints for the methodologies that can be realistically used to
simulate molecular systems. In particular, to describe multi-body systems one has to efficiently
propagate the nuclear dynamics without sacrificing the quality and accuracy of the nuclear
propagation. In this chapter, I will present two methodologies based on the BH expansion that
have found tremendous popularity in the computational chemistry field. In section 2.4.1, I
will detail the TSH method.[117] TSH is the most popular method within the nonadiabatic
molecular dynamics community and represents the typical choice due to its simplicity and
time efficiency. However, TSH is not derived from first principles and its accuracy should
not be assumed.[117, 170, 171] From a heuristic standpoint, it has been proven that TSH
provides surprisingly accurate results in the vast majority of molecular cases, but it can fail
catastrophically in specific circumstances.[171, 172] In these instances, more accurate strategies
have to be invoked. In section 2.4.2 I will present AIMS which shows excellent performances at
the expense of inflated algorithm complexity and computational cost. This limitation did not
prevent the quick spreading of AIMS within the computational-chemistry community which
surely deserves a quick overview within this chapter.

2.4.1 Trajectory surface hopping

In TSH, the motion of the nuclear wavepacket is reproduced by a swarm of independent classical
trajectories ({I}) evolving adiabatically on a set of BOA states. Briefly, the nuclear motion is
treated classically (see Eq. (2.21)) and the only quantum effects accounted for is the transfer of
“nuclear amplitude” between different electronic states, following the results of Eq. (2.8). In
TSH, the population transfer between electronic states is accomplished through hops of the
classical trajectories. The hopping probability – related to the magnitude of the first-order NAC
vectors – is then compared with a stochastic number to evaluate whether the hop occurs or not.
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BORN-HUANG EXPANSION

If the hop occurs, the kinetic energy of the trajectory is re-scaled to enforce the conservation of
the classical total energy and also momentum (if NAC available) for each trajectory.

Let us investigate the key equation of the TSH scheme.[117, 119, 120] Firstly, I construct
the electronic wavefunction associated with the I-th trajectory,

Ψ[I] (r, t; R(t)) =
∞∑
j

C
[I]
j (t) Φ[I]

j (r; R(t)) , (2.26)

where each term of the expansion is attached to a particular nuclear trajectory-[I]. Notice
that I have made explicit the time-dependency of the nuclear coordinates. Inserting Eq. (2.26)
into the time-dependent electronic Schrödinger equation, multiplying for Φ[I] ∗

i (r; R(t)) and
integrating over r I obtain:

iℏ Ċ
[I]
i (t) = C

[I]
i (t) Eel

i

(
R[I]

)
− iℏ

∞∑
j

C
[I]
j (t)

Nn∑
α

dij,α

(
R[I]

)
· Ṙ[I]

α , (2.27)

that constitutes a set of differential equations governing the time-dependent coefficients. To
derive Eq. (2.27) I have made use of the chain rule for partial differentiation:

∂

∂t
Φ[I]

j (r; R(t)) =
Nn∑
α

∇α Φ[I]
j (r; R(t)) · Ṙ[I]

α . (2.28)

In Eq. (2.27) I notice that
∑Nn

α dij,α

(
R[I]

)
· Ṙ[I]

α (time-derivative nonadiabatic couplings) is
the only term responsible for the amplitude transfer between the j-th and i-th electronic states.
This term is the scalar product between the nuclear velocities – Ṙ[I]

α – and the first-order NAC
– dij(R[I]) =

∫
dr Φ[I] ∗

i (r; R(t)) ∇ Φ[I]
j (r; R(t)). Eq. (2.27) can be rearranged in the density

matrix notation as

iℏ
d

dt

(
ρ

[I]
ij (t)

)
= ρ

[I]
ij (t) Eel

i

(
R[I]

)
− iℏ

∞∑
l

ρ
[I]
lj (t)

Nn∑
α

dil,α

(
R[I]

)
· Ṙ[I]

α

− ρ
[I]
ij (t) Eel

j

(
R[I]

)
+ iℏ

∞∑
l

ρ
[I]
il (t)

Nn∑
α

dlj,α

(
R[I]

)
· Ṙ[I]

α .

(2.29)

We have introduced the density matrix elements ρ
[I]
ij (t) = C

[I]
i (t) C

[I] ∗
j (t) and make use of the

relation d∗
jl = −dlj stemming from the anti-Hermitian nature of the operator ∇ when acting

on orthogonal states. In Eq. (2.29), the diagonal terms of the time-dependent density matrix
are the electronic populations and they satisfy the equation

d

dt

(
ρ

[I]
ii (t)

)
= −

∞∑
l

2ℜ
[
ρ

[I]
li (t)

Nn∑
α

dil,α

(
R[I]

)
· Ṙ[I]

α

]
=

∞∑
l

Ξ[I]
il (t) , (2.30)

while the off-diagonal terms are the coherence. If the state of the system is pure – i.e., described
by a single normal state vector – Eq. (2.29) is equivalent to Eq. (2.27). Although all cases
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treated here will be pure states, the former leaves open the possibility of treating “ensembles”
of pure states (mixed states) and, therefore, is more general.

A natural question arising here is: how the distribution of trajectories running on different
electronic states can be related to Eq. (2.30)? Our simulation starts by distributing a fraction
of trajectories onto the different electronic states to mirror the initial electronic populations.
During the dynamics propagation, a trajectory will hop, changing electronic states, such that
the fractional change of trajectories will reflect the variation of the electronic population given
by Eq. (2.30). To enforce this constraint, the probability of one trajectory to hop from state i

to another state l must be

Pi→l = ∆t Ξ[I]
il (t)

ρ
[I]
ii (t)

, (2.31)

that is the number trajectories hopping from the state i to l (∆t Ξ[I]
il (t) × Ntot, where Ntot is the

total number of trajectories) divided for the number of trajectories on the state i (ρ[I]
ii (t)×Ntot).

∆t is the chosen time step to propagate the time-dependent coefficients. It is worth noticing
that the total probability of switching electronic state (i.e., the integration of Eq. (2.31)) is, as
expected, independent from the time step chosen to perform the numerical integration. At each
time step of the propagation, a uniform random number 0 ≤ ζ ≤ 1 is selected and the hop from
state i to l will occur if

∑l−1
k Pi→k < ζ <

∑l
k Pi→k. If the hop occurs, the trajectory will start

evolving on the l-th electronic states, and, in order to preserve the total energy, the kinetic
energy is adjusted to make up for the difference in the potential energy (Eel

i

(
R[I]

)
−Eel

j

(
R[I]

)
)

at the hopping time. The component of the velocities can be re-scaled along the first-order
NAC, as justified by semi-classical reasoning,[173] or more straightforwardly, in an isotropic
manner along each degree of freedom.[174] Since the solution of Eq. (2.30) requires only the
evaluation of the time-derivative nonadiabatic couplings,[118, 175] an explicit calculation of the
first-order NACs is not needed in TSH. Therefore, the scaling along the momentum vector is
usually the method of choice.

2.4.1.1 Issues of trajectory surface hopping

Despite the great advantages offered by TSH, this method suffers from several internal inconsis-
tencies. The underlying algorithm should lead to a match between the fraction of trajectory
running in a given state and the quantum probability, however, this is usually not the case.[176]
One of the reasons for this discrepancy regards the constraint applied to the hop algorithm
which has to guarantee total energy conservation. In particular, hops to higher excited states are
“frustrated” (discarded) if the kinetic energy of the trajectory cannot make up for the potential
energy difference.[177] Another and even more important source of internal inconsistency stems
from the intrinsic over-coherence nature of TSH. The molecular wavefunction is reduced to a
single point in the nuclear phase space (a trajectory). Therefore, the coefficients of the electronic
states are constrained to follow such a trajectory not allowing the branching of the wavepackets.
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Several ad-hoc strategies have been developed to introduce decoherence in TSH; amongst them,
the energy-based decoherence correction (EDC) is the most used. The EDC was first introduced
by Truhlar[178] and then applied to TSH by Granucci and Persico.[177] The main idea of the
EDC is to “dump” the expansion coefficients of Eq.(2.27) associated with all the states (k)
but the running state (r), therefore mimicking the effect of quantum decoherence. The EDC
adopted by Granucci and Persico reads

C
′[I]
r (t) = C [I]

r (t)
[

1 −
∑∞

i ̸=r |C
′[I]
i (t)|2

|C [I]
r (t) |2

]
, (2.32)

C
′[I]
k (t) = C

[I]
k (t) e

− ∆t
τkr ∀k ̸= r , (2.33)

τkr = ℏ
Ek − Er

(
1 + η

K

)
, (2.34)

where the prime coefficients indicate the EDC coefficients. The decoherence time (τkr) between
the state k and r is inversely proportional to their energy difference (Ek −Er) and the trajectory
kinetic energy (K). When the (Ek − Er) → 0 or K → 0 (the trajectory does not move in the
configuration space) then τkr → ∞ and the system do not decohere. η is a parameter that is
usually set to be 0.1 a.u.

In general, TSH is an excellent starting point to perform nonadiabatic molecular dynamics
in a full atomistic fashion. In addition, TSH yields excellent results for molecular systems where
internal consistency flaws are less relevant than in reduced dimensionality models.[179, 180]
However, there are still a few cases where multiple re-crossing can occur in a short period of time
leading to quantitative discrepancies between TSH and exact quantum dynamics.[117, 171, 181]
Here, the decoherence issue creates artifacts in the hopping probability which deteriorates the
quality of the dynamics. Without invoking the full quantum dynamics, it would be recommended
to explore the dynamics of these molecular systems with a more accurate method able to
treat correctly nuclear quantum dynamics, still maintaining the benefits of a trajectories-based
formalism. In the next chapter, I will outline the main feature of AIMS which shows these
desirable features and it is now one of the most promising competitors of TSH for nonadiabatic
molecular dynamics.

2.4.2 Ab initio multiple spawning

A possible route to overcome the intrinsic limitation affecting the performance of TSH is
to expand the nuclear terms appearing in the BH expansion (Eq. (2.5)) using trajectory
basis functions (TBFs). In the case of FMS, the TBFs correspond to frozen multidimensional
Gaussians. The coefficient of each TBF obeys the TDSE while the centre of the Gaussian
evolves according to classical equations of motion. In addition, I allow the number of TBFs to
change over time, augmenting the basis over which the nuclear terms are expanded. If a TBF
(parent) encounters a region where the NACs are large, it spawns a new TBF (child) onto the
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state that couples with the running state. During the dynamics the parent and child TBFs
exchange populations under the effect of the NACs. In stark contrast with TSH, FMS is in
principle exact,[182–186] however, for full atomistic simulations, one often resorts to several
approximations that lead to the AIMS method. Without exploring AIMS in depth I will present
a few key points which are particularly appealing in nonadiabatic molecular dynamics and
allow AIMS to gain reliability within the computational chemistry community.[183, 187–189]

The key ingredient of AIMS is the expansion of the nuclear terms in Eq. (2.5) in terms of
multi-dimensional Gaussian function. The i-th nuclear amplitude is expanded as

χi(R, t) =
Ni(t)∑

K

CK
i (t) gK

i (R, RK
i (t), PK

i (t), γK
i (t), η) . (2.35)

Each K-th Gaussian in the electronic state i is described by a frozen (time-independent) width
(η), its center is located at RK

i (t) and it has a momentum PK
i (t). In addition, each Gaussian

carries a dynamical nuclear phase (γK
i (t)), i.e., its value depends on the path of the trajectory.

Finally, the number of Gaussian basis functions is denoted by Ni(t) which is time-dependent.
Each multidimensional Gaussian is given by a product of monodimensional Gaussians

gK
i (R, RK

i (t), PK
i (t), γK

i (t), η) = ei γK(t)
3Nn∏
α=1

(2 ηα

π

)1/4
e

−ηα

(
Rα−R

K
i α(t)

)2
+i P

K
i α(t)

(
Rα−R

K
i α(t)

)
.

(2.36)
Plugging the Eq. (2.35) into the BH expansion (Eq. (2.5)) I obtain the ansatz of the molecular
wavefunction in AIMS:

Ψ(r, R, t) =
∞∑
i

Ni(t)∑
K

CK
i (t) gK

i (R, RK
i (t), PK

i (t), γK
i (t), η) Φi(r; R) . (2.37)

At this point, I want to derive an equation of motion for the coefficients CK
i (t) that satisfies

the TDSE. To do so, I insert Eq. (2.37) into the TDSE (Eq. (2.1)), I multiply from the left by
gK ∗

j (R, RK
j (t), PK

j (t), γK
j (t), η)Φ∗

j (r; R) and I integrate over nuclear and electronic coordinates.
In matrix notation and atomic units, it reads

Ċj(t) = −i S−1
jj

[(
Hjj − iṠjj

)
Cj +

∞∑
i ̸=j

HjiCi

]
. (2.38)

Cj and Ċj are column vectors of length Nj(t) containing the coefficients and the time derivative
of the coefficients for each TBF on the adiabatic state j, respectively while the matrices Sjj

and Ṡjj are Nj(t) × Nj(t) square matrices representing different overlap terms between the
TBFs. We direct the interested reader to the excellent existing literature[182–186] to have a
detailed overview. Finally, the matrix Hji arises from the action of the molecular Hamiltonian
onto the adiabatic states and the TBFs. Its matrix elements read

HLK
ji =

〈
gL

j

∣∣∣T̂n + Eel
i

∣∣∣gK
i

〉
R

δji

−
3Nn∑
α=1

1
2Mα

[〈
gL

j

∣∣∣〈Φj

∣∣∣∇2
α

∣∣∣Φi

〉
r

∣∣∣gK
i

〉
R

+ 2
〈
gL

j

∣∣∣〈Φj

∣∣∣∇α

∣∣∣Φi

〉
r
∇α

∣∣∣gK
i

〉
R

]
,

(2.39)
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where the subscripts ⟨...⟩R and ⟨...⟩r denote the integration over the nuclear and electronic
degrees of freedom, respectively. The first and second terms on the right-hand side are responsible
for the interaction between TBFs evolving on the same electronic state (i = j). In contrast,
the first-order and the second NAC account for the exchange in population between the
TBFs. An analytical solution for these matrix elements is beyond the computational capability
when simulating realistic molecules because they require the knowledge of the electronic
energies and coupling over the whole configuration space covered by the TBFs. In AIMS,
this problem is overcome by computing the integrals approximately by using the so-called
saddle-point approximation at zero order (SPA0). In addition, the second-order NACs (which
are usually small) are neglected.[190] Although neglecting these terms would lead to a non-
hermitian molecular Hamiltonian,[191] the hermiticity is retained by using the SPA0. These
approximations allow the calculation of H matrix on-the-fly which is an essential requirement
to perform nonadiabatic dynamics of molecular systems. When a certain parent TBF reaches
a region of nonadiabaticity (i.e., the first-order NAC exceeds a certain threshold), it spawns
a new child TBF on the state that couples with the running state of the parent TBF. The
spawning is performed such that the total energy is conserved while maximizing the overlap
between the parent and the child TBFs at the spawning time.[192]

Despite the algorithm of AIMS is far more complicated than TSH and computationally
more expensive, it is particularly appealing because it naturally incorporates nuclear quantum
effects that are missing in the TSH method. Furthermore, recent developments of AIMS have
led to a massive streamlining of the computational costs via the elimination of superfluous TBF
coupling terms, which is the bottleneck of the algorithm. For example in AIMSWISS, the TBFs
are stochastically selected and only an informative subset is kept during the propagation.[193]
I believe that AIMS is an excellent playground to develop an efficient yet accurate method
for nonadiabatic molecular dynamics: a step forward to glimpse the nuclear quantum effect in
molecular dynamics.

2.5 Solving the electronic structure problem with
wavefunction-based methods

In chapter 2.4, I have analyzed different methods to solve the TDSE. However, I have left
unsolved a pressing issue: the solution of the TDSE requires the adiabatic electronic state and
energies as well as NAC and first-order properties such as gradients. But how I can solve the
TISE? Like almost everything in quantum chemistry, the real challenge is to find a compromise
between accuracy and computational efficiency. As already alluded to in chapter 2.4, this
choice depends on the system considered and a simple and unique solution should not be
expected. More often than not, an informed choice of an electronic structure method requires
multiple tests and an exhaustive benchmark is always the first priority. In this chapter, I will
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highlight some of the key concepts of the most popular electronic structure methods used to
solve – approximately – Eq. (2.3). In section 2.5.2 I will give an overview of the configuration
interaction expansion starting from the SD expressed in terms of molecular orbitals (MOs). The
concepts behind the configuration interaction are the cornerstone upon which other electronic
structure methods took root. In section 2.5.3 I will briefly describe a multi-configurational
method, i.e., based on more than one SD, that is the state-average complete active space
self-consistent field (SA-CASSCF). SA-CASSCF and in particular the multi-state complete
active space perturbation theory at the second order (MS-CASPT2) are seen as the ultimate
goal for nonadiabatic molecular dynamics because they provide a balanced description of the
PESs which is beyond the capabilities of single-reference methods based on a unique SD. To
conclude, in section 2.5.4, I will present one example of a single-reference method which is
the algebraic diagrammatic construction in the second order (ADC(2)). Despite underlying
limitations, ADC(2) applications boomed in the past decade thanks to its excellent accuracy,
black-box formalism, and affordable computational cost. The esteem for this method in the
computational chemistry community has grown exponentially making ADC(2) one of the first
choices to describe excited state PESs, however, I shall see that popular and widely accepted
methods can deliver some unexpected surprises.

2.5.1 General consideration when solving the electronic structure problem

The TISE can be solved exactly only for hydrogen-like atoms such as the H atom, He+, or
3-bodies molecular systems with elliptical symmetry such as H +

2 . In the more general cases, the
exact electronic wavefunction can not be computed for the molecular system and the goal of an
electronic structure method becomes to find a close approximation via a trial wavefunction. The
trial wavefunction is usually constructed allowing for multiple parameters which, in turn, can
be optimized to get as close as possible to the exact solution. There is a multitude of ansatze
for the functional form of the electronic wavefunction that can be utilized for molecular systems.
The most approximated electronic structure methods usually rely on the simple form of the
electronic wavefunction with a limited number of optimization parameters. On the other hand,
more parameters imply a more complex wavefunction to be optimized with the advantage of
getting closer to the exact solution.

A first point to keep in mind for the optimization of our trial wavefunction is the variational
principle: the expectation value of the electronic Hamiltonian of any trial wavefunction will be
always higher than the exact solution. In other words, the lower bound of the energy is only
reached when the exact wavefunction is obtained. In contrast, when the energy is not computed
as an expectation value of the electronic Hamiltonian, this lower bound is not guaranteed as
for the case of MPPT.[194]

A second point to keep in mind is the nature of the particles that the wavefunction describes.
The wavefunction must be invariant under the exchange of identical particles, which requires
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symmetrization of the wavefunction of bosonic particles or the antisymmetrization of the
wavefunction for fermionic particles. Electrons are particles with half-integer spin and are
therefore fermions which means that the many-electron wavefunction must be antisymmetric
with respect to the permutation of any two electrons. The antisymmetrization of the molecular
wavefunction leads to the Pauli exclusion principle, formulated by Wolfgang Pauli in 1925,[195]
ensuring that only one electron can occupy a given quantum state. A natural choice to
incorporate the correct symmetry of fermionic wavefunction is via a determinantal form – that
has the desirable property of changing sign via a single permutation of two rows or two columns
– as proposed by Dirac in 1926[196]: “The antisymmetrical [wavefunction] may be written in
the determinantal form [...]. An antisymmetrical eigenfunction vanishes identically when two
of the electrons are in the same orbit. This means that in the solution of the problem with
antisymmetrical eigenfunctions there can be no stationary states with two or more electrons in
the same orbit, which is just Pauli’s exclusion principle”.

A simple way to construct such a determinant is via expanding the multi-body wavefunction
in terms of a set of single-particle wavefunctions. These single-particle (one electron) wavefunc-
tions are the so-called MOs, also known as spinorbitals, which are a product of a spatial orbital,
depending on the spatial coordinates of an electron, and a spin function. The MOs can be
considered as one of the fundamental ingredients used by chemists and physicists to reduce the
complexity of the electronic structure problem by decomposing the many-body wavefunction
into a linear combination (determinantal form) of single-particle wavefunctions. The MOs are
chosen to be orthonormal ∫

dx φ∗
i (x; R)φj(x; R) = δij , (2.40)

where φj(x; R) is the j-th spinorbital depending on the electronic coordinates and the spin
coordinate (x). Since only two spin states are allowed for a fermion (↑ or ↓), up to two
electrons can be located in the same spatial orbital. The determinantal form of the many-body
wavefunction describing Ne electrons in terms of Ne occupied spin-orbitals takes the form of an
SD:

φSD(x; R) = 1√
Ne!

∣∣∣∣∣∣∣∣∣∣∣

φ1(x1; R) φ2(x1; R) . . . φNe(x1; R)
φ1(x2; R) φ2(x2; R) . . . φNe(x2; R)

...
... . . . ...

φ1(xNe ; R) φ2(xNe ; R) . . . φNe(xNe ; R)

∣∣∣∣∣∣∣∣∣∣∣
, (2.41)

where 1√
Ne! is a normalization constant such that the wavefunction satisfies the Eq. (2.4).

Eq. (2.41) is the minimal form of the wavefunction that guarantees the Pauli exclusion principle.
The ansatz of the trial wavefunction as a single SD implies that the electron-electron interactions
are considered only in an average fashion and it is the cornerstone of the HF method.[22, 23]
A single SD is not the only ansatz that we can think of. On one hand, a simpler form of the
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wavefunction can be constructed as a product of the spin-orbitals (Hartree product):

φ(x; R)HP = φ1(x1; R)φ2(x2; R) . . . φNe(xNe ; R) . (2.42)

Clearly, this Hartree product is not antisymmetric with respect to the permutation of two
electronic coordinates. As such, the Hartree wavefunction is a truly independent-electron
wavefunction since∣∣∣φ(x; R)HP

∣∣∣2dx =
∣∣∣φ1(x1; R)

∣∣∣2dx1
∣∣∣φ2(x2; R)

∣∣∣2dx2 . . .
∣∣∣φNe(xNe ; R)

∣∣∣2dxNe . (2.43)

In contrast, a single SD is somewhat correlated since it incorporates the exchange-correlation,
i.e., the motion of two electrons with parallel spins is correlated. On the other hand, a more
accurate solution can be obtained by constructing our many-body wavefunction as a linear
combination of SDs. We explore this last proposition more in detail in the following section.

2.5.2 Configuration interaction

A single SD is able to account for up to 99% of the total energy of some molecular systems,[197]
which is surprisingly good when considering that the electron-electron interactions are treated
within a mean-field approach. On the other hand, this result is still not satisfactory if I want
to describe chemical reactions since the remaining 1% of the total energy (correlation energy)
is often crucial to calculate the relative energies of the various critical points in a balanced
way of the PESs. In fact, what is usually interesting is the relative energies between minima,
transition states, and, eventually, CIs which drive chemical reactivity. In addition, a single
SD is often not sufficient to describe multiple electronic states, as required in the simulation
of photochemical reactions. To include both energy correlation and treat excited states I can
express the many-body wavefunction in terms of a linear combination of SDs such as

ΦCI
j (x; R) =

∑
i

cji(R) φSD
i (x; R) , (2.44)

where ΦCI
j (x; R) is the configuration interaction wavefunction and φSD

i (x; R) are the SDs
used to expand the many-body wavefunction. The cji(R) are expansion coefficients for which
normalization condition

∑
i cji(R)2 = 1 is imposed. The choice of how many and which SDs

have to be chosen in the configuration interaction expansion leads to different levels and flavours
of the quantum chemistry methods.

Let us first investigate a simple way to generate SDs starting from the definition presented
in Eq. (2.41). In the HF method, I variationally optimized a single SD from Ne electrons and
NMO spinorbitals such that Ne spinorbitals are occupied and NMO −Ne are unoccupied (virtual
orbitals). By replacing spinorbitals that are occupied in the HF determinant with spinorbitals
that are virtual, I can generate determinants that are higher in energy with respect to the HF
solution and, depending on how many replacements I perform, I will call them singly, doubly,
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etc. excited determinants. A simple example of excited determinants is presented in Fig. 2.3.
The lowest energy SD is the HF solution 1 , while the remaining determinants are singly
configurations ( 3 - 6 ) or doubly excited configurations ( 2 ) with respect to the reference.
Substituting Eq. (2.44) into the TISE (Eq. (2.3)), multiplying from the left for φ∗ SD

k (x; R) and
integrating over the electronic coordinates, I obtain the respective eigenvalue problem∑

i

cji(R)⟨φSD
k |Ĥel|φSD

i ⟩ = Ej(R)cjk(R) , (2.45)

where I have assumed the orthonormality of the basis (Eq. (2.40)). Finding the solution to
this eigenvalue problem is equivalent to diagonalizing the Hamiltonian matrix and finding the
eigenvectors (that are the configuration interaction coefficients) and eigenvalues (the associated
energies).[198, 199] In molecular cases, the Eq. (2.44) may include millions of determinants and
a direct diagonalization of the Hamiltonian matrix using, for instance, the Jacobi methods is
not possible.[200] However, a complete diagonalization is not required since we are typically
interested in only a few of its lowest eigenvalues. Selected eigenvalues of the Hamiltonian can
be determined by iterative methods such as the Davidson algorithm where only the action of
the matrix over a trial vector is required.[200, 201]

Since the orbitals are kept frozen in the solution of Eq. (2.45), the Hamiltonian matrix
elements between the HF SD and any single excited determinant vanishes (Brillouins theorem).
In fact, the associated matrix element is completely analogous to the energy gradient of the
reference SD with respect to the mixing of the occupied-virtual orbital pair featuring the single
excited determinant. Since the reference SD is the HF wavefunction – that is a minimum in the
energy and for which the gradient with respect to occupied-virtual orbital mixing vanishes – all
single excited determinants do not contribute to the ground state energy.[202]

2.5.2.1 Configuration state functions

Using directly the SD as the basis for the diagonalization of the Hamiltonian leads, in general,
to spin contamination of the configuration expansion solutions, and thus does not retain a pure
spin character. In fact, the SDs are eigenfunctions of the z-components of the spin operator but
they are not necessarily eigenfunctions of the total spin operator. For two electrons system,
the matrix Sz−tot = Sz,1 ⊗ I2 + I2 ⊗ Sz,2 is diagonal but S2

tot = S2
x−tot + S2

y−tot + S2
y−tot is not.

Here, Si−tot is the total spin of the product state along the i-th direction, Sz,1 and Sz,2 are the
Pauili’s matrices for the two particles along the z-direction, ⊗ is the Kronecker product and I2

is the identity matrix of dimension 2.
The Fig. 2.3 illustrates a simple example of this kind with four spinorbitals and two electrons.

The first two determinants ( 1 and 2 ) are closed-shell determinants and are pure spin functions:
the first one is the reference determinant while the second is a doubled excited determinant.
The remaining four are singly excited and open-shell determinants where the two electrons are
localized on two distinct spatial orbitals. For these SD I can find a set of configuration state
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Figure 2.3: We represent all SD generated by distributing two electrons in four spin-orbitals.
The excited SD generated are usually not eigenfunctions of the total spin operator as is the
case for the framed determinants. To prevent spin contamination I use the CSFs – a linear
combination of the SD excited determinants – that are eigenfunctions of the total spin operator.
Below I report the string of annihilation and creation operators acting on the spinorbitals of
the reference state (|1⟩) to generate a hole (h) in a previously empty orbital (a, ā) or a particle
(p) in a previously occupied orbital (k, k̄).

functions (CSFs) by the diagonalization of the matrix S2
tot. The last two determinants ( 5

and 6 ) are already eigenfunctions of the total spin operator and they are associated with the
two triplet components (S= 1 with Mz = ±1). However, I need to take an appropriate linear
combination of the framed determinants ( 3 and 4 ) to obtain a spin-pure CSF. In the present
case, the linear combination 3 − 4 is a singlet (S= 0) CSF while 3 + 4 is a triplet (S= 1) CSF
with both Mz = 0.

2.5.2.2 Truncated configuration interaction expansions

In Fig. 2.3 I have generated all possible determinants by distributing all electrons (two) in the
available MO space. A configuration interaction calculation of this sort is called full configuration
interaction (FCI) and, in the limit of using a complete basis set, it leads to the exact solution
of the non-relativistic TISE. In contrast with the HF method, which is invariant with respect
to occupied-occupied and virtual-virtual orbital rotation, the FCI is independent of any orbital
rotation since all possible excitations are generated. Due to the exponential scaling of FCI
with respect to the number of orbitals and electrons, FCI calculations are attainable only
for small molecular systems. Therefore, to develop a tractable model the number of excited
determinants included in the expansion is usually truncated at some order of excitation. When
only singly excited state determinants are included I obtain the configuration interaction singles
(CIS).[1, 203] CIS ground state is equivalent to the HF reference due to the Brillouins theorem
while the remaining states can be used to approximate the excited states. An improvement to
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CIS is the configuration interaction with singles and doubles (CISD) that comprehends both
single and double-excited determinants. Further excitation terms are usually impossible to
include in medium size molecules with a relatively large basis set.[1, 203]

Truncated configuration expansion-based methods are popular in computational chemistry
but they also suffer some important drawbacks. For instance, for molecular clusters, higher-order
excitations (i.e., triple, quadruple,... excitations) become more important with larger molecular
clusters.[203] Thus, although CISD gives a reasonable description of a molecule in regions
where the wavefunction is dominated by the HF wavefunction, they do not provide an accurate
description of large systems where higher order excitations become important. Furthermore,
in contrast to FCI, truncated configuration interaction expansions incorporate only partially
the electron correlation, and, as a result, they are not size-extensive – although they can be
partially corrected by adding the Davidson correction.[204]

2.5.3 State-average complete active space self consistent field

In the previous section, I discussed the configuration interaction expansion from the HF reference
as a possible route to generate an excited state electronic wavefunction. The configuration
interaction is then a single reference method, in the sense that the orbitals of a single SD (the
HF reference) are used to construct the correlated wavefunctions. There are many cases where
a single reference describes well the molecular system considered such as closed-shell organic
molecules. However, in many metal complexes or organics radicals, the electronic wavefunction
is often dominated by more than one electronic configuration, i.e., multi-configurational. An
obvious solution to the multiconfigurational problem is to carry out a configuration interaction
calculation where the orbitals are variationally optimized simultaneously with the coefficients
of the electronic configurations. This procedure ensures that the orbitals employed in the wave
function are optimal for the problem at hand and do not introduce a bias towards a particular
configuration. This approach is referred to as the multiconfigurational self-consistent field
(MCSCF) method.[205, 206]

Similarly to configuration interaction, the MCSCF wave function is expanded in terms of
SD

ΦMCSCF
j (x; R) = Û(R)

∑
i

cji(R) φSD
i (x; R) , (2.46)

where the only difference with Eq. (2.44) is the presence of the unitary orbital-rotation operator
Û(R). The operator Û – that has the form Û = ek, where k is an anti-Hermitian matrix –
allows tailoring the orbitals for each configuration by optimizing them variationally together
with the coefficients cji(R).

In practice, the simultaneous optimization of orbitals and coefficients is a cumbersome
nonlinear problem leading to a potentially large number of local solutions.[207, 208] The
nonlinear nature of the MCSCF optimization imposes a restriction on the number of SDs that
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can be used in the expansion and the way of selecting the configurations to be included is a
crucial question.

2.5.3.1 Selecting the proper configurations

At the dawn of MCSCF approaches, the configurations were selected manually based on physical
insights and chemical intuition with a propensity to lead to biased and not reproducible results.
Nowadays, there exists a more systematic manner to select the configurations based on the
partitioning of the orbital space into subspaces, characterized by certain restrictions with respect
to the occupations of the configurations entering the MCSCF wavefunction.

In complete active space (CAS) calculations, the total orbital space is partitioned into a set of
(i) inactive orbitals, a set of (ii) active orbitals, and a set of (iii) virtual orbitals.[209–211] In the
resulting CASSCF wavefunction, the inactive orbitals are doubly occupied in all configurations,
the active orbitals have no restriction in their occupancy while the virtual orbitals are always
unoccupied. With this ansatz, all configurations are generated by distributing N active electrons
into No active orbitals in an FCI fashion (yielding factorial growth with respect to N and No).
The optimized wavefunction will be invariant within any interspace orbital rotation but will
not be for any intraspace rotation.

Similarly to configuration interaction, MCSCF allows to access the wavefunctions of excited
electronic states. Since the orbitals must be optimized alongside the configuration interaction
coefficients, a popular approach is to use a common orbital basis for all electronic states of
interest. In this approach, the orbitals are optimized to minimize the averaged energy of all
states expressed as an energy function to which each electronic state contributes with a weight
factor:

ESA =
∑

i

wi(R)Ei(R) =
Ns∑
i

wi(R)⟨ΦMCSCF
i |Ĥel|ΦMCSCF

i ⟩ . (2.47)

Here, wi(R) is the weight factor – usually the same for all Ns electronic states – and Ei(R)
is the energy of the i-th electronic state. Although the final set of orbitals is not optimal for
each state separately, the state average (SA) provides directly a set of orthonormal electronic
states. Hereafter, I will always use the SA formalism for CASSCF calculation identified with
the shorthand notation: SA(Ns)-CASSCF(No/N).

In contrast to single-reference methods, MCSCF is not a black-box method and cannot easily
be applied by nonspecialists. In fact, the choice of the orbitals requires prior knowledge of the
excited states involved in the dynamics and the expected molecular reactivity, which is almost
never a trivial task. Nevertheless, the MCSCF model is highly flexible and it still constitutes
the only approach that, in a balanced manner, can describe bond breakings and molecular
dissociation processes, where an unbiased treatment of several electronic configurations is
required. In addition, they also provide an accurate description of CIs and their branching space.
However, the small number of active orbitals that can be treated in MCSCF theory makes it
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suitable to describe only the static correlation – arising from the presence of degenerate or nearly
degenerate electronic configurations such that few configurations contribute substantially to
the electronic wavefunction. In contrast, MCSCF is not tailored to treat dynamical correlation
arising from a large number of configurations with a small contribution – the proper description
of the Coulomb cusp converges slowly in terms of an orbital expansion. Despite this limitation,
MCSCF wave functions may serve as a “zero-order” wavefunction of the electronic system,
from which the dynamical correlation can be included by means of configuration-interaction
theory, yielding multiconfiguration configuration interaction[212] or perturbation theory such
as in MS-CASPT2 or extended multi-state complete active space second-order perturbation
theory (XMS-CASPT2).[213–217]

The first requirement to devise an MCSCF wavefunction is the knowledge of the active
space and the SA. To do so, it is often necessary to probe the excited state dynamics with
an affordable, yet accurate, black-box in order to gain insight into the photochemistry of a
molecule. Truncated configuration expansion is a method that is usually far from optimal. On
one hand, CIS yields excited states of very poor quality that are not always representative
of the expected excited state dynamics. On the other hand, CISD is usually too expensive
for exploratory dynamics. A black-box method that has found immense popularity within the
computational chemistry community in the past year is the ADC(2) which will be described in
the following section.

2.5.4 Algebraic diagrammatic construction

The algebraic diagrammatic construction refers to a formalism to compute algebraically the
terms appearing from Green’s function, i.e., propagators, via a diagrammatic representation.[218–
222] Each type of propagator treated at the ADC level is linked with a different property: the
polarization propagator[223] yields the excitation energy while the electron or hole propagators
are related to the electron affinity or ionization potential. To avoid the problems associated with
propagators and diagrammatic expansion – which is probably not a string in every chemist’s bow
– I will present a recent formalism that has quickly supplanted the original formulation in favour
of a more clean derivation, namely the intermediate state representation (ISR).[222, 224, 225]
The ISR not only offers a much simpler derivation with respect to the standard ADC but also
guarantees an explicit representation of the excited state wavefunctions which is essential to
perform nonadiabatic dynamics.

2.5.4.1 Intermediate-state representation

The set of electronic states – satisfying the TISE (Eq. (2.3)) – are constructed in terms of a
complete set of intermediate states (IS)

Φj(x; R) =
∑

i

xji(R) ΦIS
j (x; R) , (2.48)
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where xji(R) are the expansion coefficients and {ΦIS
j (x; R)} are the set of ISs used to expand

the electronic states. Before deriving an expression for the ISs, I need to consider the set of
“correlated excited states” (|ΦCS

i ⟩). The correlated excited states are generated by applying a
“physical” excitation operator (τ̂i) to the reference wavefunction (|Φ0⟩)

|ΦCS
i ⟩ = τ̂i |Φ0⟩ , (2.49)

τi = {â†
a âk ; â†

a â†
b âk âl a < b, k < l; ...} . (2.50)

The excitation operator in Eq. (2.50) spans the manifold of all possible excitation and comprises
single excitation pairs (first term: 1p-1h), two excitation pairs (second term: 2p-2h), and so on.
The correlated intermediate state of Eq. (2.49) are, in general, not orthogonal, and thus they
must be orthonormalized with respect to the reference state as well as the other correlated
states. Let us investigate the example of an intermediate state belonging to the single excitation
class (1p-1h block). The orthogonalization by the Gram-Schmidt algorithm is the correlated
state minus the projection of the state onto the reference state so that

|ΦCS
ak ⟩ = â†

a âk|Φ0⟩ − |Φ0⟩⟨Φ0|â†
a âk|Φ0⟩ . (2.51)

The overlap between this correlated state and another correlated state belonging to the single
excitation class is

Sak bl = ⟨Φ0|â†
k âa â†

b âl|Φ0⟩ − ⟨Φ0|â†
k âa|Φ0⟩⟨Φ0|â†

b âl|Φ0⟩ , (2.52)

and the orthonormal intermediate state becomes

|ΦIS
ak ⟩ =

∑
bl

|ΦCS
bl ⟩(S−1/2)ak bl . (2.53)

Once the ISs for the 1p-1h block are generated, a similar procedure – generalized as excitation
class orthogonalization – can be applied to the higher excitation class until a complete set of
orthonormal states is obtained.

Now that I have the ISs I can proceed to compute the excitation energies. To do so, I make
use of a slightly modified TISE where the electronic Hamiltonian operator is now shifted by the
ground state energy (E0). In the basis formed by the intermediate state, the shifted electronic
Hamiltonian matrix reads

(M)ij = ⟨ΦIS
i |Ĥel − E0|ΦIS

j ⟩ . (2.54)

Upon diagonalization of Hermitian matrix M I obtain the excitation energies (eigenvalues) and
the electronic states (eigenvectors) corresponding to the expansion coefficients of Eq. (2.48).
Explicitly, this secular equation reads

Mx = xω , x†x = 1 , (2.55)

where ω denotes the diagonal matrix of eigenvalues ωi and x are the matrix of eigenvectors.
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In addition to the excitation energies, also the properties of the excited states can be
obtained in terms of the ISs. Determining the probability of an electronic transition from the
ground state to the i-th electronic state requires the transition dipole moment (ti(R)) that
reads

ti(R) =
∑

j

xij(R) tIS
j (R) , (2.56)

where tIS
j (R) is the intermediate state transition moments (i.e., the contribution of each IS to

the dipole moment). tIS
j (R) can be further expanded in terms of the single-particle contributions

(drs(R)) and IS transition amplitudes (fj,rs(R))

tIS
j (R) =

∑
rs

fj,rs(R) drs(R) . (2.57)

The IS transition amplitudes are

fj,rs = ⟨ΦIS
j |â†

r âs|Φ0⟩ , (2.58)

while the one-particle contribution to the dipole moments reads

drs = ⟨φr| d̂ |φs⟩ . (2.59)

The same formalism is not limited to the dipole operator and can easily be extended to other
first-order properties. At this point, the reader may wonder what has been gained with respect
to an FCI calculation since all excitation classes have been considered until now. Clearly, the
complexity of the problem remains the same, and in fact, it leads to an exact solution if the
exact ground state is used as the reference state.

However, approximations can be obtained by using an approximated ground state as well as
truncating the configuration space (i.e., the excitation class) and the perturbation expansion of
the M matrix. Although formal proof has not been given yet,[222] the original ADC algebraic
expressions can be recovered by using as reference the Møller-Plesset (MP)[226, 227] ground
state and the order n of the ADC(n) scheme corresponds to the order of the MPn ground state.
Using the MP1 ground state the ADC(1) excitation energies are obtained corresponding to the
CIS results. Only when the MP2 ground state is used I obtain correlated excited states at the
ADC(2) quality.[225, 228, 229] The resulting M matrix, presented in terms of the excitation
classes, is depicted in Fig. 2.4. We report the order at which each block is approximated, so that
the (p–h/p–h) block is exact up to the second order, the (p–h/2p-2h) and (2p-2h/p–h) coupling
blocks up to first order, and the (2p-2h/2p-2h) block only up to zeroth order. Therefore, the
ADC(2) matrix has the same dimension as the CISD matrix where both singly-excited and
doubly-excited states (even though approximated at the zeroth order) are included.

2.5.4.2 Transition density matrices

The ISR brings another advantage when I want to analyze the transition density of the electronic
states. The transition density matrices are one of the most useful tools to bridge the spin-diabatic

41



CHAPTER 2. A THEORETICAL APPROACH TO PHOTOCHEMISTRY

Figure 2.4: Structure of the ADC(2) matrix. The number in the corresponding block refers to
the order of perturbation theory to which the matrix elements of the block are exact. Figure
reproduced from Ref. 1.

properties computed with the underlined electronic structure and the diabatic representation
of the electronic states. In fact, they can be utilized to visualize the nature of the electronic
transition and estimate the more prominent “electronic character” of the underlined excited
state. The one-electron transition density matrix (1-TDM) is defined as

(T0j)rs = ⟨Φ0|â†
râs|Φj⟩ (2.60)

The 1-TDM is in general not diagonal in the space of the MOs but it can be factorized via singular
value decomposition. Each eigenvector defines the natural transition orbital (NTO)[230] in terms
of the MOs while its eigenvalue quantifies the contribution of the NTO to the 0 → j transitions.
For some exciting states, only a single pair of NTO is necessary to describe the electronic
excitation while, for others, it may be required multiple NTO pairs (multi-configurational
excited state). The 1-TDM is related to the electron-hole amplitude, defined as[231, 232]

Υ0j(re, rh) =
Ne∑
rs

T 0j
rs (R) φ∗

r(rh; R)φs(re; R) , (2.61)

where re and rh are the vectors specifying the electron and the hole (spin and spatial coordinates).
Υ can be interpreted as an exciton wave function associated with the electronic excitation. To
compute the respective densities I integrate over the complementary space such that

ρh(rh) =
∫

d re

∣∣∣Υ0j(re, rh)
∣∣∣2 , (2.62)

and
ρe(rp) =

∫
d rh

∣∣∣Υ0j(re, rh)
∣∣∣2 , (2.63)
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where ρh(rh) and ρe(re) are the hole and particle densities. A complementary approach to
analyzing electronic transitions comes from one-electron difference matrices (1-DDM) or the
closely related detachment/attachment densities. We refer the interested reader to the excellent
literature for further details.[231, 232]

2.5.4.3 Advantages and limitations of the ADC scheme

The ADC formalism leads to a Hermitian eigenvalues problem (Eq. (2.55)) and it is equivalent
to a diagonalization procedure from which a single set of eigenvectors is obtained – in contrast
with other formalisms such as equation-of-motion (EOM) and linear response (LR) formalisms.
Furthermore, in contrast with truncated configuration interaction schemes, ADC energies are
size-extensive and it is more compact (i.e., spans a smaller configuration space) with respect to
both configuration interaction or coupled cluster (CC) methods.[225]

However, since ADC excitation energies are based on an MP reference – by virtue of the ISR
– their accuracy critically depends on the quality of the MP reference. In fact, the situations
where MP fails to describe the ground electronic state are detrimental to the description of
the excited states. Since MP reference is based on the single SD, the ADC is not reliable
in describing bond-breaking or radical species. Nevertheless, ADC(2) appears to be accurate
for single-reference systems showing a relatively low mean error of around 0.2 eV for the
excitation energies of singlet and triplet excited states.[225] Although ADC(2) does not properly
describe the topology of conical intersections between the ground (S0) and the first excited (S1)
singlet state,[233] Plasser et al.[234] found that ADC(2) is an excellent compromise between
accuracy and stability for nonadiabatic excited state dynamics. Following these reports, the
community has gained considerable confidence in ADC(2) to study mid-sized to large molecular
systems,[235–245] For these systems ADC(2) is an ideal compromise between accuracy and
computational efficiency.
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A protocol to compute the photolysis rate constant of volatile

organic compounds

In accordance with the University of Bristol guidance on the integration of publications as
chapters within a dissertation, I declare that this chapter was adapted from the publications
in ACS Earth Space Chemistry[2] and, to a lesser extent, from The Journal of Physical
Chemistry Letters[246] My role in the Ref. 2 was to run all the calculations associated with
the 2-hydroperoxypropanal, collect and analyze the data, write the associated section and
review the overall manuscript. Antonio Prlj, Lewis Hutton, and Basile F. E. Curchod collected,
analyzed the data, and wrote the respective sections for the methylhydroperoxide, acrolein, and
pyruvic acid. Antonio Prlj and Basile F. E. Curchod wrote the introduction and supervised the
project. Daniel Hollas, Darya Shchepanovska, David R. Glowacki, and Petr Slavíček reviewed
the manuscript. My role in the Ref. 246 was to contribute to the electronic structure calculations
and review the manuscript. Antonio Prlj collected and analyzed the data and wrote the article.
Basile F. E. Curchod wrote the article and supervised the overall project. Lea M. Ibele ran the
calculation for AIMS.

3.1 Introduction

In chapter 2, I discussed some of the key theoretical methods used to calculate the electronic
energies of molecules and simulate their excited-state dynamics beyond the BOA. In this
chapter, I will introduce a protocol that will connect computational methodologies with the
determination of photolysis quantities of direct interest in atmospheric chemistry. This protocol
will lay the cornerstone for the “in silico” investigation of the photochemistry of transient
VOCs, offering a systematic approach to supplement or even replace experimental studies.

45



CHAPTER 3. A PROTOCOL TO COMPUTE THE PHOTOLYSIS RATE CONSTANT OF
VOLATILE ORGANIC COMPOUNDS

3.2 The photolysis rate constant

Following photoexcitation, a VOC can undergo different photolysis processes, leading to distinct
photoproducts. For the general photolytic process

A
hν

B + C ,

the reaction rate is
−d [A]

dt
= J [A] . (3.1)

The first-order decay constant (J) depends on the intensity of solar radiation and the photo-
physical properties of the chemical A. J is calculated as

J =
∫ λmax

λmin
F (λ) σ(λ) ϕ(λ) dλ , (3.2)

where λ represents the wavelength while λmin and λmax define the spectral range of interest.
F (λ) is the flux of the irradiation source (for example, the solar actinic flux) while σ(λ) and
ϕ(λ) are the photoabsorption cross-section and the photolysis quantum yield, respectively.
Eq. (3.2) tells us that to know the rate of a given reaction (J), we need to be informed about
the flux of photon F (λ) with energy E = hc

λ that can excite the molecule, the probability that
the molecule will absorb one of these photons (σ) and the yield of the photolysis process of
interest (ϕ) once the photon is absorbed. If different photolysis pathways are possible for a
given VOC, each dissociation channel is assigned a different ϕ(λ), and therefore a different J .

In Eq. (3.2), F (λ) is a known experimental quantity or, if we are seeking a photolysis process
occurring in the atmosphere, it is simply the solar actinic flux which is well documented for
different atmospheric conditions.[247] To compute J the only two observables that remain to
be determined are σ(λ) and ϕ(λ). Their experimental values for some atmospheric relevant
molecules can be found in online databases[5] and scientific literature.[248] Nevertheless, this is
not always the case for transient VOCs. More often than not, σ(λ) of transient VOCs is deduced
using SARs based on molecules containing the same chromophoric groups. In a similar fashion,
ϕ(λ) is estimated by the value known for a proxy molecule, while its wavelength-dependence is
often ignored, i.e., ϕ(λ) ≈ ϕ.

From a computational chemistry perspective, Eq. (3.2) appears as an exciting playground
where our theoretical toolkit can be used to determine, in silico, σ(λ) and ϕ(λ) of hitherto
un(der)explored molecules.

3.3 Calculating photoabsorption cross-sections

The theoretical calculation of the photoabsorption cross-section can be approached in two
different ways. One approach is time-dependent, where the photoabsorption spectra are obtained
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from quantum dynamics using the Fourier transform of the nuclear wavepacket autocorrelation
function.[137, 249] Namely,

σ(E) ∝ E

∫ +∞

−∞
dt ei(E+E0)t 〈

χ(R, 0)
∣∣χ(R, t)

〉
, (3.3)

where E is the photon energy, χ(R, 0) is the vibrational wavefunction generated upon the
excitation to a specific electronic state, χ(R, t) is the resulting wavepacket at time t, and E0

is the energy of the initial state. Fig. 3.1a illustrates the procedure. The black Gaussian on
S0 represents the ground-state wavefunction of a molecule. Upon excitation, a wavepacket is
formed that is a coherent linear combination of the vibrational wavefunctions in the excited
state of interest. This corresponds to χ(R, 0) and it is represented by the grey Gaussian
wavefunction located on S1. To compute σ(E), we allow the wavepacket to evolve in the excited
electronic state (χ(R, t), represented by the evolving black nuclear wavefunction on S1), and we
compute the overlap of χ(R, t) with χ(R, 0). The Fourier transform of the overlap signal encodes
the vibronic details of the photoabsorption spectrum. Although this method is theoretically
rigorous, it can be computationally demanding and often requires simplifying assumptions such
as reducing the dimensionality of the molecular system.

Alternatively, one can use time-independent approaches based on the calculation of Franck-
Condon (FC) integrals[250] between the ground and excited-state vibronic wavefunctions (black
and grey Gaussian in S1, Fig. 3.1b). In these methods, we evaluate the vibronically-resolved
absorption spectra based on the probability amplitude for the transition dipole moment. To
go beyond the Condon approximation and account for the dependence of transition dipole
moments on nuclear coordinates, Herzberg-Teller corrections are often added leading to the
Franck-Condon-Herzberg-Teller (FCHT) method.[251] The FCHT method is based on the
harmonic approximation, where both the ground and excited electronic states are represented
by multidimensional harmonic potentials displaced from each other. However, this method can
be inaccurate in molecules with pronounced anharmonicity or dissociative character of the
excited states as is the case for many VOCs.

Vibronic features in photoabsorption spectra are not needed for applications that require
only the centres, intensities, and widths of absorption bands, rather than their precise structure.
In these cases, the simplest method to evaluate photoabsorption cross-sections is to calculate
excitation energies and oscillator strengths at the optimized ground state geometry (the black
circle in S0, Fig. 3.1c) and produce a stick spectrum (Fig. 3.1c). This method is easy to
implement and the transitions can be further broadened by Gaussian or Lorentzian functions.

A consistent improvement to this simplified method is the nuclear ensemble approach
(NEA).[252] The idea behind the NEA is to sample a large number of molecular geometries
(black dots in S0, Fig. 3.1d) from a probability density constructed for the ground electronic
and vibrational state of the molecule of interest, and then to project each of these geometries
onto the desired excited electronic states. By combining all the calculated transition energies
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Figure 3.1: Schematic representation of the different main families of methods to determine
photoabsorption cross-sections. For each method, a scheme of the key elements of the simulation
is presented on the left, with the potential energy curve for the ground (S0) and first excited (S1)
electronic state. The expected shape of a photoabsorption cross-section is shown on the right
(black line), together with a reference experimental spectrum (blue area). a) Time-dependent
methods: the ground-state nuclear wavefunction (black Gaussian in S0) is promoted to S1 and
propagated on this state. b) Time-independent methods: the overlaps between the initial state
of the system (black Gaussian in S0 symbolizing the ground electronic and vibrational state of
the system) and all the vibrational wavefunctions in S1 (black curves in S1) are calculated. c)
Single-point calculations: the minimum-energy structure in S0 is located (black circle on S0),
and the vertical excitation energy to S1 is computed for this nuclear configuration only (the
vertical red line between S0 and S1). d) Nuclear ensemble approach: this method approximates
a quantum distribution representative of the ground-state nuclear wavefunction (grey Gaussian
in S0). From this distribution, different nuclear configurations are sampled randomly (black
dots in S0), and for each of them, a vertical transition to S1 is calculated (as done in (c)).
The resulting spectrum is obtained by averaging over all these (broadened) vertical transitions.
Figure reproduced from Ref. 2
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and oscillator strengths, one can reconstruct a photoabsorption cross-section by convoluting
each transition with phenomenological broadening functions, such as Gaussians or Lorentzians.
The width of the line shapes is typically chosen to be much narrower than the overall widths of
the absorption bands so that it does not affect the simulated band shapes.[252, 253] As such,
the NEA can predict accurate widths, heights, and positions of absorption bands. The NEA
accounts for non-Condon effects, as it correctly captures the dependence of transition dipole
moments on molecular geometry. On the other hand, it completely lacks the description of
vibronic structures, as no information about the nuclear wavefunction(s) in the excited states is
required (right part of Fig. 3.1d). A formal derivation and justification of the NEA have been
already presented[252, 254] and the method has been successfully employed for a broad variety
of molecular systems (e.g., Refs. 255–264). Furthermore, an optimal sampling strategy from a
statistical perspective has been discussed recently.[265]

One key question remains with the NEA: how we can obtain the best approximation for
the ground-state distribution? One possible strategy is to sample the geometries from a Wigner
distribution. Wigner distribution offers a way to map quantum nuclear densities to the classical
phase space, and its combination with the NEA provides superior photoabsorption cross-
sections as compared to thermal sampling.[266] Since the exact Wigner distribution is formally
impossible to obtain for multidimensional molecules, one often resorts in practice to the harmonic
approximation with uncoupled normal modes of the ground-state potential energy surface. For
molecules that are not too anharmonic and for which a proper level of electronic structure
theory can be selected, the NEA combined with Wigner sampling reproduces reasonably well
the positions of the different bands forming a photoabsorption cross-section, as well as their
shape and corresponding intensity.[2] However, its underlying approximations may limit its
performance for molecules like VOCs. From this perspective, sampling the molecular geometries
from MD still appears to be more beneficial for anharmonic, large, and flexible molecular
systems. On one hand, classical MD is a computationally affordable way to sample the ground
state following the Boltzmann distribution taking into account the anharmonicity of the PES.
On the other hand, it does not recover the zero-point vibrational motion and, as a result, the
photoabsorption spectra obtained from such distribution may lead to bands with qualitatively
wrong widths.[266] An alternative approximate method that includes zero-point energy is the
quantum thermostat (QT).[267, 268] In this approach, classical non-equilibrium dynamics is
performed with a generalized Langevin equation that acts as a thermostat to maintain different
normal modes at different frequency-dependent temperatures. A QT simulation is exact for
a system of uncoupled harmonic oscillators but performs well also for anharmonic molecules.
It can accurately sample both high-frequency modes, where quantum effects dominate, and
low-frequency modes, where anharmonic and temperature effects are more important.[269]

To evaluate the performance of the NEA when combined with a Wigner or QT sampling we
show the absorption cross-sections computed for two exemplary oxygenated VOC molecules of
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great interest in atmospheric photochemistry: methylhydroperoxide and 2-hydroperoxy-propanal
(2-HPP).

3.3.1 Computational details

3.3.1.1 Electronic structure

Except where stated otherwise, we employed the same level of theory for all three molecules,
and all electronic-structure calculations were performed with Gaussian 09 revision D.01.[270]
Ground-state (S0) minima and vibrational frequencies were obtained with DFT using the
PBE0[271] functional and the 6-311G∗ basis set. The same level of theory was utilized for
the AIMD simulations using the QT approach as detailed below. Excited-state energies and
oscillator strengths were calculated with linear-response time-dependent DFT (LR-TDDFT)[272–
274] using the Tamm-Dancoff approximation (TDA),[275] at the PBE0/6-311G∗ level. For
methylhydroperoxide, the 6-311+G∗ basis set was employed since diffuse basis functions are
needed to describe the valence-Rydberg mixing in peroxide excited states.[246]

3.3.1.2 Ground-state sampling

Wigner sampling of the vibrational ground state within the harmonic approximation was used as
implemented in the Newton-X 2.0 package.[166] AIMD with QT was performed with the ABIN
code,[276] coupled to the TeraChem v1.9 package for the electronic structure,[277, 278] using
the same ground-state electronic structure level as elsewhere (PBE0/6-311G∗). Parameters for
the thermostat were taken from the GLE4MD webpage,[279] using a target temperature T =
296 K and parameters: Ns = 6, ℏω/kT = 20, strong coupling. The molecular dynamics time
step was ∼ 0.5 fs. The equilibration time was determined by monitoring the convergence of
the average kinetic energy temperature. For molecules with multiple conformers, independent
trajectories starting from a given minimum geometry were performed for each conformer.
Conversion between conformers was only observed in the simulations of 2-HPP and taken into
account for the overall sampling.

3.3.1.3 Spectra calculation

Photoabsorption cross-sections from the NEA were computed with the Newton-X 2.0[166]
package interfaced to Gaussian 09 revision D.01 using the equation[252]

σ(E) = πe2ℏ
2mecϵ0E

Ns∑
J=1

1
Np

Np∑
n

∆E0J(Rn)f0J(Rn)ωs
[
E − ∆E0J(Rn), δ

]
, (3.4)

where E is the photon energy, e the electron charge, me the electron mass, ϵ0 the vacuum
permitivity, and c the speed of light. ∆E0J(Rn) corresponds to the vertical excitation energy
between the ground state 0 and the excited electronic state J , for the n-th sampled molecular
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geometry with corresponding nuclear configuration Rn. f0J(Rn) is the corresponding oscillator
strength at nuclear configuration Rn. ωs

[
E − ∆E0J(Rn), δ

]
is a normalized line shape centred

at energy ∆E0J(Rn) and with a phenomenological width δ. In our calculations, we used a
Lorentzian shape for ωs with a phenomenological broadening of 0.05 eV (default in Newton-X,
discussed in Ref. 252). The first sum runs over Ns electronic states. The second sum runs over
all the Np sampled nuclear geometries. Np is set to 500 for both Wigner and QT sampling, for
each conformer. 500 initial conditions are sufficient to converge the positions and the intensities
of the absorption bands. The overall spectra were evaluated by scaling the contributions of each
conformer with their Boltzmann factors – one conformer for methylhydroperoxide and eight
conformers for 2-HPP. For each molecule, the calculated spectra account solely for the S0 →
S1 transition, which is well separated from the other transitions at higher energy, except for
methylhydroperoxide where the lowest five singlet excited states needed to be considered.

3.3.2 Results and discussion

3.3.2.1 Methylhydroperoxide – limitations of the harmonic approximation

Our first example focuses on methylhydroperoxide, the simplest organic hydroperoxide. Alkyl-
peroxides undergo photolysis which involves the dissociation of OH, H, and O radicals.[246] This
is due to the dissociative nature of their low-lying excited states, primarily of nσ∗ character,
where the σ∗ orbital is anti-bonding with respect to O O or O H bond.[246] The dissociative
nature of the excited states excludes the applicability of the FCHT method for the absorption
spectrum since the excited states do not possess a minimum. This limitation is not shared by
the NEA, which can be applied also in the case of unbound excited states.

Fig. 3.2 offers a comparison between the photoabsorption cross-sections of methylhydroperox-
ide predicted by the NEA, with both Wigner and QT sampling, and the experimental reference.
In contrast with the result of acrolein, the NEA results based on a Wigner or a QT sampling
show noticeable differences. Only the cross-section obtained from a QT sampling exhibits a
good agreement with experimental data. The NEA using Wigner sampling predicts transitions
with a higher oscillator strength in the low-energy range of the spectrum, appearing as sharp
features on the photoabsorption cross-section. While such sharp features could be averaged out
in the NEA spectrum by increasing the number of sampled geometries or adjusting the line
broadening, the problem would persist – the absorption intensity would simply be too high in
comparison to the experimental spectrum.

The issues experienced by Wigner sampling for methylhydroperoxide are disclosed by
analyzing the distributions of bond lengths. Fig. 3.3 shows histograms of O O and O H bond
lengths in the Wigner and QT sampling. The distributions of O O bond lengths are very similar
in the two types of sampling, as might be expected from a rather harmonic bond. However,
the Wigner and QT distributions are surprisingly different when it comes to the O H bond.
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Figure 3.2: Calculated and experimental photoabsorption cross-sections of methylhydroperoxide.
The experimental spectrum was obtained by combining data from Refs. 3 and 4, as recommended
in the MPI-Mainz UV/Vis Spectral Atlas.[5]

The QT sampling predicts O H bond lengths between 0.8 and 1.2 Å, while the distribution is
much broader with Wigner sampling, extending up to 1.6 Å.

Wigner sampling in its practical implementations for molecules – describing a molecule as a
set of uncoupled harmonic oscillators using normal modes described in Cartesian coordinates
– has an inherent problem with sampling soft low-frequency modes.[280, 281] In particular,
rectilinear normal modes used for the Wigner sampling constitute a bad representation of
torsions, as atoms are displaced along the normal mode vectors, i.e., along straight lines,
being sheared instead of rotated.[269, 280, 282, 283] For light atoms such as hydrogen, this
causes too large interatomic displacements. In the particular case of methylhydroperoxide,
the O H stretching mode itself is well described, but the issue emerges when the low-energy

C O O H torsion mode is sampled. The poor sampling of this torsional mode leads to an
artificial stretching of the O H bond with no energy penalty.

But how does this biased O H distribution end up affecting the photoabsorption cross-
section then? Looking back at the results presented in Fig. 3.2, we can analyze the electronic
characters of the transitions resulting in the peaks with a high oscillator strength in the
NEA/Wigner spectrum. This analysis reveals that these high peaks correspond to transitions
with a nσ∗ character, where the σ∗ orbital is anti-bonding with respect to the O H bond.
This character corresponds to an S0 → S2 transition at the minimum-energy geometry, but
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Figure 3.3: Distribution of O O (left) and O H bond lengths (right) in methylhydroperoxide
for a sampling obtained from a Wigner distribution (upper panels) or a QT dynamics (lower
panels). The insets show the spatial distribution of hydrogen atoms from the OH group in the
500 geometries obtained from the two types of sampling.

the energy of this transition decreases sharply when the O H bond is elongated. In addition,
the nσ∗ (O H) transition is characterized by a larger oscillator strength than the (O O) nσ∗.
Hence, the artificial elongation of the O H bond caused by the Wigner sampling leads to the
appearance of artificial high-intensity of the nσ∗ (O H) transitions in the lower spectral range
that contaminates the overall cross-sections. The QT removes this artefact as the dynamics per
se do naturally account for the couplings between the different normal modes, proving a more
reliable sampling procedure for this molecule.

3.3.2.2 2-hydroperoxy-propanal — on the use of SARs for photoabsorption
cross-sections

Unlike methylhydroperoxide, the photophysics and photochemistry of most atmospheric VOCs
have not been characterized experimentally. For such compounds, other strategies were proposed
to estimate their photoabsorption cross-sections such as SARs, where molecular properties are
inferred based on chemically similar compounds for which accurate measurements are available.
For instance, the photoabsorption cross-section of a multifunctional molecule may be estimated
based on smaller monofunctional fragments, each containing one of the functional groups of
the parent multifunctional molecule (for example, see Refs. 87 and 284). Peeters et al. used
this strategy in their study of the photolysis of α-hydroperoxy-carbonyls — molecules that
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contain both a peroxide and a carbonyl moiety.[6] The composite photoabsorption cross-section
of 2-HPP (the left structure in Fig. 3.4) was estimated from the sum of photoabsorption cross-
sections of methylhydroperoxide and propanal (right structures of Fig. 3.4). Due to possible
intramolecular interactions (e.g., H-bonding) between the two functional groups in 2-HPP, the
total composite photoabsorption cross-section was multiplied with an enhancement factor that
was estimated from the data of chemically similar β-hydroperoxy-carbonyls.[6]

Figure 3.4: Calculated and experimental photoabsorption cross-sections of 2-HPP. The theoreti-
cal composite spectrum was obtained by combining the calculated photoabsorption cross-sections
of methylhydroperoxide and propanal, depicted on the right inset (see text for additional details).
The experimental composite spectra were digitized from Ref. 6.

The experimental composite and scaled composite spectra of 2-HPP are shown in Fig. 3.4
(dashed lines). To validate our approach, we first reproduced the unscaled experimental composite
spectra fully by theory, combining the NEA photoabsorption cross-sections of propanal and
methylhydroperoxide (as calculated in Fig. 3.2). For methylhydroperoxide, we took our best
result based on QT sampling, while the propanal cross-section was calculated using Wigner
sampling. Overall, the theoretical and experimental composite spectra agree very closely.
However, the theoretical approaches described in this work allow us to study the original 2-HPP
molecule itself, bypassing the use of SARs. The photoabsorption cross-section of 2-HPP was
calculated with the NEA using two sampling procedures – Wigner and QT – accounting for
the eight low-energy conformers of the molecule. Note that the flexibility of 2-HPP and its
numerous conformers in the ground and excited (S1) state complicates the use of the FCHT
method – the harmonic approximation not being reliable for several of the nuclear-wavefunction
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overlaps calculated, we omitted the results of this approach. The NEA results from a QT or
Wigner sampling (Fig. 3.4) are in good agreement in this example. More importantly, these
results clearly indicate that there is a sizable increase in absorption intensity as compared to
the theoretical composite spectra, but the enhancement is significantly smaller than the one
predicted by scaling reported in earlier work. This result is corroborated by the analysis of the
photoabsorption cross-section of the main conformers as shown in Fig. 3.5. The spectra for the
conformers 1c and 1d – which do not have an intramolecular H-bond between the carbonyl
group and the hydrogen of the peroxide moiety – are on the order of 1 × 10−19 cm2 molecule−1,
consistent with a nπ∗ transition. In contrast, the conformers 1a and 1b – with intramolecular
H-bond – have a larger photoabsorption cross-section than the others due to the perturbation
that the H-bond exerts on the n and π∗ orbitals involved in the electronic transition. This shows
that using SARs bears a risk of over- or underestimating the photoabsorption cross-sections,
but this risk can be assessed by using the theoretical approaches described here.

Figure 3.5: Calculated photoabsorption cross-sections of 2-HPP conformers exhibiting different
intramolecular interactions. The conformers labelled 1a and 1b have intramolecular H-bonds
and exhibit a larger spectral enhancement as compared to conformers 1c and 1d that does not
have intramolecular H-bonds.

Having detailed the methodologies to compute σ(λ) for VOCs we can now turn our attention
to the second observable required to compute J following Eq. (3.2), namely ϕ(λ).
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3.4 Calculating the wavelength-dependent quantum yield

The wavelength-dependent quantum yield, ϕ(λ), can be predicted by using nonadiabatic
molecular dynamics simulations, which allow us to investigate the products formed after
photoexcitation and their respective yields. For molecular systems in their full dimensionality,
methods like the AIMS[183, 185] or TSH would be preferred.[253] The wavelength dependence
of the quantum yield can be recovered by carefully selecting the initial conditions for the
nonadiabatic dynamics. From the ground-state sampling – Wigner or QT – we obtain, in
addition to the nuclear geometries, a set of nuclear momenta. The combination of a nuclear
geometry plus nuclear momenta constitutes a given initial condition for the nonadiabatic
dynamics. Hence, by dividing the calculated σ(λ) in different excitation windows, we can select
for each window a set of initial conditions for the nonadiabatic dynamics. Once the excited-state
dynamics for each of these initial conditions have been performed, one can monitor the formed
photoproducts and assign, for each wavelength window, a ratio of photoproducts – a proxy for
a quantum yield at this given wavelength. Combining all the windows will therefore provide
an estimation of the wavelength-dependent quantum yield for each photolysis product. This
strategy was tested in Ref. 246 for the tert-butyl hydroperoxide and will be applied for the
2-HPP in chapter 5.

3.5 Conclusions

In this chapter, we have illustrated the protocol to calculate in silico the photolysis rate constant
(J) for VOCs. For transient VOCs, where experimental studies are extremely scarce and the
results are usually estimated using SARs based on proxy molecules, this theoretical protocol
provides a systematic tool to supplement or even supersede experimental results. In particular,
two key observables are required to solve Eq. (3.2), namely the photoabsorption cross-section
(σ(λ)) and photolysis quantum yield (ϕ(λ)).

The calculation of the photoabsorption cross-section of VOCs can be approached using
several computational methodologies. The FCHT technique is a valuable tool if such molecules
are rather rigid, exhibit bound excited electronic states, and only one conformer is predominant.
However, VOCs often do not follow these prescriptions and the NEA constitutes an excellent
alternative. The NEA can predict the correct widths, heights, and positions of absorption bands,
which is sufficient for most atmospheric applications, such as the evaluation of J . However, one
should be extremely cautious about the sampling of ensemble configurations when using the
NEA. Due to the limitation of thermal sampling, we have investigated and compared here the
performance of two quantum sampling approaches for VOCs – Wigner and QT. We showed
that QT sampling appears superior to the simple Wigner distribution in situations where
low-frequency anharmonic modes may affect the computed photoabsorption cross-sections. Such
situations are not uncommon, as shown in this work for the example of methylhydroperoxide
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but are less important in molecules such as 2-HPP due to the nature of their excited state.
Despite this advantage, QT sampling is significantly more computationally expensive than
using the simple Wigner approach.

Once the photoabsorption cross-section is calculated, one can select the initial conditions
based on their excitation energy. Each selected initial condition provides the starting point
for a nonadiabatic dynamics simulation which allows us to investigate the photoproducts and
their respective yields. More details about the wavelength-dependent will be given in chapter 5
where we will examine the photolysis of the 2-HPP.
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Caveat when using ADC(2) for studying the photochemistry of

carbonyl-containing molecules

In accordance with the University of Bristol guidance on the integration of publications as
chapters within a dissertation, I declare this chapter was previously published in Physical
Chemistry Chemical Physics.[285] My role in this study, as the first author of the publication,
was to devise the methodology, run the calculations, collect and analyze the data, and write
the paper. Antonio Prlj and Basile F. E Curchod wrote and reviewed the paper and supervised
the overall project.

4.1 Introduction

In chapter 3, I have shown how computational chemistry simulations can help predict exper-
imental observables, specifically in calculating the photolysis rate constant of VOCs. To do
this, two main ingredients are required: the photoabsorption cross-section and the photolysis
quantum yield. Although I illustrated that theory is capable of accessing these components,
we didn’t clarify the role of electronic-structure methods in this procedure. As we discussed
in chapter 2, the solution of the TISE gives us access to the energies and properties of elec-
tronic states. This provides us with excitation energies and oscillator strengths necessary to
compute the photoabsorption cross-section. Additionally, electronic-structure methods allow
us to calculate adiabatic forces and non-adiabatic coupling terms, required to determine the
wavelength-dependent quantum yield.

To calculate the photoabsorption cross-section using the NEA method, we need to sample
the ground-state nuclear wavefunction. The regions of the configuration space that need to be
sampled are those around the different ground-state minimums. In most cases, the ground state
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of VOCs is well represented by a single electronic configuration, which makes single-reference
methods a practical choice. Then, the problem of computing the photoabsorption cross-section is
reduced to the accuracy at which the excitation energies and oscillator strengths are determined.
LR-TDDFT is a widely used method for this purpose due to its low computational cost, which
allows the treatment of large molecules with hundreds or thousands of atoms. A competitor to
LR-TDDFT is the ADC(2). Despite not being as computationally affordable as LR-TDDFT, it
is generally more accurate[225] and also not as computationally cumbersome as multireference
approaches.

When we turn our attention to the photolysis quantum yield, choosing the appropriate
electronic-structure method becomes more troublesome. Upon photoexcitation, the molecule
experiences a different electronic potential which may lead the system to explore regions of
the configuration space far from the ground state minimum. For instance, during a homolytic
bond breaking – a typical case of the photolysis of VOCs, the ground state acquires a multi-
configurational character since the σ and σ∗ orbitals become degenerate. In these cases, one
is almost always forced to fall back towards multireference methods. However, more subtle
situations can occur during the excited state dynamics where the quality of the electronic
properties computed with single-reference methods decreases dramatically even without a
bond cleavage. Over the years, different failures of LR-TDDFT have been documented for
certain types of excited states (e.g., charge-transfer states and doubly-excited states) as well
as the situations where DFT ground state reference itself is not well described by a single
closed shell configuration.[286] Importantly, gaining knowledge on the failures of LR-TDDFT
approximations has also contributed to the better use of this electronic-structure method.

Interestingly, the same awareness is instead not fully mature for ADC(2), and the possible
flaws that may affect the reliability of ADC(2) are still not fully explored. Here, we highlight
what appears to be a systematic issue of ADC(2) in describing some electronic states of
molecules bearing a carbonyl group, which concerns a large class of molecules like chromophores,
nucleobases, or atmospheric VOCs. Such systems possess characteristic low-lying singlet excited
state of n(O)π∗(C O) character (shortened by nπ∗ in the following), where n(O) is the lone
pair orbital associated with the oxygen of the carbonyl group and π∗(C O) refers here to an
unoccupied π-type orbital localized either fully on the carbonyl functional group or partially
when delocalization is possible. We start our investigation by examining the ADC(2) excited-
state dynamics of small molecules bearing carbonyl moiety. Fig. 4.1 shows the time evolution
of the ground (full) and excited (dashed) state electronic energies following the molecular
dynamics initiated by a nπ∗ photoexcitation. The electronic states were computed with the
spin-component-scaled (SCS) variant of MP2/ADC(2), which was recently shown to improve
the potential energy surfaces,[287] combined with an SVP basis set – in the following, we will
note SCS-MP2/ADC(2) to denote the combination of SCS-MP2 for S0 and SCS-ADC(2) for
the excited states. Inspecting the time trace of the electronic energies for five different carbonyl-
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containing molecules, namely formaldehyde, (anti-)acrolein, pyrone, 2-hydroperoxy-propanal
(2-HPP), and oxalyl fluoride, reveals a common feature: all the systems appear to possess
an easily accessible nonradiative decay channel via an S1/S0 crossing, achieved by ultrafast
elongation of the C O bond.

Figure 4.1: Time evolution of the electronic energies of the excited (dashed) and S0 (solid) states
of formaldehyde (purple), acrolein (blue), pyrone (dark green), 2-HPP (light green) and oxalyl
fluoride (yellow), following an excited-state molecular dynamics initiated in a nπ∗ electronic
state (SCS-MP2/ADC(2)).

Interestingly, a similar nonradiative pathway showed up in the excited-state dynamics of
the nucleobase thymine, accounting for 61% of radiationless decay in the gas phase,[288] and
54% in water.[236] The decay channel associated with C O elongation was also identified in
a guanine derivative,[289] though it was argued that other deactivation mechanisms would
prevail. Interestingly, all these studies employed ADC(2) method. As such, a nonradiative decay
channel mediated by the C O elongation appears to be a general and well-established feature
in the excited-state dynamics of carbonyl-containing molecules. Can it really be the case? In
fact, more systematic studies of cytosine[123, 290] and guanine[291] derivatives photophysics
cast some doubt on these observations. In these studies, ADC(2) predictions were compared to
the results from a high-level multireference method, finding some conspicuous discrepancies.
What does that mean for the molecules shown in Fig. 4.1? We will show in the following that
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such an easily accessible deactivation pathway is an artefact of the MP2/ADC(2) method that
end users should be aware of.

4.2 Computational details

The following electronic-structure methods were used in this work: MP2,[226] (strict) ADC(2)
and SCS-ADC(2),[225, 228, 229] CC at the second order (CC2)[229, 292] and SCS-CC2,[293],
DFT[294, 295] and LR-TDDFT,[272, 274], SA-CASSCF,[203], XMS-CASPT2,[213, 215] in its
Single-State, Single-Reference (SS-SR, used if not stated otherwise) and Multi-State, Multi-
Reference (MS-MR) versions,[214], and multi-reference CISD (MR-CISD).[212] The calculations
were performed with Gaussian09[270] (DFT and LR-TDDFT), Turbomole 7.3[296] (MP2,
ADC(2), SCS-ADC(2), CC2 and SCS-CC2), BAGEL 1.2[297] (SA-CASSCF, SS-SR-XMS-
CASPT2), and MOLPRO 2012.1[298] (SA-CASSCF, MS-MR-XMS-CASPT2, and MR-CISD)
program packages.

The PBE0 exchange-correlation functional was used for all DFT and LR-TDDFT calculations,[271]
within the TDA. MP2, ADC(2), SCS-ADC(2), CC2, and SCS-CC2 were performed with frozen
core and the resolution of the identity (RI).[299] The standard scaling factors were used for
SCS-ADC(2) and SCS-CC2. BAGEL calculations were performed using Density Fitting (DF)
and frozen core. DF and frozen core approximations were not utilized in MOLPRO calculations.
All XMS-CASPT2 calculations employed a real vertical shift of 0.5 Hartree. The Karlsruhe
basis sets def2-SVP and def2-TZVP were employed[300–302] – a def2-SVP basis set should be
assumed if not stated otherwise.

For each molecule studied in this work, a linear interpolation in the internal coordinates
(LIIC) pathway was calculated between the Franck-Condon geometry (minimum on the S0

potential energy surface, optimized at SCS-MP2/def2-SVP level of theory) and the S1/S0

crossing points (SCS-MP2/def2-SVP for S0 and SCS-ADC(2)/def2-SVP for S1). The minimum-
energy crossing points close to the Franck-Condon region were located with CIOpt.[303] We note
that while the CIOpt code in principle returns minimum-energy conical intersections (MECI),
we prefer to coin the geometries obtained in this work “crossing points” (CPs) given that
ADC(2) does not describe adequately the branching space of S0/S1 conical intersections.[233]

Trajectory surface hopping dynamics employed Tully’s fewest switches algorithm and were
performed with Newton-X version 2.0[166] using the Turbomole interface and the ADC(2)
implementation discussed in Ref. 234. The initial conditions were randomly selected from a
Wigner distribution for uncoupled harmonic oscillators, generated from a ground-state optimized
geometry and corresponding vibrational frequencies obtained at the SCS-MP2/def2-SVP level of
theory. The excited-state dynamics were initiated in a nπ∗ state for all molecules and employed
a time step of 0.5 fs. Trajectories were stopped whenever they reached a region of configuration
space where the S1/S0 energy gap was smaller than 0.01 eV. The default parameters of Newton-X
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were employed for all dynamics.

4.2.1 Active spaces for multireference methods

To describe accurately the molecular reactivity with multireference methods is crucial to
identify a meaningful set of configurations. For carbonyl-containing molecules considered in
this work, at the FC point, the S0 electronic state is a closed-shell configuration while the
S1 electronic state can be identified as a nπ∗ excited state. Then, these two electronic states
are described by the n(O) and π∗(C O) orbitals which provide a small, yet sufficient, active
space. To have a better description of the electronic structure of the molecule along the C O
stretching we augment this minimal active space. Fig. 4.2 presents the natural orbitals used
as reference for the following calculations: XMS(2)-CASPT2(6/5) for formaldehyde, XMS(2)-
CASPT2(6/5) for acrolein, XMS(3)-CASPT2(6/5) for pyrone, XMS(4)-CASPT2(12/9) for
2-HPP, and XMS(3)-CASPT2(8/6) for oxalyl-fluoride.

Figure 4.2: SA-CASSCF natural orbitals (isovalue of 0.1) employed as reference for the XMS-
CASPT2 calculations. Top to bottom: formaldehyde, acrolein, pyrone, 2-HPP, and oxalyl
fluoride.

For formaldehyde, we have added the π(C O), σ(C O) and σ∗(C O) orbitals. For acrolein
and pyrone, we have augmented the minimal active space with the additional π(C O), π′, and
π′∗ orbitals. For 2-HPP we have included the π(C O) orbital, two σ and σ∗ pairs located on
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the C O and O O moieties, and two n orbitals of O O moiety. Finally, for the oxalyl fluoride,
we use minimal active with the additional π(C O) orbital. Taking into account the symmetry
of the molecules it results in eight electrons and six orbitals.

4.3 Results and discussion

To highlight the artificial nature of these nonradiative pathways, we optimized the S0 minimum
geometry – the FC point – with SCS-MP2/def2-SVP and the S1/S0 crossing point (S1/S0 CP)
with SCS-MP2/ADC(2)/def2-SVP. In Fig. 4.3, we then interpolated geometries in internal
coordinates between these two critical points and computed electronic energies both with SCS-
MP2/ADC(2) and XMS-CASPT2/def2-SVP. Surprisingly, XMS-CASPT2 shows an entirely
different behaviour when the C O bond is extended beyond 1.4 Å. The intersection observed
between S0 and S1 (nπ∗) at the SCS-MP2/ADC(2) level is not present at the XMS-CASPT2
for all molecules. Any attempt to locate the crossing at the XMS-CASPT2 level did not lead to
a structure resembling the S1/S0 CP of SCS-MP2/ADC(2). In other words, SCS-MP2/ADC(2)
suggests the presence of an easily accessible S1/S0 CP, while XMS-CASPT2 strongly indicates
that the crossing is not easily accessible – whether it is much higher in energy or does not
exist at all. Importantly, such a discrepancy between the two methods is systematic for all five
molecules.

Let us now focus on the case of formaldehyde to gain deeper insights into this issue. Fig. 4.4
shows the same electronic-energy profiles as in Fig. 4.3 but now for five different methods:
TDA-PBE0/def2-SVP (grey), SCS-ADC(2)/def2-SVP (black), XMS(2)-CASPT2(2/2)/def2-
SVP (red), XMS(2)-CASPT2(4/3)/def2-SVP (blue) and MR-CISD(4/3)/def2-SVP (green).
The high-level methods XMS(2)-CASPT2(4/3) and MR-CISD both agree on the absence of an
intersection at the SCS-MP2/ADC(2) S1/S0 CP geometry. The D1 diagnostic (dashed orange)
measures the degree of multiconfigurational character for the MP2 ground state. The quick
D1 surge beyond the recommended limit value of 0.04[304] (and even the less conservative
value of 0.1 proposed by others[305]) indicates that the S0 state acquires a multiconfigurational
character along the pathway. In other words, the single-reference wavefunction that serves as a
reference for perturbation theory is no longer adequate for large D1 values. Interestingly, the
PBE0 ground state appears to have an incorrect shape in comparison to high-level methods,
but as the S1 electronic energies are also raising steeply along the profile, the S1/S0 CP is
(fortuitously) avoided.

The artificial S1/S0 CP of SCS-MP2/ADC(2) can be explained as the combination of two
recurring factors for all molecules bearing a carbonyl group: (i) the MP2 ground state is not
adequate and overestimates the S0 energy when stretching the C O bond and (ii) the curvature
of the n→ π∗ state along the CO stretching coordinate is too small. The poor description of S1

can be correlated with an increasing contribution of doubly-excited configurations along the
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Figure 4.3: Electronic energies along a LIIC between the FC and the S1/S0 CP for: (a)
formaldehyde, (b) acrolein, (c) pyrone, (d) 2-HPP, and (e) oxalyl fluoride, as obtained with
SCS-MP2/ADC(2)/def2-SVP (black) and XMS-CASPT2/def2-SVP (blue). A solid (dashed)
line is used for S0 (S1), and a dotted orange line for the C O bond length.

interpolation pathway, highlighted by the increasing %T2 in Fig. 4.5. Such contributions cannot
be optimally described by ADC(2) since the treatment of double excitations in ADC(2) is very
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Figure 4.4: Electronic energies along a linear interpolation in internal coordinates between the
FC and the S1/S0 CP for formaldehyde as obtained with SCS-ADC(2) (black), TDA-PBE0
(grey), XMS(2)-CASPT2(2/2) (red), XMS(2)-CASPT2(4/3) (blue) and MR-CISD (green). A
solid (dashed) line is used for S0 (S1), and a dotted orange line for the D1 diagnostic.

limited.[225] Finally, the point (ii) resonates with earlier findings that ADC(2) was inaccurate
in describing the nπ∗ state of cytosine,[287] (even if SCS-ADC(2) was shown to perform better),
while it has been pointed out that ADC(2) performs less accurately when describing nπ∗

transition, yielding too low frequencies associated with the carbonyl stretching.[229] Another
study also showed that ADC(2) already overestimate the C O bond length of formaldehyde at
its S1 minimum.[306]

Based on the considerations above, we could reproduce the S1/S0 CP using XMS-CASPT2
by employing the minimal active space constituted only by two electrons in n(O) and the
π∗(C O) (XMS(2)-CASPT2(2/2) in Fig. 4.4). Such a small active space does not include the
π orbital, which is a key contributor to the multiconfigurational character of the S0 along the
pathway when the closed-shell configuration starts to strongly mix with a ππ∗ contribution as
highlighted in the top panel of Fig. 4.5. As a result, XMS(2)-CASPT2(2/2) leads, as for MP2,
to a poor description of the ground-state reference wavefunction on which perturbation theory
is applied, ultimately leading to a failure of the method when reaching the S1/S0 CP region
(in stark contrast with XMS(2)-CASPT2(4/3) and MR-CISD, both including the π orbital).
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Figure 4.5: Contributing configurations to the MS-MR-XMS(2)-CASPT2(4/3)/def2-SVP wave-
functions along the formaldehyde LIIC pathway: closed shell (CS) configuration, singly-excited
configurations nπ∗ and ππ∗, and doubly-excited configuration obtained from the promotion of
a n and a π electron to the π∗ orbital (n+π → π∗). These configurations are plotted along the
LIIC for the ground-state (upper panel) and first excited-state (lower panel) wavefunctions.
The %T2, computed at the SCS-ADC(2)/def2-SVP level of theory, is shown for S1 with an
orange dotted line.

Therefore, the failure of XMS-CASPT2 caused by the small active space appears to mimic that
of SCS-ADC(2).

The very same trends are systematically reproduced for the other four compounds, as
depicted in Fig. 4.6. Hence, our observations point towards (i) a too shallow S1(nπ∗) along
the elongation of the CO bond combined with (ii) a bad reference for MP2 destabilizing too
rapidly the ground state to explain the fast and artificial decay observed in the excited-state
dynamics. We note that the point (ii) resonates with earlier findings that ADC(2) tends to
have energy gaps between S1 and S0 closing too rapidly even still far from the crossing region
(e.g., Refs. 307, 308).

Finally, in Fig. 4.7, we investigated the case of the aforementioned thymine nucleobase.
Our rational explanation for the failure of both ADC(2) and XMS(2)-CASPT2(2/2) is clearly
confirmed for this additional molecule: both ADC(2) and XMS(2)-CASPT2(2/2) predict an
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Figure 4.6: Electronic energies along the LIIC pathway for formaldehyde as obtained with XMS-
CASPT2(2/2)/def2-SVP (red) and XMS-CASPT2(4/3)/def2-SVP (blue) for (a) formaldehyde,
(b) acrolein, (c) pyrone, (d) 2-HPP, and (e) oxalyl fluoride. We note that for oxalyl fluoride, the
(4/3) active space was unstable and had to be replaced by an (8/6). A solid line is used for S0
and a dashed line for S1. The C O bond length is given by an orange dotted line.

artificial S1/S0 crossing, which is verily avoided when using a suitably high level of theory
(XMS(5)-CASPT2(12/9)).
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Figure 4.7: Electronic energies along the LIIC pathway for thymine as obtained with SCS-
ADC(2)/SVP (black), XMS(2)-CASPT2(2/2)/SVP (red) and XMS(5)-CASPT2(12/9)/SVP
(blue). A solid line is used for S0 and dashed line for S1. The D1 diagnostic for the SCS-MP2
ground state is shown with a dotted orange line.

4.4 Conclusions

The electronic-structure method ADC(2) is gaining prominence in describing the photochemistry
and photophysics of organic molecules, but its pitfalls still need to be fully uncovered. The
unexpected failures of ADC(2) for carbonyl-containing compounds were discussed in several
case studies but the systematic nature of these errors in the context of S1/S0 crossing points has
not been widely recognized. The recurrence of artificial S1/S0 crossings upon C O elongation
closely resembles the predictions from multireference methods with an inadequate active space,
which prevents the proper description of both ground and excited state, and leads to the
unphysical nonradiative decay channels in molecular dynamics. Similar issues are expected for
molecules bearing a C S group, based on the results presented in Ref. 309. Considering the
omnipresence of C O functional group and the increasing interest in using ADC(2) to study
photochemical deactivation pathways, our current findings should serve as a warning bell for
future research in the field.
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This illustration represents the transient atmospheric volatile organic compound 2-
hydroperoxypropanal, which, upon sunlight absorption, releases either singlet O2 or an OH
radical.
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A theoretical perspective on the actinic photochemistry of

2-hydroperoxypropanal

In accordance with the University of Bristol guidance on the integration of publications as
chapters within a dissertation, I declare this chapter was previously published in the Journal of
Physical Chemistry A.[310] My role in this study, as the first author of the publication, was
to devise the methodology, run the calculations, collect and analyze the data and write the
the paper. Antonio Prlj and Basile F. E Curchod have written and reviewed the paper and
supervised the overall project. On the previous page, we report our cover art published on the
front page of the Journal of Physical Chemistry A.

5.1 Introduction

The carbonyl functional group can be found in a wide range of atmospheric VOCs, and the
examples presented in the preceding chapter are merely a limited selection of the many diverse
molecules that may contain this group. Another relevant class of carbonyl-containing molecules
are the hydroperoxyaldehydes (HPALDs). HPALDs, which have a structure similar to acrolein
and are produced from atmospheric degradation of isoprene, have become a focus of extensive
research due to their link to a newly discovered mechanism that results in OH recycling. As OH
radical is an essential component of daytime oxidative reactions, it is imperative to accurately
model its formation and depletion mechanisms to develop reliable atmospheric models like the
MCM.

In the troposphere, HPALDs are mainly formed via 1,6 H-shifts of the isoprenyl-peroxy
radicals[311, 312] and, upon formation, they promptly photolyze to regenerate OH.[87, 88, 313]
Interestingly, this newly discovered mechanism partially explain the discrepancies between the
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unexpectedly high OH concentration registered over the Amazon forest in comparison with
the predictions of atmospheric models.[314] Research on the HPALDs has provided a prime
example of how the photolysis of VOCs can influence the atmospheric balance, emphasizing
the critical need for a thorough investigation of VOC photochemistry.

Another class of VOCs structurally similar to HPALDs are the α-hydroperoxycarbonyls.
They are formed through isoprene oxidation[315, 316] or as intermediates in the ozonolysis of
ethylene.[317] In analogy with HPALD, the photochemistry of α-hydroperoxycarbonyls requires
a thorough investigation, as their photolysis can serve as a potential OH recycling channel.
Nevertheless, the photochemistry of multi-chromophoric VOC molecules like α-hydroperoxy-
carbonyls is tremendously challenging to investigate experimentally. Consequently, photolysis
rate constants are not directly available for most relevant α-hydroperoxycarbonyls. Recent
work has experimentally estimated a sizable photolysis rate constant for 3-hydroperoxy-4-
hydroxybutan-2-one, a molecule from the family of α-hydroperoxycarbonyls, hypothesizing that
it would release OH upon light absorption.[318] In addition, theoretical and computational
photochemistry, aided by SARs, was used to unravel the photodissociation mechanism of
simple α-hydroperoxycarbonyls, identifying a 1,5 H-shift followed by the elimination of O2

as a primary photolytic pathway and estimating the corresponding J values. Photolysis via
internal conversion was predicted to be faster than the processes involving ISC based on SAR
considerations.

In the following, we make use of the protocol designated in chapter 3 to study the photo-
chemistry of α-hydroperoxycarbonyls. As an instructive model system, we examine the 2-HPP
– one of the smallest molecules discussed in Ref. 6. The fully in silico protocol – based on
quantum-chemical calculations and excited/ground-state dynamics simulations – gives us direct
access to experimental observables connected to the photolysis of 2-HPP and offers insights into
the mechanisms underlying each of the possible photochemical pathways, both in the excited
and ground electronic state.

5.2 Computational details

5.2.1 Photoabsorption cross-section and initial conditions

The twelve conformers identified in Ref. 6 were optimized with SCS-MP2 and a def2-SVP
basis set.[300–302] Harmonic vibrational frequencies at the ground-state minima and the
thermochemistry were evaluated employing the same level of theory. Based on the calculated
free energies, the seven conformers within 10 kJ/mol from the global minimum (conformer 1a –
see Fig. 5.1) have been selected and their photoabsorption cross-section calculated using the
NEA/Wigner approach.

For each conformer, a Wigner distribution for uncoupled harmonic oscillators was constructed
and used to sample 500 geometries. For each geometry, vertical transitions and oscillator
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Figure 5.1: Geometries of the seven rotational isomers of 2-HPP and the corresponding relative
free energies computed at SCS-MP2/def2-SVP.

strengths were evaluated with SCS-ADC(2)/def2-SVP. All spectral transitions were broadened
with Lorentzians using a phenomenological broadening of 0.05 eV. The resulting photoabsorption
cross-section for each conformer was obtained by averaging the contribution of all 500 geometries
using the NEA. The total photoabsorption cross-section for 2-HPP was then calculated by
adding the contribution from each conformer, scaled by the appropriate Boltzmann factor. The
NEA and the spectrum were calculated with Newton-X version 2.0.[166]

All SCS-MP2 and SCS-ADC(2)[225] calculations were performed with frozen core and the
RI[299] using Turbomole 7.3.[296] D1 diagnostic was employed as an approximate measure of
the multireference character of MP2 ground state.[305]

5.2.2 Critical points on potential energy surfaces and linear interpolation in
internal coordinates

For the lowest-energy conformer (1a), different critical points on the potential energy surfaces
of 2-HPP were located. The FC point, i.e., the ground-state minimum energy geometry, the S1

minimum, and a transition state towards a proton-coupled electron transfer in S1 were obtained
with SCS-ADC(2)/def2-SVP. MECIs, the biradical ground-state minimum, and the transition
state were located with XMS(3)-CASPT2(12/9) with a cc-pVDZ[319] basis set using BAGEL
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1.2.[297] All XMS-CASPT2 calculations reported in this work used DF, the SS-SR contraction
scheme, and a real vertical shift of 0.5 Hartree. LIIC pathways were generated to connect the
different critical points. The active space for XMS-CASPT2 calculations was designed to ensure
a proper description of the potential energy surfaces for the proton-coupled electron transfer,
the 1O2 release, the OH and OOH photodissociation, as well as the conservation of total energy
during the excited-state and ground-state dynamics. The orbitals included are depicted in
Fig. 4.2.

5.2.3 Excited-state dynamics and quantum yields

The excited-state (nonadiabatic) dynamics simulations were performed with the TSH algorithm.[117]
The nonadiabatic couplings were obtained by using the wavefunction overlap scheme, and the
kinetic energy was adjusted by rescaling the nuclear velocity vector following a successful hop.
The electronic populations were corrected to prevent overcoherence using the energy-based
decoherence correction of Granucci and Persico.[177]

All TSH trajectories were initiated in the first excited electronic state S1, starting from
initial conditions sampled randomly from a harmonic Wigner distribution for conformer 1a
(and 1c). In total, 166 (conformer 1a) and 80 (conformer 1c) trajectories were propagated. All
TSH dynamics were performed using SCS-ADC(2)/def2-SVP for the electronic structure, with
a time step of 0.5 fs using Newton-X coupled with Turbomole.[234] The TSH trajectories were
propagated for a maximum of 100 ps. Since 2-HPP contains a carbonyl moiety it is affected by
the artificial non-reactive conical intersection described in chapter 4. All trajectories exhibiting
this S1/S0 non-reactive conical intersection (NRCI) were discarded (their statistics are discussed
in Sec. 5.3.3).

A special treatment was required for those trajectories approaching the S1/S0 following
proton-coupled electron transfer in S1 due to enhanced biradical character of the ground elec-
tronic state and the need for an adequate description of the intersection seam and nonadiabatic
transitions (see Sec. 5.3.1 for a full discussion). In this particular case, a TSH trajectory using
SCS-ADC(2)/def2-SVP would be terminated when the S1/S0 energy gap gets lower than
0.01 eV. One would then backtrack the trajectory up until 15 fs, monitoring the value of the
D1(MP2) diagnostic to determine the last time along the SCS-ADC(2) TSH trajectory that can
be trusted, that is when the D1 diagnostic is less than 0.075 following the recommendation of
Ref. 305 (note that large D1 values indicate an increased multireference character of the ground
state). The nuclear coordinates and velocities at this specific time then serve as a restart for
the TSH dynamics now employing multireference XMS(3)-CASPT2(12/9)/cc-pVDZ electronic
structure, using a time step of 0.25 fs (the reduced time step is necessary due to the high kinetic
energy of the trajectories when transferring back to S0). We ensure that, at the restarting
point, we retrieve the correct set of orbitals. While this is usually the case, when the set of
active space orbitals is not recovered, we chose the closest point for which we can optimize
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the correct active space orbitals and electronic state characters. The validity of this switch
between methods is further discussed in Sec. 5.3.1. In total, four trajectories (one for 1a, three
for 1c) have been discarded due to the impossibility of recovering the proper active space for
XMS(3)-CASPT2(12/9) within the 15 fs preceding the crossing point.

For the trajectories leading to the 1O2 release, the strong destabilisation of the closed-shell
character can lead to instabilities in the XMS(3)-CASPT2(12/9) calculations. We closely
monitored the variation of the total energy along these trajectories: for each trajectory, if
more than four discontinuities of more than 0.05 eV each (but less than 0.25 eV – only three
trajectories for 1a and none for 1c have a discontinuity of more than 0.2 eV) in the total energy
were observed, the trajectory was stopped and restarted before the first discontinuity occurred,
using XMS(2)-CASPT2(12/9). Here, only the two lowest states with biradical character are
included in the state average allowing for consistent total energy conservation. All TSH dynamics
employing XMS-CASPT2 were performed with the SHARC 2.1 code.[168, 320]

5.2.4 Spin-orbit coupling matrix elements

Spin-orbit coupling matrix elements were calculated with SA(3S,3T)-CASSCF(12/9)/cc-pVDZ
using Molpro 2012.1,[298] using the same active space as for all XMS-CASPT2 calculations.
For each matrix element calculated, we ensured that the electronic character of the states
considered matched between SA-CASSCF and SCS-ADC(2). The magnitude of the spin-orbit
coupling between the singlet S1 and triplet Tn electronic state is calculated as SOCS1/T1 =√∑1

MS=−1
∣∣HS1/T

MS
n

SOC

∣∣2, where MS= -1,0,1 are the triplet sublevels of Tn and H
S1/T

MS
n

SOC the
(complex) spin-orbit coupling matrix element between the singlet electronic state S1 and the
spin sublevel MS of the triplet electronic state Tn.

5.3 Results and discussion

In this section, we first highlight the possible photochemical pathways that 2-HPP can follow
after photoexcitation (section 5.3.1) and use these different pathways as a way to benchmark the
levels of theory and computational strategies that will be employed for the excited-state dynamics
simulations. We then focus on the simulation of the photoabsorption cross-section σ(λ) of 2-HPP
(section 5.3.2), comparing our theoretical results to earlier work employing SARs. Using the
calculated photoabsorption cross-section, we performed excited-state dynamics simulations at
different excitation wavelengths, resulting in the generation of theoretical wavelength-dependent
quantum yields (ϕ(λ)) for the formed photoproducts and the identification of interesting
dynamical processes in the excited electronic states (section 5.3.3). In section 5.3.4, we discuss
the importance of intersystem crossing processes in light of our simulations.
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5.3.1 Potential photochemical pathways

We focus here on the main reaction channels of 2-HPP when photoexcited to S1 and without
intersystem crossing, namely a proton-coupled electron transfer followed by 1O2 release, OH
photodissociation, and OOH photodissociation. This section will not only present pathways and
scans characterizing these processes but also a stringent benchmark of the level of electronic
structure theory prior to any excited-state dynamics. In the particular case of 2-HPP, we will
compare SCS-MP2/ADC(2) and XMS-CASPT2 – the two methods that will be used throughout
this work.

5.3.1.1 Excited-state proton-coupled electron transfer and 1O2 release

First, we analyze the possible photochemical pathways of 2-HPP with an excited-state proton-
coupled electron transfer. This process, taking place exclusively on the first excited singlet state
S1, is related to the mechanism described in Ref. 6 as 1,5-H shift. Our choice of nomenclature
will be explained soon. The characterization of this process begins by localizing the minimum
(S1 min, having a n(O) → π∗(CO) character) and transition state (S1 TS) in S1 using SCS-
ADC(2)/def2-SVP (Fig. 5.2). Interestingly, the electronic character of the S1 state at the
S1 TS structure (inset of Fig. 5.2) corresponds to a (n(O) + n′(OO)) → π∗(CO) transition,
highlighting that the transfer of a proton from the hydroperoxide to the carbonyl takes place
with the simultaneous displacement of the part of electron density in the same direction. This
observation prompts us to call this process an excited-state proton-coupled electron transfer
(PECT), as an H-atom transfer would imply that the electron would be localized on the proton
during the transfer. Proton following its path towards the carbonyl group implies the location
of a MECI between S1 and the ground state S0. This critical geometry was localized with
XMS(3)-CASPT2(12/9)/cc-pVDZ due to its inherent multireference character.

The electronic energies at the critical geometries discussed up to now can be connected
by performing a linear interpolation between the structures using internal coordinates and
calculating electronic energies for each intermediate geometry. Such LIIC pathways highlight
important features of the potential energy surfaces between critical points, but should not be
confused with minimum-energy pathways. LIICs are represented by lines in Fig. 5.2 – dashed
lines are electronic energies calculated with SCS-MP2/ADC(2)/def2-SVP and plain lines with
XMS(3)-CASPT2(12/9)/cc-pVDZ. The electronic energy difference between S1 TS and the S1

min is 0.20 eV, while the FC point lies 0.72 eV above the S1 min. The LIIC pathways highlight
the sharp decrease of S1 energy from the S1 to the MECI. Importantly, SCS-ADC(2)/MP2
appears to reproduce qualitatively well the shape of the XMS-CASPT2 potential energy curves
when approaching the MECI.

From the MECI point, the molecule can funnel back towards the S0 minimum of the original
molecule with a back-transfer of the proton to the peroxide. Proceeding towards the release of
1O2 after passage through the MECI, though, requires a biradical, multiconfigurational character
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Figure 5.2: LIIC pathways for the excited-state proton-coupled electron transfer and 1O2 release.
Comparison of the electronic energies obtained with SCS-ADC(2)/def2-SVP (dashed lines) and
XMS(3)-CASPT2(12/9)/cc-pVDZ (solid lines) for the three lowest electronic states, S0 (dark
blue), S1 (blue), and S2 (light blue). The S1 minimum and S1 TS geometries were obtained at
the SCS-ADC(2)/def2-SVP level of theory, while the critical geometries for the S0/S1 MECI,
biradical S0 minimum (S#

0 ), biradical S0 TS#, and O2 dissociation MECI (MECI#) were
optimized with XMS(3)-CASPT2(12/9)/cc-pVDZ. The inset shows the NTOs characterizing
the electronic character of S1 at the S1 TS geometry. The upper panel shows the molecular
structure corresponding to each critical point located. The D1 diagnostic along the pathway for
the SCS-MP2 ground state is given with a dotted orange line. The shaded area highlights the
region of the LIIC where SCS-MP2/ADC(2) could be trusted.

of the molecule in the ground electronic state. The corresponding ground-state minimum (S#
0 )

was optimized with XMS(3)-CASPT2(12/9)/cc-pVDZ and preserves the proton on the original
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carbonyl group (see the upper panel of Fig. 5.2). Focusing on the LIIC pathways between MECI
and S#

0 , one can observe a steep rise in energy of the S1 electronic energy, which, from the
MECI point, picked up a closed-shell character that is highly destabilized. The closed-shell
character later even transferred to S2 (avoided crossing mid-way between MECI and S#

0 ). The
release of 1O2 requires the passage through a transition state in the biradical ground state
(TS#), which eventually leads to a MECI with S1 (MECI#), where the dissociation takes place.
At the TS# structure, the carbon bearing the original hydroperoxide group displays a significant
sp2 character (see structure in the upper panel of Fig. 5.2), while its bond with the OO group
is strongly elongated (1.78 Å).

As attested by Fig. 5.2, the release of 1O2 implies a rather complex series of events on the S1

and S0 potential energy surfaces. From an electronic structure perspective, the appearance of a
strong biradical character in the ground electronic state following the proton-coupled electron
transfer hampers the use of SCS-MP2/ADC(2) from just before the region of the first MECI.
SCS-MP2/ADC(2) can, however, be safely used from the FC region until just after the S1 TS
is passed. From a dynamics perspective, reaching the S1 TS could take several picoseconds, a
timescale that prohibits the use of XMS(3)-CASPT2(12/9) due to its high computational cost,
in contrast to the computationally affordable SCS-ADC(2). Hence, we are forced to adopt a
combination of two methods. The excited-state dynamics of 2-HPP will be conducted with
SCS-ADC(2) up until it approaches the S1/S0 intersection seam following a proton-coupled
electron transfer. We then rewind the trajectory by up to 15 fs and restart the S1 dynamics with
XMS(3)-CASPT2(12/9) from there – making sure that the restart point is far enough from the
S1/S0 intersection in terms of energy and that the correct active space is recovered. The close
agreement between SCS-ADC(2) and XMS-CASPT2 discussed above before the MECI region
comforts us in this switch of methods. The dynamics can proceed and describe adequately the
nonadiabatic transitions between S1 and S0 and the subsequent S0 and S1 dynamics with a
biradical reference up until the O2 dissociation. We note that the return to the FC region of
2-HPP can also be described by this strategy. While not being perfectly satisfactory, the blended
approach proposed here is a compromise to simulate the entire nonradiative decay of 2-HPP
leading to the formation of 1O2 (the shaded area in Fig. 5.2 highlights when SCS-MP2/ADC(2)
can be trusted).

5.3.1.2 OH and OOH photodissociation

The photodissociation of OH in the first excited electronic state can be envisioned if a change
of electronic character for S1 can occur, moving from a n(O) → π∗(CO) character in the FC
and S1 min region to a n′(OO) → σ∗(OO) dissociative character. To investigate the interplay
between the electronic states in such a process, one can start from the S1 min geometry and
stretch the O O of the hydroperoxide group without relaxing the molecular geometry. The
electronic energies obtained from this rigid scan are presented in Fig. 5.3.
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Figure 5.3: OH release in the excited state. Rigid scan along the O4 O5 bond of 2-HPP (see
inset) starting from the S1 min geometry obtained at SCS-ADC(2)/def2-SVP level of theory.
Comparison of the electronic energies obtained with SCS-ADC(2)/def2-SVP (dashed lines) and
XMS(3)-CASPT2(12/9)/cc-pVDZ (solid lines) for the three lowest electronic states, S0 (dark
blue), S1 (blue), and S2 (light blue). The D1 diagnostic along the scan for the SCS-MP2 ground
state is given with a dotted orange line.

The S1 state is clearly destabilized at the beginning of the stretch as a result of its
n(O)→ π∗(CO) character, in stark contrast with S2 which exhibits a n′(OO) → σ∗(OO) nature.
At the XMS-CASPT2 level of theory (solid lines in Fig. 5.3), the change of character for the S1

state occurs at a O O bond length just under 1.8 Å. After this point, the S1 electronic state
gains a n′(OO) → σ∗(OO) character and would lead to the photodissociation of an OH radical.
While this process may appear simple enough to proceed efficiently, earlier dynamical studies
on a C6-HPALD revealed that the very weak diabatic coupling between the two electronic-state
characters protects the molecule from dissociation by forcing it to follow the same electronic
character, that is, by a nonadiabatic transition to S2.[321] Only a certain approach of the
intersection seam may allow for the release of OH radicals. More information on this process
coined diabatic trapping, is provided in Sec. 5.3.3. The description of the OH photodissociation
pathway provided by SCS-ADC(2) (dashed lines in Fig. 5.3) presents the same qualitative
features as with XMS-CASPT2. A switch of electronic character is observed but at a bond
length closer to 1.9 Å. The electronic-character exchange also takes place at a higher S1
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electronic energy from the S1 min along this rigid scan in comparison to XMS-CASPT2.
The D1(MP2) diagnostic increases sharply when the O O bond is stretched beyond 2.0 Å,
revealing an emerging multiconfigurational nature of the ground electronic state. In addition,
the photodissociation of OH from a hydroperoxide group leads to the appearance of low-lying
electronic states with a dominant doubly-excited character – a type of electronic state that
ADC(2) only approximates to zeroth order.[225, 246] In summary, SCS-ADC(2) is likely able
to describe the switching between n→ π∗ and n→ σ∗ characters fairly well, but, as expected, it
does not properly describe the OH dissociation limit.

The OOH release from S1 can be investigated by using a similar strategy, namely a rigid
scan from the S1 min structure along the C O bond of the hydroperoxide group (Fig. 5.4).
The electronic energies obtained with XMS-CASPT2 and SCS-ADC(2) along this scan are
in qualitative agreement, showing a crossing between S1 and S2 at just under 2.10 Å for
SCS-ADC(2) and around 2.15 Å for XMS-CASPT2. The D1 diagnostic however increases
dramatically after 2.0 Å. While care has to be taken in the analysis of rigid scans, the two
methods appear to indicate that the OOH dissociation would be a far more energetically
demanding process than the OH release.

5.3.2 Photoabsorption cross-section of 2-HPP

As detailed in chapter 3, the photoabsorption cross-section σ(λ) is one of the components
required to characterize photolytic processes. We calculated the photoabsorption cross-section
for the lowest conformers of 2-HPP (see Fig. 5.1) employing the NEA with the optimized S0

geometry and corresponding vibrational frequencies obtained with the SCS-MP2/def2-SVP and
transition energies and oscillator strengths calculated with SCS-ADC(2)/def2-SVP. The total
photoabsorption cross-section (black line in Fig. 5.5) was generated by adding together the
individual cross-sections for each conformer, weighted by the appropriate Boltzmann factor to
represent their theoretical population. The observed band in the actinic region stretches from
3.5 eV up to 5 eV with a centre at 4.25 eV and is characterized by a very small cross-section.
Decomposing the total cross-section into its electronic transitions (dashed lines in Fig. 5.5)
highlights the dominant contribution of the S0 →S1 excitation to the main band in the actinic
region. This transition exhibits a n(O) → π∗(CO) character located on the carbonyl moiety
of 2-HPP, as expected from the minute cross-section in this region. Interestingly, the S0 →S2

contribution to the total cross-section (light-green dashed line in Fig. 5.5), which exhibits a
n′(OO) → σ∗(OO) character and is therefore prone to trigger direct OH photodissociation, only
appears to contribute for photon energies higher than 4.5 eV.

The experimental photoabsorption cross-section of 2-HPP is unfortunately unknown. Nev-
ertheless, the theoretical photoabsorption cross-section obtained at the SCS-ADC(2) level of
theory can be compared to earlier predictions based on SARs.[6] 2-HPP is composed of a
hydroperoxide moiety and an aldehyde functional group. Hence, earlier work has proposed
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Figure 5.4: OOH release in the excited state. Rigid scan along the C3 O4 bond of 2-HPP (see
inset) starting from the S1 min geometry obtained at SCS-ADC(2)/def2-SVP level of theory.
Comparison of the electronic energies obtained with SCS-ADC(2)/def2-SVP (dashed lines) and
XMS(3)-CASPT2(12/9)/cc-pVDZ (solid lines) for the three lowest electronic states, S0 (dark
blue), S1 (blue), and S2 (light blue). The D1 diagnostic along the scan for the SCS-MP2 ground
state is given with a dotted orange line.

to predict its photoabsorption cross-section by combining the experimental photoabsorption
cross-section of methylhydroperoxide and propanal.[6] The resulting composite cross-section is
given as a light-grey solid line in Fig. 5.5 and matches the theoretical prediction both from the
location of the maximum of the low-energy band and its absolute cross-section. One possible
shortcoming of the decomposition of 2-HPP in its functional group is the absence of possible
intramolecular interaction – we have seen earlier that two of the low-energy conformers of 2-HPP
possess an intramolecular H-bond between the hydroperoxide and carbonyl groups, possibly
altering the n(O) → π∗(CO) transition characterizing the low-energy band. A scaling factor
was proposed to account for these possible intramolecular interactions, leading to the scaled
composite cross-section displayed in dark grey in Fig. 5.5. This scaled composite spectrum
reaches much higher cross-section values, in less good agreement with our theoretical prediction.
It should be noted that the intensity of the first band may also be affected by the level of theory.
This can be observed when comparing the photoabsorption cross-section for 2-HPP calculated
using SCS-ADC(2) and LR-TDDFT (see Fig 3.4). Both levels of theories appear to indicate
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Figure 5.5: Calculated and SARs photoabsorption cross-sections of 2-HPP. The calculated
photoabsorption cross-section obtained at the SCS-ADC(2)/def2-SVP level of theory is shown
with a black solid line together with the S0 →S1 (dark-green dashed line) and S0 →S2 (light-
green dashed line) contributions. The SARs composite photoabsorption cross-section of 2-HPP
obtained by combining the experimental cross-sections of methylhydroperoxide and propanal is
indicated with a light-grey solid line, while its scaled version is given with a dark-grey solid
line. Both cross-sections are reproduced from Ref. 6.

that the 2-HPP photoabsorption cross-section may be slightly altered by intramolecular effects,
but perhaps not as much as suggested by the scaling factor employed in the SARs cross-section.

Overall, the photoabsorption cross-section of 2-HPP calculated indicates that, in the actinic
region, 2-HPP is most likely to be photoexcited to the first electronic excited state S1 with a
n(O) → π∗(CO) character. Based on this result, the next step of our study consists of studying
the possible photoproducts formed by photoexciting 2-HPP at different wavelengths within the
low-energy band of the calculated photoabsorption cross-section.
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5.3.3 Wavelength-dependent quantum yield of 2-HPP and formation of
photoproducts

In this Section, we focus on the formation of photoproducts following the photoexcitation of
2-HPP in the actinic region and the determination of wavelength-dependent quantum yields
ϕ(λ). Our analysis here is based on conformer 1a, which exhibits an intramolecular hydrogen
bond. We also investigated conformer 1c which does not have an intramolecular H-bond showing
similar results to conformer 1a. In fact, the conformers suffer fast interconversion on the excited
state in comparison with the photolysis time scale. Fig. 5.6 shows the interconversion of one
trajectory that remains in the excited state for the entirety of the molecular simulation (100
ps). The initial condition is sampled from the Wigner distribution of conformer 1a, however,
the trajectory visits all the S1 minima optimized from the 1b-1g conformers.

Figure 5.6: Interconversion between different conformers of 2-HPP. The trajectory does not
suffer any dissociative pathways during the 100 ps of dynamics. The grey dotted line shows the
S1 trajectory projected on four dihedral angles. The S1 minima of each conformer are optimized
with SCS-ADC(2)/def2-SVP (the corresponding S0 minima are depicted in Fig. 5.1). The inset
shows the atom numbering used in defining the dihedral angle.

We emulated the wavelength-dependent photoexcitation of 2-HPP by defining a series
of energy windows in the photoabsorption cross-section of 2-HPP (lower panel of Fig. 5.7).
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We sampled a number of initial conditions randomly and grouped them by energy window,
that is, we matched their transition energy to S1 to a given energy window. Each initial
condition in each energy window was then used to initialize a TSH trajectory, using SCS-
ADC(2) and XMS-CASPT2. Importantly, the TSH dynamics was not stopped as soon as a
trajectory reached the ground electronic state S0 but was continued in S0 to account for possible
athermal effects coming from the non-statistical distribution of the internal energy gained by the
photoexcitation.[322] We start our discussion by showing the distribution of the photoproducts
observed as a function of the photoexcitation energy, and we comment on the mechanisms
leading to their formation in section 5.3.3.1.

The TSH dynamics led to the observation of expected deactivation pathways based on our
discussion in section 5.3.1 and Ref. 6, like the dissociation of OH and OOH or the 1O2 release
(Fig. 5.7). The release of 1O2 with the formation of prop-1-en-1-ol is one of the main pathways
to the photoreactivity of 2-HPP at low excitation energies and occurs for ∼ 45% of all the
trajectories undergoing a proton-coupled electron transfer. A significant number of unreactive
trajectories were observed; this designation qualifies TSH trajectories that proceeded through a
PCET mechanism but returned to the FC region following the nonradiative pathway to S0.

The OH photodissociation is already present in the low excitation energy windows but gains
importance when exciting 2-HPP with higher-energy photons. It is important to note that all
dynamics were initiated in S1 (see Fig. 5.5), meaning that the variation in photoproducts is not
caused by the excitation to a different electronic state (with a different electronic character) but
by the opening of new reaction channels at higher excitation energies (see also section 5.3.3.1).
The photodissociation of OH from 2-HPP in its S1 excited state is a prime example of such a
photochemical process involving a change in electronic character within a given electronic state
and its mechanism will be presented in section 5.3.3.1. The photodissociation channel of OOH
appears to be a minute contributor to the photochemistry of 2-HPP at all excitation energies
sampled.

Two trajectories remained in S1 for 100 ps without suffering any deactivation pathways.
These trajectories are particularly interesting as they could potentially be subjected to processes
that are not described explicitly in our simulations, like intersystem crossing or collision with
other molecules.[321] Intersystem crossings from S1 to low-lying triplet states were proposed
in Ref. 6 and will be discussed separately in section 5.3.4 below. Our TSH dynamics also
highlighted an unexpected (minor) reaction channel involving the formation of a dioxetane
moiety following a proton-coupled electron transfer event (see section 5.3.3.1 for the mechanistic
details). We finally note that the use of SCS-ADC(2) for our TSH dynamics of 2-HPP implies
that some artificial NRCIs might be visited during the dynamics. Such processes are given
by white boxes in the lower panel of Fig. 5.5 for transparency but are not included in the
determination of the wavelength-dependent quantum yields (upper panel of the same Figure).

In summary, the TSH trajectories appear to indicate that the 2-HPP photochemistry in
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Figure 5.7: Wavelength-dependent photoproducts (lower panel) and quantum yields (upper
panel) of 2-HPP. The photoproducts – OH and OOH dissociation, 1O2 release and formation of
prop-1-en-1-ol, dioxetane formation, unreactive trajectories, NRCI – were obtained by simulating
the excited-state and subsequent athermal ground-state dynamics of 2-HPP (conformer 1a) with
TSH/SCS-ADC(2)/def2-SVP and TSH/XMS(3)-CASPT2(12/9)/cc-pVDZ. The occurrences
(number of TSH trajectories ending as one of the photoproducts defined) of each reactive
pathway are overlaid with the calculated photoabsorption spectra (SCS-ADC(2)/def2-SVP)
for S1 state of the conformer 1a. The trajectories leading to an NRCI pathway were discarded
from the quantum yield calculation. The wavelength-dependent quantum yields were calculated
only for windows with more than eight successful trajectories.

the actinic region is dominated by a proton-coupled electron transfer process that can lead in
half of the cases to the release of 1O2 with the formation of prop-1-en-1-ol, and otherwise to a
reformation of the original 2-HPP and, in rare occurrences, to the formation of a dioxetane
ring. The photodissociation of OH appears to gain importance with the energy of the photon
absorbed, while the dissociation of OOH is only a minor product. A few trajectories could suffer
an intersystem crossing process as they remain in S1 for an extended period of time without
any reactions or deactivation to the ground electronic state. The following Section provides
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more details about the mechanisms of formation for the photoproducts by analyzing exemplary
TSH trajectories.

5.3.3.1 Exemplary TSH trajectories illustrating the photochemistry of 2-HPP

This section illustrates the formation of 2-HPP photoproducts by presenting exemplary tra-
jectories from the swarm leading to the overall results shown in Fig. 5.7. Trajectories will be
analyzed by plotting the time trace of their electronic energies as well as key distances between
atoms.

Let us start by considering the different outcomes following the proton-coupled electron
transfer in S1. As discussed in Sec. 5.3.1, an adequate theoretical description of these photochem-
ical channels requires the use of XMS-CASPT2 as they involve the visit of nonadiabatic coupling
regions between S1 and S0 and electronic states with a biradical character. The first possible
photoproduct of the proton-coupled electron transfer mechanism is the release of 1O2 and
formation of prop-1-en-1-ol (panel A in Fig. 5.8). The segment of the trajectory presented starts
with 2-HPP in S1 and the proton-coupled electron transfer taking place, as identified by the
shortening of the O1 H6 bond (purple dashed line in Fig. 5.8A). The trajectory approached a
region of strong nonadiabaticity with S0 at around 5695 fs, transferring to the ground electronic
state with a biradical character before hopping back to S1. The proton H6 remains attached to
O1, and after 20 fs of dynamics the C3 O4 bond (dark green dashed line) begins to elongate,
eventually breaking and leading to the dissociation of 1O2 after 5730 fs (see molecular inset for
the structure of the photoproduct). As expected from the LIIC pathways discussed earlier (see
Fig. 5.2), the dissociation of 1O2 leads to a closing of the S0/S1 energy gap.

This process is, however, not the only one possible following the proton-coupled electron
transfer mechanism, as illustrated in Fig. 5.8B. In this particular case, the trajectory reaches
the S1/S0 nonadiabatic region and jumps to S0, where the proton migrates to O1 (purple
dashed line in Fig. 5.8B). At 145 fs, the proton transfers back to the original O5 atom reforming
the hydroperoxide moiety in S0 – no dissociation occurs (see C3 O4 bond), the electronic
character of the running state changes from biradical to closed-shell and 2-HPP is reformed in
the Franck-Condon region. This trajectory exemplifies an overall unreactive trajectory, despite
experiencing a proton-coupled electron transfer in S1 before getting back to a closed shell
ground state, i.e., returning towards the Franck-Condon region.

Finally, we highlight a rare example of the formation of a dioxetane group following the
PCET (Fig. 5.8C). In this particular case, the dynamics involving a nonadiabatic transition
between S1 and S0 is similar to what is observed in Fig. 5.8A, with the difference that the
trajectory, after briefly oscillating between S1 and S0 (4560 to 4575 fs in Fig. 5.8C), stabilizes
in S0 after 4575 fs of dynamics. After 40 fs of dynamics in S0, the distance between C2 and O5

(light green dashed line in Fig. 5.8C) where the two unpaired electrons are located decreases
rapidly to form a dioxetane moiety (see molecular structure in the inset of Fig. 5.8C). The
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Figure 5.8: Exemplary trajectories for the proton-coupled electron transfer mechanism leading to
(A) 1O2 release, (B) return to the Franck-Condon region to reform 2-HPP (unreactive trajectory),
and (C) the rare formation of a dioxetane ring. The energy traces (XMS(3)-CASPT2(12/9)/cc-
pVDZ) highlight the three lowest electronic states, S0 (dark blue), S1 (blue), S2 (light blue),
with the driving state in the TSH dynamics highlighted by a black empty circle (plotted each 5
time steps). The total classical energy is given with a black solid line. The following distances
between atoms are also plotted with dashed lines: O1 H6 (purple), C3 O4 (dark green), and
C2 O5 (light green, not shown in panel A for clarity), with the atom numbering indicated in
panel A for a structure following the proton-coupled electron transfer. Molecular structures
illustrating the photoproducts formed are included as insets.
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formation of the dioxetane, taking place in the ground electronic state, is correlated with an
increased separation in energy between S0 and S1/S2, highlighting the stabilization of this
photoproduct.

We move to the analysis of the TSH trajectories leading to an OH photodissociation. As
eluded to in Sec. 5.3.1, the dissociation of OH could be obtained by photoexciting directly
2-HPP into its S2 electronic states, which shows a n′(OO) → σ∗(OO) character in the Franck-
Condon region. This electronic state is, however, higher in energy and it is unlikely – even if not
impossible – to be reached in the actinic region (see Fig. 5.5 and discussion in Sec. 5.3.2). The
LIIC pathway presented in Fig. 5.3 suggests that the OH photodissociation could also take place
from S1, given that 2-HPP visits a region where the electronic character of this electronic state
changes from n(O) → π∗(CO) to n′(OO) → σ∗(OO). Considering that the two electronic-state
characters discussed here are located on different chromophores (carbonyl for n(O) → π∗(CO)
and hydroperoxide for n′(OO) → σ∗(OO)), one expects that their diabatic coupling should
be rather weak. This weak coupling is already visible from the unavoided crossing of the
adiabatic states S1 and S2 in Fig. 5.3 and reminiscent of a similar behaviour observed in the
photochemistry of C6-HPALD.[321] Such a weak diabatic coupling implies that the process
of switching between one electronic character to the other is somehow hampered, and will be
revealed in the adiabatic representation by a very localized seam of intersection between S1

and S2. When 2-HPP approaches this region of configuration space, the seam of intersections
will behave as a trap for the electronic character of the molecule by transferring in a highly
efficient manner 2-HPP from S1 to S2 – meaning that the molecule preserves its n(O) → π∗(CO)
character in a diabatic picture. This process has been dubbed ’diabatic trapping’[323] or
’upfunnelling’[190] and, in the case of weakly-coupled multichromophoric molecules like 2-HPP
or C6-HPALD, protects them from OH photodissociation. The only way for the molecule to
release OH from the S1 state is to approach the seam in such a way that it remains on S1 while
the electronic character switches from n(O) → π∗(CO) to n′(OO) → σ∗(OO).

With this definition in mind, we can now discuss the behaviour of a trajectory exhibiting
diabatic trapping (Fig. 5.9A). The segment of the trajectory discussed here starts at 9800 fs
in S1. One can observe that the trajectory reaches the intersection seam with S2 – a process
correlated with an extension of the O4 O5 bond of the hydroperoxide moiety (red dashed
line in Fig. 5.9A). The trajectory hops to S2 and returns back to S1 within less than 10 fs,
but the trajectory on S1 now sees its O4 O5 bond contracting. The diabatic transfer to S2

did not result in any OH dissociation. Let us artificially modify this trajectory by enforcing
that it has to remain in S1 (Fig. 5.9B) – all other parameters are strictly identical to those
used to propagate the trajectory presented in panel (A). Again, the trajectory approaches the
intersection seam, but as the trajectory is now forced to remain in S1, the O4 O5 bond of the
hydroperoxide moiety (red dashed line in Fig. 5.9B) now carries on its extension. As S1 exhibits
a character change to n′(OO) → σ∗(OO), molecule dissociates to form OH. The change of
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character from n(O) → π∗(CO) to n′(OO) → σ∗(OO) is further confirmed by the contraction
of the carbonyl C2 O1 bond when the molecule leaves a n(O) → π∗(CO) character. This
comparison of trajectories makes it clear that the transfer to S2 preserves the n(O) → π∗(CO)
character of 2-HPP and somehow protects it from suffering an OH dissociation.

The diabatic trapping illustrated above prevents an efficient OH photodissociation process,
but a photoexcited 2-HPP in S1 will often visit the S1/S2 seam and, while being trapped
occasionally (one in average), may escape towards the region of configuration space where
S1 acquires a n′(OO) → σ∗(OO) character and dissociates OH (explaining the OH quantum
yields observed in Fig. 5.7). Figure 5.10 shows an example of a TSH trajectory suffering an
OH dissociation. The trajectory avoids in this case the intersection seam, i.e., the energy gap
between S2 and S1 is not close to zero, allowing it to switch adiabatically character and release
OH (red dashed line in Fig. 5.10) with a simultaneous contraction of the carbonyl C2 O1 bond.
The increase of OH quantum yield with excitation energies points towards a more efficient
process at avoiding the intersection seam, perhaps due to 2-HPP having higher internal energy
on S1.

5.3.4 Intersystem crossing processes

The calculations presented up to this point did not include the possibility for intersystem
crossing processes, that is, the transfer of photoexcited 2-HPP from a singlet to a triplet state.
ISC is mediated by spin-orbit coupling, which in turn is sensitive to the electronic character
of the electronic states considered. If one calculates the spin-orbit coupling matrix element
between a singlet and a triplet exhibiting the same electronic character, the resulting magnitude
of spin-orbit coupling will be small as a result of the El-Sayed rule. The T1 electronic state of
2-HPP has the same electronic character as S1 in the vicinity of the Franck-Condon region,
implying that their spin-orbit coupling is weak – for all the sampled occurrences, the mean
value for the spin-orbit coupling magnitude between S1 and T1 is 1.8 cm−1, with a maximum
value of 4.9 cm−1. As our TSH trajectories only account for internal conversion, we analyzed
the possible influence of intersystem crossing processes by post-processing our long trajectories
evolving in S1 but remaining unreactive. For a 50ps-long S1 trajectory, we calculated every 50
fs the electronic-energy difference between S1 and the low-lying triplet states (T1, T2, and T3)
at the SCS-ADC(2)/def2-SVP level of theory and produced a histogram of these energy gaps
(Fig. 5.11). A first important observation is that crossings between S1 and a triplet state are
rather infrequent and the low-lying triplet states remain rather far from S1 during this 50ps-long
trajectory. Nevertheless, the calculations presented here are in a spin-diabatic representation,
meaning that in this picture one does not need to have crossings between S1 and a triplet state
for an intersystem crossing to take place. To account for this fact, we zoomed in the energy-gap
window between -0.5 eV and 0.5 eV and, for each occurrence of a crossing between S1 and T2 or
T3 (to account for El-Sayed’s rule), we calculated the magnitude of the corresponding spin-orbit
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Figure 5.9: Exemplary trajectories illustrating the diabatic trapping mechanism hampering
the photodissociation of OH. Panel (A) shows a TSH trajectory exhibiting diabatic trapping.
Panel (B) shows the very same trajectory, but this time artificially constrained to remain on
the S1 electronic state. The energy traces (SCS-ADC(2)/def2-SVP) highlight the three lowest
electronic states, S0 (dark blue), S1 (blue), S2 (light blue), with the driving state in the TSH
dynamics highlighted by a black empty circle (plotted each 5 time steps). The total classical
energy is given with a black solid line. The O4 O5 bond of the hydroperoxide moiety is indicated
by a red dashed line, while the carbonyl C2 O1 bond is given by a yellow dashed line. The
atom numbering is provided in panel B. Molecular structures illustrating the photoproducts
formed are included as insets.

90



5.3. RESULTS AND DISCUSSION

Figure 5.10: Exemplary trajectories illustrating the photodissociation of OH. The energy traces
(SCS-ADC(2)/def2-SVP) highlight the three lowest electronic states, S0 (dark blue), S1 (blue),
S2 (light blue), with the driving state in the TSH dynamics highlighted by a black empty circle
(plotted each 5 time steps). The total classical energy is given with a black solid line. The
O4 O5 bond of the hydroperoxide moiety is indicated by a red dashed line, while the carbonyl
C2 O1 bond is given by a yellow dashed line. The atom numbering is the same as that employed
in Fig. 5.9. A molecular structure illustrating the photoproducts formed is included as inset.

matrix element with SA(3S,3T)-CASSCF(12/9)/cc-pVDZ (circles in the inset of Fig. 5.11).
The magnitudes of spin-orbit coupling calculated are all rather small yet sizeable. We further
mimicked the effect of an intersystem crossing by restarting, for each occurrence, the trajectory
in the corresponding triplet state (mostly in T2). For 17 out of 18 trajectories launched, we
observed an almost immediate OH release, as a result of the dissociative character of T2.
Hence, if the timescale of the molecule in S1 is long enough to allow for intersystem crossing
processes, T2 appears to be the most likely receiving triple state, leading to an immediate
photodissociation of OH. If the molecule can reach T1 directly from S1, other decay mechanisms
may be expected, as discussed in Ref. 6.

5.3.5 Limitations of the theoretical protocol

We discussed in the previous sections how the photoabsorption cross-section of 2-HPP can
be predicted using the nuclear ensemble approach, and how nonadiabatic and ground-state
dynamics simulations can be used to approximate quantum yields for photoproducts. As already
alluded to in numerous parts of this work, the theoretical strategies used herein have a series of
limitations when it comes to the simulation of atmospheric VOCs that we would like to further
stress in this Section.

First of all, our work exemplifies the challenges related to the use of an adequate method for
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Figure 5.11: Analysis of the energy gaps between an unreactive 50ps-long TSH trajectory
evolving in S1 (SCS-ADC(2)/def2-SVP) and low-lying triplet states. The histograms indicate
the energy gap (calculated with SCS-ADC(2)/def2-SVP) between the running S1 electronic state
and the lowest three triplet electronic states sampled each 50fs along the 50ps-long trajectory.
The inset provides a zoom on the low-energy gaps (between -0.5 and 0.5 eV), highlighting the
interaction between S1 and the triplet states T2 and T3. For each occurrence, the absolute
value of the spin-orbit coupling between S1 and the respective triplet state was calculated at
the SA(3S,3T)-CASSCF(12/9)/cc-pVDZ level of theory (empty circles).

the electronic structure. Methods like ADC(2) or even LR-TDDFT can provide a reasonable
description of electronic transitions for organic molecules. Care has to be taken though when
looking at atmospheric VOCs as some molecules may possess excited electronic states with a
significant doubly-excited state character. LR-TDDFT cannot describe such electronic states
and ADC(2) can only account for them at zeroth order. The same is true for molecules with
a zwitterionic character like Criegee’s intermediates, which are notorious for their complex
electronic structure.[324] Higher-level methods based on the ADC or CC formalism like ADC(3),
CC3, or CC4 would provide more accurate transition energies but at a much higher com-
putational cost.[325–328] More importantly, an electronic structure method can provide a
proper description of the excited electronic states of interest at the ground-state optimized
geometry but may fail miserably as soon as the molecule leaves this region. Such inhomogeneity
of the quality of potential energy surfaces has been exemplified greatly in the past with the
charge-transfer issue in LR-TDDFT (see for example the case of DMABN in Ref. [329]) or

92



5.3. RESULTS AND DISCUSSION

with the shortcomings of ADC(2) when describing carbonyl-containing molecules. In this work,
one of the challenges for the electronic structure was to describe in a balanced way electronic
states with different characters – sometimes an issue for SA-CASSCF – and to account for
the biradical nature of some photoproducts formed. XMS-CASPT2 appeared to be a good
compromise in these regions. However, the multichromophoric nature of 2-HPP makes the active
space required for XMS-CASPT2 rather large and therefore computationally expensive. The
computational cost explains why XMS-CASPT2 could not be used as an electronic structure
method for our TSH dynamics with a largely prolonged timescale. As mentioned in the text,
some of our simulations were run for up to 100 ps, which is a considerable computational
effort for excited-state dynamics and would simply not be possible with XMS-CASPT2 – in
particular if one considers that we ran here a total of 246 trajectories to ensure a modest swarm
of TSH trajectories. While we have validated the protocol of switching from SCS-ADC(2) to
XMS-CASPT2, this strategy is far from ideal. Recent developments related on XMS-CASPT2
open new perspectives for future application of this method.[330] However, the photochemistry
of atmospheric VOCs can also be challenging for XMS-CASPT2. For example, dissociative
pathways may imply that more electronic states become important at some point in the dynam-
ics. Gaining more flexibility in the number of electronic states considered in the state-averaging
and multi-state process would be highly beneficial, as proposed by recent developments in
dynamically-weighted SA-CASSCF.[331]

Obtaining absolute photoabsorption cross-sections implies that one also accounts for the
quantum nature of the nuclei in the ground electronic states. The NEA employed in this
work offers an efficient way to approximate the photoabsorption cross-section. The underlying
sampling of the ground-state probability density for the lowest vibrational level uses a Wigner
distribution within a harmonic approximation. The flexibility of some atmospheric VOCs means
that a harmonic Wigner distribution may not always lead to a satisfactory representation of
the ground-state probability density and other alternatives like ab initio molecular dynamics
with a quantum thermostat are sometimes required – such effects appear negligible for 2-HPP
(see chapter 3).

Last but not least, the excited-state dynamics simulations have some implicit limitations
and rely on significant approximations. A first limitation may come from the use of the mixed
quantum/classical method TSH. This method treats the nuclei in a classical way and therefore
does not allow for tunneling processes. The method also may suffer from its approximation
when multiple crossings between the same pair of excited electronic states take place – like the
diabatic trapping observed here – but for molecular systems using a decoherence correction
(as done here) is usually sufficient to fix this potential issue.[171] The simulations conducted
here do not account for intersystem crossing processes. Different strategies have been proposed
to account for both internal conversion and intersystem crossing processes in nonadiabatic
molecular dynamics,[165, 332, 333] but the challenge is often related to the timescale of these
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events as well as the added challenge for the electronic-structure method to describe both
triplets and singlets. As discussed earlier, the timescale of the TSH trajectories for 2-HPP in this
work was up to 100 ps. However, the use of current nonadiabatic molecular dynamics strategies
for such long-timescale simulations raises a series of questions, as recently illustrated in Ref. 334.
The role of spin-orbit coupling and possibly collisions for long timescale processes could be
performed with reduced-dimensionality models like the energy-grained master equation extended
to nonadiabatic processes, even if the construction of the model is often informed by all-atom
dynamics.[321] Last but not least, the excited-state dynamics presented were directly initiated
in the excited-state by selecting initial conditions from the photoabsorption cross-section within
a series of energy windows. While this offers a first approximation to wavelength-dependent
processes like quantum yields, more involved strategies would be required to simulate the
timescales of photoinduced processes for an atmospheric molecule under incoherent sunlight
irradiation.[269, 335, 336]

5.3.6 Photolysis rate constants

Armed with a calculated photoabsorption cross-section (Fig. 5.5) and the different wavelength-
dependent photolysis quantum yields (Fig. 5.7), we can attempt to predict in silico the photolysis
rate constants for the main photoproducts of 2-HPP. We adopt here an actinic flux F (λ) for
a 30◦ solar zenith angle and 300 DU ozone, obtained from the Tropospheric Ultraviolet and
Visible (TUV 5.4) radiation model[247], and we integrate Eq. (3.2) in an interval from 280 to
360 nm. Note that the wavelength-dependent quantum yields are estimated for the dominant
2-HPP conformer (1a). J values for the two main photolysis channels, namely the formation of
1O2 and OH, amount to J1O2

= 2.9 × 10−5 s−1 and JOH = 3.2 × 10−5 s−1, while the cumulative
J for all photolysis channels is calculated to be 6.7 × 10−5 s−1. In comparison, Liu et al.[6]
determine a J for the 1,5-H shift process (followed by O2 release) to be 6.8 × 10−4 s−1,1 using
the same actinic flux as above and a unity quantum yield. The latter J value is more than
25 times larger than our best estimate for the rate of the O2 release, while it is still 10 times
larger than our total J (including all photolysis processes). Using the scaled photoabsorption
cross-section of Liu et al. (scaled composite spectrum in Fig. 5.5) and our calculated ϕ1O2

(λ)
for the release of 1O2, we obtain a J value of 1.8 × 10−4 s−1. Alternatively, combining our
calculated σ(λ) (Fig. 5.5) with ϕ=1 (used by Liu et al.) gives a J value of 1.1 × 10−4 s−1.
Therefore, it is clear that both the reduced ϕ(λ) and σ(λ) from the present work, in comparison
with Ref. 6, significantly affect the J estimates. In the context of atmospheric chemistry, our
new estimate for the cumulative photolysis rate constant is smaller than the rate constant
for the reaction of 2-HPP with OH radicals (estimated to be 1.3 × 10−4 s−1 based on MCM
model [6]), meaning that photolysis may not be a dominating pathway for the removal of 2-HPP.

1We note that the same authors obtained slightly smaller J of 3.9 × 10−5 s−1 with the TUV code, as shown
in Table 2 of Ref. 6.
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Comparable data for other important α-hydroperoxycarbonyls and their impact on atmospheric
species concentration balance remains to be evaluated.

5.4 Conclusions

The theoretical determination of photolysis properties for atmospheric VOCs is a challenging
yet rewarding task, as photolysis rates for many atmospherically-relevant, transient VOCs are
hardly available based on experiments alone. While using SARs often provides valuable insights
on unknown molecules, fully in silico investigations provide a more robust and reliable way
of investigating the photolysis of various VOC species. In this work, we used a large set of
computational strategies to investigate the photochemistry of a complex multifunctional molecule
from the family of α-hydroperoxycarbonyls. We presented a series of sensible approximations
to calculate the photoabsorption cross-section and wavelength-dependent photolysis quantum
yields, the key ingredients to evaluate sought-for photolysis rate constants. Following our earlier
work on the photolysis of hydroperoxides,[246] we employed the nuclear ensemble approach to
calculate the photoabsorption cross-section of 2-HPP, highlighting a discrepancy with previous
estimates based on SARs considerations. A combination of nonadiabatic and ground-state
molecular dynamics simulations allowed us to determine wavelength-dependent quantum yields
for various photoproducts formed upon photoexcitation of 2-HPP. Nonadiabatic molecular
dynamics is expected to provide an unbiased and automated way to explore complex potential
energy surfaces and unravel the most relevant dissociation pathways and their corresponding
yields, accounting for athermal effects that may elude regular transition-state theory. Using our
in silico quantum yields and photoabsorption cross-section, we estimated the rate constants of
the most important photolysis channels, showing that photolysis processes may not be dominant
in atmospheric conditions to explain the removal of 2-HPP – reaction with OH being faster.
While our own protocol is subject to limitations (many of which are identified in Sec. 5.3.5), we
believe that it represents a reliable framework to explore the photochemistry of various transient
VOCs and calculate their photolysis rate constants when these are unavailable experimentally.
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On the photochemistry of Lewis adducts

6.1 Introduction

In the previous chapters, I have shown that theoretical and computational chemistry is a
powerful tool to access a wealth of information on the photochemistry of a molecule that is not
easily obtained experimentally. In this chapter, we will build upon the protocols we developed
for atmospheric VOCs to investigate the photochemistry of Lewis acid-base adducts.

The versatility of Lewis acid-base adducts, characterized by a dative bond between a Lewis
acid and Lewis base, have been extensively used in recent years in various applications including
functional materials,[106, 337, 338] sensors,[339] and optoelectronic devices.[7, 110, 340] In
particular, polycyclic aromatic hydrocarbons (PAH) incorporating heteroatoms into their
molecular framework have been an appealing choice to develop organic solar cells or light-
emitting diodes thank the simple tuning of their electronic properties their light absorption
and emission characteristics.[7, 110, 340] In particular, boron-doped PAHs lead to electron-
deficient π systems due to the empty p orbital of the boron atom and they have recently
been employed in optoelectronic materials and as organocatalysts.[341–343] The boron center,
exhibiting a trigonal planar coordination, acts as a relatively strong Lewis acid, meaning that
the molecule can form Lewis adducts with weak Lewis bases such as pyridine (Py).[7, 344, 345]
The complexation of boron-doped PAHs with an appropriate Lewis base can be used to produce
molecules with a specific functionality such as thermochromism,[346] chemisorption,[339] and
dual emission upon photodissociation.[7, 110]

An intriguing example of Lewis adduct photodissociation was reported by Matsuo et and
coworkers.[7] In this work, the authors investigated the synthesis of a planarized trinaphthyl-
borane showing a remarkable stability towards water and oxygen, as well as a sufficient Lewis
acidity to form a stable complex with Py. The resulting trinaphthyl-borane Py Lewis adduct
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Figure 6.1: Schematic representation of the PESs for the photodissociation of the trinaphthyl-
borane Py adduct. The dual fluorescence is originated from the photodissociation of the Lewis
adduct occurring on the excited state. Reproduced from Ref. 7.

(see structure in Fig. 6.1) was investigated with steady-state absorption and fluorescence
spectroscopies, revealing an unexpected dual fluorescence. The dual fluorescence was explained
by assuming the photodissociation of the adduct on the excited state via the B N bond cleavage
(Fig. 6.1). When photoexcited, the trinaphthyl-borane Py complex can either (i) decay to
the ground state via fluorescence or (ii) photodissociate to yield an electronically excited and
uncoordinated trinaphthyl-borane and a Py molecule. The excited trinaphthyl-borane can
finally relax via radiative emission – red-shifted with respect to the emission of the parent
Lewis adduct – giving rise to the observed dual emission.

The B N photodissociation was suppressed at low temperatures, indicating the presence
of an activation barrier in the first excited electronic state S1 to break the B N bond. The
authors also investigated the photophysical behavior of the trinaphthyl-borane using a stronger
and weaker Lewis base than pyridine. With a stronger Lewis base, the photodissociation was
suppressed and only one fluorescence emission – from the parent adduct – was observed. In
contrast, with a weaker Lewis base, only the fluorescence from the trinaphthyl-borane was
detected, suggesting that the photodissociation was occurring promptly upon photoexcitation.
Finally, a computational investigation revealed that the optimized S1 minimum of the adduct had
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a shorter B N bond length – an observation somewhat inconsistent with the photodissociation
behavior.

This light-induced reactivity is not unique to trinaphthyl-borane Py but was also observed
in the photochemistry of boron-doped antiaromatic PAH in presence of exceptionally weak Lewis
base as phosphorus-containing polycyclic π-systems.[110] The antiaromatic character of the
PAH reinforces the Lewis acidity of the boron. A photodissociable adduct can then be formed
with a very weak Lewis base like phosphorus, while such photodissociation was not occurring
with stronger Lewis bases like Py. Photodissociation was also observed with a constrained
boron unit paired with a relatively weak donor embedded in the same molecule,[338, 347–349]
and even using the π system of olefinic moiety as a donor.[350]

Interestingly though, the photochemistry and photophysics of B N Lewis adducts are far
from well understood, despite the large number of experimental studies using these properties
for functional molecules. In particular, the relation between the strength of the B N bond
in the ground state and its lability upon photoexcitation is still unclear, in part because the
mechanistic details that drive the B N photodissociation are to date unknown. I propose in this
chapter a detailed theoretical study of the excited electronic states and the photochemistry of
B N Lewis adducts, starting from the simple ammonia borane H3N BH3 and moving towards
more complex systems with pyridine-borane Py BH3 and pyridine-boric acid Py B(OH)3.
The photochemistry of these molecules appears richer than anticipated, with multiple channels
leading to the photodissociation of H atoms and H2. The observation of a B N dissociation
channel requires either a high-energy excitation or a specific substitution around the B N
bond, in line with the experimental observations discussed above.

6.2 Computational details

6.2.1 Electronic structure

The photochemistry of B N Lewis adducts is particularly rich and an adequate choice of
the electronic structure method is critical to correctly capture the different photodissociation
pathways. Following an extensive benchmark (discussed in the main text), we opted for a
combination of MP2[226] and ADC(2).[225, 228, 229] All calculations were performed with
Turbomole 7.3.[296] using the frozen core and the RI approximation.[299]

The accuracy of MP2 and ADC(2) at the minimum-energy structure in S0 was validated
against EOM-CCSD (performed with Gaussian09[270]), the multiconfigurational method SA-
CASSCF[209–211], and multireference technique XMS-CASPT2.[213, 215] For all calculation
we used the correlation-consistent polarized (cc-pVDZ, cc-pVTZ, cc-pVQZ, and the respective
augmented sets)[319] and the Karlsruhe (def2-SVPD)[300–302] basis sets. BAGEL 1.2 was used
for SA-CASSCF and XMS-CASPT2.[297] SA-CASSCF and XMS-CASPT2 calculations were
employed to assess the reliability of ADC(2) along the photodissociation pathways of H3N BH3,
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where the ground state may acquire a substantial multireference character. Calculations using
BAGEL employed DF and frozen cores. For all XMS-CASPT2 calculations, we employed a real
vertical shift of 0.5 Hartree and the SS-SR contraction scheme.

6.2.1.1 Benchmark of H3N BH3

The photochemistry of H3N BH3 is characterized by four dissociation pathways, namely (a)
the B N dissociation, (b) the B H dissociation, (c) the concerted dissociation of H2 via two
B H bonds breaking and (d) the N H elongation (see scheme 6.4). The S0/S1 MECIs, required
for the analysis of (b) and (c), have been optimized at XMS-CASPT2. Relaxed scans on the
ground state – for (a) and (b) – and first excited state – for (d) – have been optimized with
MP2/aug-cc-pVDZ and ADC(2)/aug-cc-pVDZ, respectively. LIICs have been used to connect
critical geometries in pathways (b) and (c). Two different active space and state averages have
been used throughout this work. The first one, used for pathways (a), involves a SA of 13 singlet
states and an active space of eight electrons and nine orbitals. The pictorial representation of the
nine natural orbitals computed at SA(13)-CASSCF(8/9)/aug-cc-pVDZ and the corresponding
labeling is shown in Fig. 6.2. The second one, used for pathways (b), (c), and (d) is composed

Figure 6.2: Pictorial representation of the nine natural orbitals computed at SA(13)-
CASSCF(8/9)/aug-cc-pVDZ level of theory. The symmetry labels are assigned following the
C3v point group.

of a SA of 5 singlet states and an active space of four electrons and eight orbitals. The pictorial
representation of the eight natural orbitals computed at SA(5)-CASSCF(4/8)/aug-cc-pVDZ
and the corresponding labeling is presented in Fig. 6.3.

Since the dissociation pathways described for H3N BH3 are found also in Py BH3 and
Py B(OH)3, we consider the benchmark performed on H3N BH3 to be valid for those molecules
as well.

6.2.2 Photoabsorption cross-section and initial conditions

A set of 500 initial conditions for each molecule studied – ammonia borane, pyridine-borane,
and pyridine-boric acid – were sampled from an ab initio molecular dynamics run (geometries
sampled each 2000 a.u.) using MP2/aug-cc-pVDZ for the electronic-structure theory and a QT
thermostat, performed with the ABIN code[276] coupled to the Turbomole 7.3.[296] Parameters
for the quantum thermostat were taken from the GLE4MD webpage,[279], using a target
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Figure 6.3: Pictorial representation of the eight natural orbitals computed at SA(5)-
CASSCF(4/8)/aug-cc-pVDZ level of theory. The symmetry labels are assigned following the
C3v point group.

temperature T = 296 K and the following parameters: Ns = 6, ℏω/kT = 20, strong coupling.
The time step for the ab initio molecular dynamics was ∼ 0.5 fs. The equilibration time was
determined by monitoring the convergence of the average kinetic energy temperature.

The initial conditions were used to compute the photoabsorption cross-section for the three
different molecules at ADC(2)/aug-cc-pVDZ and ADC(2)/cc-pVDZ level of theory.[319] The
augmented basis set is mandatory to properly describe the Rydberg character of the H3N BH3

excited states. In contrast, the use of an augmented basis is less important for the Py BH3

and Py B(OH)3 adducts, characterized by only low-lying valence excited states. All spectral
transitions were broadened with Lorentzians using a phenomenological broadening of 0.05 eV.
The resulting photoabsorption cross-section for each molecule was obtained by averaging the
contribution of all 500 geometries using the NEA. The NEA and the spectrum were calculated
with Newton-X version 2.4.[166]

6.2.3 Excited-state dynamics and quantum yields

The nonadiabatic excited-state dynamics simulations were performed with the TSH algorithm.[117]
TSH dynamics were carried out using ADC(2)/aug-cc-pVDZ for H3N BH3 and ADC(2)/cc-
pVDZ for Py BH3 and Py B(OH)3, with a time step of 0.5 fs and using Newton-X coupled
with Turbomole.[234] The nonadiabatic couplings were obtained by using the overlap-based
time-derivative couplings computed using the orbital derivative scheme,[175] and the kinetic
energy was adjusted by rescaling the nuclear velocity vector isotropically following a successful
hop. The electronic populations were corrected to prevent overcoherence using the energy-based
decoherence correction of Granucci and Persico.[177]

The TSH dynamics were started from the same initial conditions used for the NEA (see
above), grouped into different energy windows based on the calculated photoabsorption cross-
section of H3N BH3, Py BH3, and Py B(OH)3. Three energy windows with a width of 1.0
eV were selected for H3N BH3 and Py BH3. For H3N BH3, the windows were centered at
6.0, 7.0, and 8.0 eV, while for Py BH3 the three windows were centered at 4.0, 5.0, and 6.0
eV. Two windows instead were selected for Py B(OH)3, centered at 4.75 and 5.25 eV and
with a width of 0.5 eV. The choice of the width is somewhat arbitrary and guided by the
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balance between computational cost and the interplay between excited-states observed from
the photoabsorption cross-section. The initial conditions chosen were selected randomly (i.e.,
not based on the oscillator strength) and their statistics are reported in Tab. 6.1. All TSH
trajectories were stopped when the S0/S1 energy gap becomes smaller than 0.05 eV and the
last point of the dynamics is used to assess the type of nonradiative process. The standard
deviations of the fraction of trajectories per photodissociation channel were estimated following
the method of Persico and Granucci.[281]

Table 6.1: Number of initial conditions chosen for each energy window for the three Lewis
adducts reported in this work.

NH3 BH3 Py BH3 Py B(OH)3
Energy windows n. traj Energy windows n. traj Energy windows n. traj

6.0 eV 50 4.0 eV 27 4.75 eV 35
7.0 eV 55 5.0 eV 33 5.25 eV 43
8.0 eV 52 6.0 eV 39

6.3 Results and discussion

6.3.1 Photochemistry of ammonia borane

The first molecule that will investigate is ammonia borane, H3N BH3. H3N BH3 is the simplest
B N Lewis adduct and was used as a minimal model to study and understand the physical
and chemical properties of this class of compounds. H3N BH3 has received increasing atten-
tion in the last few years as a potential hydrogen-storage material. Consequently, H3N BH3

has been analyzed by several spectroscopic techniques such as microwave,[351] NMR,[352]
IR,[353] Raman,[354] single-photon ionization,[355] photoelectron spectroscopy,[356, 357] X-ray
crystallography,[358] neutron powder diffraction,[359] and inelastic neutron scattering.[360] The
properties of ammonia borane were also analyzed by inelastic neutron scattering spectroscopy[361]
and dipole measurements.[362, 363] Finally, the dehydrogenation pathways of H3N BH3 were in-
vestigated with and without catalysts[364–368]. All these experimental studies, though, focused
exclusively on the ground electronic state of ammonia borane.

Numerous computational works were proposed to understand the experimental results
listed in the previous paragraph. The geometrical parameters at the ground-state equilibrium
geometries were studied using HF,[369] MPPT,[369] and DFT.[370] Theory was used to cal-
culated vibrational frequencies and the zero-point energy of ammonia borane,[369–371], as
well as its charge transfer characteristics[372] and ground-state dissociation.[373] A (simple)
theoretical absorption cross-section of H3N BH3 was reported[374] in the UV region, but as
stated above, there is – to the best of our knowledge – no computational or experimental study
focusing on the photochemistry of ammonia borane. Hence, our theoretical work has to start by
unraveling the photochemistry of the simplest B N Lewis adduct H3N BH3, before proceeding
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H3N BH3 + hv
(a)

[NH3]* + BH3

(b)
[H3N BH2]* + H

CIS0/S1
BH−−−−−→ H2N BH2 + 2 H ?

(c)
[H3N BH]* + H2

CIS0/S1
H2−−−−−→ HN BH + 2 H2 ?

(d)
[H H2N BH3]*

CIS0/S1
NH−−−−−→ NH3 + BH3 ?

Figure 6.4: Scheme of the possible photodissociation channels for H3N BH3. The asterisk
denotes that the resulting molecular fragment is created in an excited electronic state. The
addition of a question mark indicates that although some data suggest these photoproducts
may be likely candidates for the ground state dynamics, further investigation is needed to
confirm this.

with more complex molecules. The hypothesized photodissociation channels of H3N BH3 are
presented in Fig. 6.4. Our work will aim to (i) confirm the existence of photodissociation (a)-(d)
and (ii) provide the wavelength dependence for each channel. A careful benchmark of the
electronic-structure methods is first conducted to assess the level of theory required to describe
the excited electronic states of this family of molecules at and beyond the FC region.

6.3.1.1 Vertical excitation energies of ammonia borane

The description of the low-lying excited electronic states of H3N BH3 is a challenge for
theoretical methods. Most of these states are characterized by a strong Rydberg character,
which is usually poorly described by LR-TDDFT methods.[375] The high density of electronic
states in the UV-VUV regime means that the use of multireference methods like XMS-CASPT2
is arduous due to state-averaging. Cornered by the underlined difficulties, ADC(2) appears to
be a potential alternative, being in general more reliable than LR-TDDFT but also overcoming
the underlined limitations of multireference methods. As observed in chapter 4, ADC(2) suffers
from shortcomings that may not have been highlighted in the literature, and its validity needs
to be confirmed by performing a detailed benchmark against higher levels of electronic-structure
theory, in the FC region and beyond. Such validation is absolutely key before moving the
determination of the photoabsorption cross-section and the nonadiabatic excited-state dynamics
of ammonia borane, in particular considering the current lack of experimental data on this
molecule.

We start by comparing the excitation energies obtained with ADC(2), EOM-CCSD, and
XMS-CASPT2 (using different basis sets) to confirm that ADC(2) is able to provide an
adequate description of the Rydberg excited electronic states of H3N BH3 (see Tab. 6.2). The
combination of ADC(2) with the aug-cc-pVDZ basis set yields vertical transitions and oscillator
strengths in excellent agreement with EOM-CCSD/aug-cc-pVQZ for the lowest nine excited
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Table 6.2: Excitation energies (eV) and oscillator strengths (a.u.) of NH3 BH3 computed at
the FC point optimized at SCS-MP2/def2-SVPD. The excited states are labeled according to
the C3v point group.

S1/S2 (E) S3/S4 (E) S5 (A2) S6 (A1) S7/S8 (E) S9 (A1)
ADC(2)

aug-cc-pVDZ 6.96 8.24 8.27 8.33 8.45 8.65
(0.013) (0.029) (0.0) (0.005) (0.069) (0.126)

aug-cc-pVTZ 7.07 8.34 8.39 8.42 8.55 8.82
(0.014) (0.036) (0.0) (0.005) (0.062) (0.129)

SCS-ADC(2)
aug-cc-pVDZ 7.18 8.40 8.45 8.53 8.63 8.86

(0.017) (0.043) (0.0) (0.004) (0.055) (0.135)
aug-cc-pVTZ 7.31 8.52 8.59 8.64 8.75 9.04

(0.017) (0.051) (0.0) (0.004) (0.048) (0.138)
EOM-CCSD
aug-cc-pVTZ 6.99 8.26 8.31 8.33 8.49 8.87

(0.014) (0.033) (0.0) (0.005) (0.063) (0.132)
aug-cc-pVQZ 7.02 8.31 8.35 8.39 8.51 8.91

(0.014) (0.033) (0.0) (0.005) (0.060) (0.130)
XMS(13)-CASPT2(8/9)

aug-cc-pVDZ 6.81 8.14 8.16 8.20 8.40 8.71
(0.010) (0.004) (0.0) (0.0) (0.060) (0.140)

states reported. As already suggested by the oscillator strength, a visual inspection of the
excited state NTOs confirms the overall agreement, in terms of electronic character, between
ADC(2) and EOM-CCSD. These results further agree with XMS-CASPT2, although some
oscillator strengths appear weaker with this method.

Based on this first validation of ADC(2)/aug-cc-pVDZ in the FC region, we can now extend
our benchmark to the investigation of the photodissociation pathways expected for H3N BH3.
All calculations presented from this point on will make use of an aug-cc-pVDZ basis set, except
if stated otherwise.

6.3.1.2 Pathway (a): photodissociation of the B N bond in ammonia borane

Let us first focus on the dissociation of the B N bond. In the ground state, the B N dissociation
follows a heterolytic cleavage such that the Lewis acid and base are released as neutral species.
How does such dissociation take place in the excited electronic states?

To answer this question, we performed a relaxed scan along the B N bond length at the
MP2 level of theory in the ground electronic state and use the obtained geometries to compute
the electronic energies at the ADC(2) level of theory. The resulting electronic energies for
the first nine electronic states are represented in Fig. 6.5. At the FC – indicated by the gray
dashed line – the two degenerate lowest electronic states (E) have a σBH →Ryd3s character.
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The σBH is a linear combination of the σ orbitals constituting the B H bonds, while Ryd3s is
the Rydberg-like 3s virtual orbital centred on the nitrogen (see NTOs in Fig. 6.5). The other
higher excited states have a similar nature and they are all characterized by the same hole
(donating) orbital (σBH). However, the particle (accepting) orbital is either a Rydberg-like 3p

orbitals of the nitrogen (Ryd3p) or a more complex orbital involving the 3s orbital on the boron
(see Fig. 6.2). The trend changes when we look at the ninth electronic state (A1) which, at the
FC point, is a nN →Ryd3s excitation, where the nN is the lone pair of the nitrogen (see NTOs
in Fig. 6.5).

Now that the character of the electronic states is defined at the FC point, let us follow
the evolution of the electronic states along the B N coordinate (Fig. 6.5). Upon elongation of
this bond, we notice that the σBH →Ryd3s states are strongly destabilized, in stark contrast
with the nN →Ryd3s state that becomes the first excited state for a B N bond longer than
2Å. The transfer of electronic character between electronic states is validated by observation of
the NTOs for the first excited state at the last point of the relaxed scan (see inset in Fig. 6.5
at ∼ 3.6 Å), which confirms the local excitation of ammonia from its lone pair to the Ryd3s

orbital.

While the scan along the B N bond offers an interesting picture of the interplay between
electronic states, this picture does not inform us about the accuracy of ADC(2) in describing
the excited-state B N dissociation. The D1 diagnostic for the MP2 ground state remains well
below the recommended limit value of 0.04[304] along the whole relaxed scan. This observation
suggests that the ground state is still well described as a (closed-shell) single configuration,
consistent with the suggested heterolytic dissociation in the ground state. Furthermore, we
compared the electronic energies obtained with ADC(2) to those calculated with SA(13)-
CASSCF(8/9) and XMS(13)-CASPT2(8/9) along the very same set of geometries, see Fig. 6.6.
The state-averaging includes the first nine electronic states (showed in Fig. 6.5) at the FC
point, augmented by 4 additional electronic states arising from excitations originating from
the nN orbital. Disentangling all the electronic states in the FC region is challenging by visual
inspection, but we wish to note the overall agreement between SA(13)-CASSCF(8/9) and
ADC(2). In particular, we can easily isolate the electronic states arising from the nN excitation,
since they decrease in energy upon elongation of the B N bond. The agreement is even better
between the ADC(2) and XMS(13)-CASPT2(8/9) profile, further validating the use of ADC(2)
in this dissociation limit. We note in passing that the ground-state electronic-energy profile
along the scan is surprisingly flat at the SA-CASSCF level of theory, but adding dynamic
correlation (XMS-CASPT2) recovers the shape observed with MP2 (Fig. 6.5).

The presence of a nN →Ryd3s electronic state, leading to the weakening of the B N
bond by removing an electron from the nitrogen lone pair, could offer an explanation for
the photodissociation process observed by Matsuo and coworkers.[7] First of all, the lowest
electronic states with E symmetry (S1 and S2 in the FC region) are clearly stabilized upon
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Figure 6.5: Relaxed scan along the B N bond length of H3N BH3 obtained for the ground
electronic state with MP2. Excited electronic energies were obtained with ADC(2). The FC
point is indicated by the gray vertical dashed line with the corresponding geometry as inset.
The lowest nine electronic states are depicted in shades of blue – from S0 in dark blue to S9
in light blue. The D1 diagnostic for the MP2 ground state is reported as a dotted orange line.
The NTOs of the S1/S2 (E) and S9 (A1) electronic states at the FC and the S1 (A1) state at
the last point of the relaxed scan are depicted as insets.

the shortening of the B N bond, consistent with the computational results obtained for the
trinaphthyl-borane Py adduct.[7] Accessing the nN →Ryd3s state requires overcoming an
activation barrier along the B N bond stretch. If the ammonia borane molecule is photoexcited
in the lowest E states (S1 and S2 in the FC region), an elongation of the B N could result in
an adiabatic transfer to a nN →Ryd3s character occurring at ∼2 Å (see Fig. 6.5). Once the
character of the molecule evolves to this dissociative state, the H3N BH3 should spontaneously
dissociate, resulting in the formation of an electronically excited ammonia molecule and a
borane in its ground state, consistently with the reaction channel (a). This behaviour at
the dissociation limit for ammonia borane is apparently inconsistent with the one observed
for the trinaphthyl-borane Py, where the trinaphthyl-borane remains electronically excited
upon dissociation while the pyridine is in its ground electronic state. This discrepancy can be
attributed to the nature of the Lewis acid and base considered and their respective electronic
energies. Due to the highly conjugated PAH system, the lowest excited electronic state in the
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Figure 6.6: Comparison of SA(13)-CASSCF(8/9)/aug-cc-pVDZ (dark blue), XMS(13)-
CASPT2(8/9)/aug-cc-pVDZ (blue-green), and ADC(2)/aug-cc-pVDZ (green) electronic energies
obtained for the ground-state (MP2) relaxed scan along the B N bond length of NH3 BH3.
The last points of scan are not reported for SA(13)-CASSCF(8/9)/aug-cc-pVDZ and XMS(13)-
CASPT2(8/9)/aug-cc-pVDZ due to convergence issues. The FC point is indicated by a gray
vertical dashed line.

dissociation limit is expected to be located on the trinaphthyl-borane, as the lowest electronic
state of Py is higher in energy. The situation is clearly different in H3N BH3, where the lowest
excited state is imputed to the nN →Ryd3s excitation on ammonia.

We have offered here a detailed investigation of the electronic states of ammonia borane along
the B N bond coordinate, and should now move on to other possible dissociation channels.

6.3.1.3 Pathway (b): H photodissociation from the BH3 moiety

Inspired by the VUV photodissociation of ethane[376] – structurally and electronically similar
to H3N BH3 – we move to an investigation of the performance of ADC(2) in describing the H
and H2 photodissociation channels of ammonia borane. As observed in the previous section,
H3N BH3 has a dense manifold of excited electronic states, and we propose here to investigate
the relaxation processes taking place from the lowest excited state. In comparison to ethane,[376]
the introduction of the B and N atoms in ammonia borane produces a strong asymmetry in the
electronic structure of the excited electronic state and different behaviour should be expected
when H photodissociation is triggered from the BH3 or the NH3 moiety. Here, we start the
investigation by focusing on the H photodissociation occurring from the BH3 moiety, which we
expect to be more favourable given the character of the first excited electronic state (see above).
We note in passing that, in contrast with the B H stretching, the B H and N H stretching
modes are not totally symmetric and they lift the degeneracy of the E states. In the following,
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we will not use spatial symmetry.

The B H bond cleavage is illustrated in Fig. 6.7, where a profile combining a relaxed
scan (ground-state, MP2) is combined with a LIIC towards an optimized MECI for the B H
dissociation obtained at the XMS(5)-CASPT2(4/8) level of theory. The S1 electronic state
is stabilized upon B H elongation, in agreement with its σBH →Ryd3s character (see NTOs
in Fig. 6.5), and a B H dissociation can proceed with almost no barrier, suggesting a fast
photodissociation of the H atom from the BH3 moiety. Up to the last point of the scan (indicated
with a dashed vertical grey line in Fig. 6.7), the MP2/ADC(2) and XMS-CASPT2 electronic
energies are in excellent agreement. At the last point of the scan, the B H length is 2.7 Å (the
sum of the van der Waals radii of H and B is ∼ 3Å) but the S0/S1 energy gap is still >2 eV.
This observation suggests that the B H bond is fully broken in the excited electronic state and
that the B H elongation is perhaps not the only coordinate that brings the molecule to the CI
region.

How does the molecule reach the S1/S0 intersection after photodissociation of H from the
BH3 moiety? The answer can be found by inspecting the LIIC connecting the relaxed scan
to the CIS0/S1

BH (Fig. 6.7, right side of the vertical dashed grey line). The CIS0/S1
BH geometry

is characterized by NH3 BH2 and an H atom completely dissociated (B H distance is ∼
9 Å). The NH3 BH2 molecule exhibits a longer N H bond (∼ 0.3 Å more with respect to
the last point of the relaxed scan, see green dotted line in Fig. 6.7). This distortion of the
NH3 BH2 moiety appears to take the molecule toward the CIS0/S1

BH once the B H bond is
cleaved in the excited state. The N H elongation process is somewhat captured by ADC(2),
which shows a point of degeneracy between the S1 and S0 electronic energies, but care needs to
be taken. The S1/S0 crossing point occurs at a much shorter N H bond length when compared
to XMS-CASPT2, due to the artificial destabilization of the MP2 ground state that takes
place too rapidly along the LIIC. This conclusion is reinforced by the sharp increase of the D1

diagnostic at the beginning of the LIIC, suggesting that the ground electronic state cannot be
described adequately by a single closed-shell configuration. Hence, the B H photodissociation
of ammonia borane is well described by ADC(2), but the subsequent processes taking the
molecule towards the S1/S0 intersection region via N H elongation pushes the method beyond
its limits.

It is worth noticing that the N H elongation does not necessarily imply the N H bond
rupture but it acts as a simple distortion mode to access the CI region. Another photodissociation
channel involves an S1/S0 crossing mediated by an N H dissociation occurring readily after the
B H dissociation. This process works along a similar pathway to what is depicted in Fig. 6.7,
but it most likely leads to the release of H2 and H2N BH2 (as observed in the photodissociation
of ethane[376]).
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Figure 6.7: Profile showing the electronic energies along an H photodissociation from the
BH3 moiety. The profile is composed of a relaxed scan along the H dissociation coordinate
(performed in the ground electronic state), combined with a LIIC that connects the last point of
the relaxed scan to the CIS0/S1

BH . The separation between the scan and the LIIC is indicated by
a vertical dashed grey line. The two lowest electronic states are depicted in dark and light blue,
respectively. ADC(2) and XMS(5)-CASPT2(4/8) profiles are indicated by dashed and solid
lines, respectively. The relevant B-H and the N-H bond lengths are shown in blue-green and
green dotted lines along the profile. The D1 diagnostic for the MP2 ground state is reported as
a dotted orange line in the upper panel. In the inset, we report three critical structures, namely
the FC geometry, an intermediate geometry (the connection between the relaxed scan and the
LIIC), and the CIS0/S1

BH geometry. In the latter structure the H atoms in not visible since it
already moved far from the NH3 BH2 molecule.

6.3.1.4 Pathway (c): H2 dissociation from the BH3 moiety

The release of H2 can occur via the simultaneous dissociation of two H atoms from the BH3

moiety. To investigate this process, we perform a LIIC between the FC point optimized
with MP2, the S1min optimized with ADC(2), and the MECI for the H2 release (CIS0/S1

H2
)

optimized with XMS(5)-CASPT2(4/8). The electronic energies calculated with MP2/ADC(2)
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and XMS(5)-CASPT2(4/8) along the LIIC are shown in Fig. 6.8.

Figure 6.8: LIIC between the FC, S1min and CIS0/S1
H2

. The two lowest electronic states are
depicted in dark and light blue. ADC(2) and XMS(5)-CASPT2(4/8) electronic energies are
reported in dashed and solid lines, respectively. The two relevant B H bonds are shown in
blue-green dotted lines. The D1 diagnostic for the MP2 ground state is reported as a dotted
orange line in the upper panel. In the inset, we report the three critical structures of the LIIC,
namely the FC point, the S1min, and the CIS0/S1

H2
.

The first part of the LIIC – connecting the FC point with the S1min – is characterized by a
Jahn–Teller distortion of the molecule along which two out of the three B H bonds elongate
and distort. The elongation can be followed by the B H6 and B H7 bond lengths displayed
as dotted blue-green lines in Fig. 6.8, while the distortion can be seen in the depicted S1min
structure. Through this first section of the LIIC, the S1 electronic state is stabilized by ∼ 1.7
eV.

The second part of the LIIC – connecting the S1min to the CIS0/S1
H2

– shows the concerted
photodissociation of the two B H bonds and the release of H2, forming NH3 BH. The CIS0/S1

H2

geometry indicates that the H H bond is already formed when the S0/S1 electronic states
cross. While one of the B H distances is still lower than 1.5 Åat the CIS0/S1

H2
geometry, the
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interaction between the boron atom and the H2 molecule is presumably weak enough to allow
the departure of the hydrogen molecule after return to S0. In other words, it is unlikely that
the two B H bonds would reform when the molecule is in the ground state. Upon inspection of
the S1 energy along the LIIC, we can expect that this process is accessible since the observed
energy barrier along the LIIC is lower than the S1 energy at the FC point.

Comparing the ADC(2) and XMS-CASPT2 electronic energies along this LIIC reveals
an excellent agreement between the two methods. This accuracy is also retained close to the
CI region where the D1 diagnostic remains surprisingly low, probably due to the very weak
coupling between the ground and the first excited state. We can conclude that ADC(2) should
be able to describe adequately the excited-state dynamics leading to the H2 release via the
concerted breaking of two B H bonds but also to perform well in the direct proximity of the
S1/S0 intersection region.

6.3.1.5 Pathway (d): H dissociation from the NH3 moiety

The last photodissociation channel to investigate is the direct N H bond breaking. To evaluate
the likelihood of direct N H photodissociation, we performed a relaxed scan for the S1 excited
electronic state (with ADC(2)) along the N H bond of H3N BH3. The N H bond length at
the S1min geometry (optimized with ADC(2), see Fig. 6.8), is indicated by the grey vertical
dashed line in Fig. 6.9. The electronic energies obtained with ADC(2) and XMS-CASPT2 are in
close agreement throughout the entire relaxed scan. The D1 diagnostic remains safely below the
recommended value, indicating that the ground state can be described by a (single) closed-shell
configuration. Once again, ADC(2) appears to accurately reproduce the electronic energies for
this photodissociation channel, even near the S1/S0 intersection region leading to a nonradiative
relaxation via N H elongation.

Given the energy gained from the relaxation to the S1min from the FC point (see Fig. 6.8),
it appears plausible that the CI region can easily be reached by ammonia borane upon
photoexcitation.

6.3.1.6 Photoabsorption cross-section and nonadiabatic dynamics

Since all the photodissociation channels described in the previous sections could be accessible
upon photoexcitation of ammonia borane, the likelihood of reaching a given S1/S0 region is
dictated by the initial excitation wavelength and coupled electron-nuclear dynamics between
the excited electronic states. Considering the good agreement observed between ADC(2) and
XMS-CASPT2 for the different photodissociation pathways (and keeping in mind its potential
limitations), we decided to employ the ADC(2)/aug-cc-pVDZ combination to calculate the
photoabsorption cross-section of H3N BH3 and explore its nonadiabatic molecular dynamics
with TSH.
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Figure 6.9: Relaxed scan along the N H bond of H3N BH3 for the the S1 excited electronic
state obtained with ADC(2). The N H bond length at the S1min geometry is indicated by the
grey vertical dashed line. The three lowest excited states are depicted from dark (S0) to light
(S2) blue, while the ADC(2) and XMS(5)-CASPT2(4/8) energies are reported in dashed and
solid lines, respectively. The D1 diagnostic for the MP2 ground state is reported as a dotted
orange line in the upper panel. In the inset, we report the last structure of the relaxed scan.

The photoabsorption cross-section of H3N BH3 is shown in the upper panel in Fig. 6.10
with a black solid line and is further decomposed into its different electronic-state contributions
in the lower panel. The first electronic transition (S0 →S1) spans the 6 to 7 eV energy range
and, together with a small contribution from S0 →S2 excitation, is the main transition present
in the first selected energy window (shaded green area). The second and third energy windows
(light-green and yellow areas) are more congested and contain electronic excitations to different
electronic states. The intensity of the photoabsorption cross-section absorption grows across
the three windows, with S0 →S6 excitation and S0 →S9 excitations being particularly intense.

Armed with the photoabsorption cross-section, we can proceed with the nonadiabatic
dynamics by initiating a swarm of TSH trajectories in each of the three energy windows (green,
light green, and yellow areas in Fig. 6.10). Around 50 TSH trajectories were launched in each
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Figure 6.10: Photoabsorption cross-section and CI quantum yields for H3N BH3. Upper panel:
full photoabsorption cross-section (black solid line). The spectral range is partitioned into three
energy windows shown as green, light green, and yellow areas. The fraction of trajectories
undergoing B H dissociation (CIS0/S1

BH purple), N H dissociation (CIS0/S1
NH blue-green) and H2

release from the cleavage of two B H bonds (CIS0/S1
H2

light green) is determined for each energy
window and reported with filled circles. Lower panel: individual excited-state contributions to
the full photoabsorption cross-section depicted with solid lines from light grey (S0 →S1) to
black (S0 →S15). Exemplary molecular structures for the three photodissociation pathways are
shown as inset.
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energy window (see Tab. 6.1 for the exact values). The fraction of trajectories reaching a
particular CI can be associated with a specific photodissociation pathway (upper panel of
Fig. 6.10). Three of the four expected channels discussed above were observed in the TSH
dynamics: the B H dissociation (CIS0/S1

BH ), N H dissociation (CIS0/S1
NH ), and the H2 release from

the concerted cleavage of two B H bonds (CIS0/S1
H2

). Comparing the fraction of trajectories
reaching each of these three CIs shows that the B H dissociation pathway appears to be largely
independent of the excitation energy. In contrast, the concerted cleavage of two B H bonds
becomes more favourable at higher excitation energies, at the expense of the N H elongation
nonradiative relaxation. No direct B N bond photodissociation in the excited electronic states
was observed in the TSH dynamics.

Since ADC(2) shows an adequate behaviour in the N H elongation close to the CIs region,
we restarted five trajectories that reached the CIS0/S1

NH in S0 and carried on 500 fs of adiabatic
dynamics at the MP2/aug-cc-pVDZ level of theory. We observed a fast reformation of the N H
bond on S0 for all five trajectories, followed by an unexpected B N dissociation in S0 due to
the vibrationally hot H3N BH3 adduct. This B N dissociation should not be confused with
the photodissociation described in Sec. 6.3.1.2 – or the one reported by Matsuo and coworkers
– where the B N bond breaking takes place in an excited electronic state and leads to the
formation of an electronically excited Lewis acid or base.

Despite the surprisingly rich photochemistry of H3N BH3, the photodissociation of the
adducts still remains elusive. Given the nature of the low-lying electronic states in H3N BH3,
it appears clear that substitution is required on the NH3 of BH3 moiety. In the following, we
propose to replace NH3 with Py – an aromatic and relatively weak Lewis base.

6.3.2 Photochemistry of pyridine borane

Due to the similarity between the Lewis adducts we will leverage the excellent result of ADC(2)
to investigate using the same methodology the photochemistry and photophysics of Py BH3.

Pyridine borane, Py BH3, represents our first step to develop our simple model of the
photochemistry of H3N BH3 towards understanding the photodissociation of the B N bond in
Lewis adducts. The goal of our ’design’ is to (i) lower the energy of the electronic transitions
such that they can be accessible experimentally and (ii) reproduce the excited photodissociation
observed for the trinaphthyl-borane Py molecule.[7] From a theoretical perspective, MP2 and
ADC(2) will be used given their good performance for ammonia borane and the increase in
computational cost resulting from the substitution of NH3 by pyridine.

The B N bond length of Py BH3 is slightly shorter than that of H3N BH3 at the optimized
ground-state geometry (obtained with MP2/aug-cc-pVDZ, see Tab. 6.3). This slight shortening
of the B N bond, connected to the sp2 hybridization of the nitrogen in Py, confirms that
the interaction between the Lewis acid and base remains substantial (this finding is further
confirmed by the gas-phase binding energies reported by Potter et al.[377])
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Table 6.3: B-N bond length (Å) calculated at the optimized S0 geometry obtained with MP2/aug-
cc-pVDZ for NH3 BH3, Py BH3, and Py B(OH)3 Lewis adducts.

NH3 BH3 Py BH3 Py B(OH)3
B-N 1.66 1.64 1.73

6.3.2.1 Photodissociation of the B N bond in pyridine borane

As done for H3N BH3, we performed a relaxed scan along the B N bond length with MP2
and used these structures to calculate electronic energies with ADC(2) (Fig. 6.11). Focusing
our attention on the FC point, we notice that the first excited state – located at 5 eV above S0

– can be described by two pairs of NTOs with the following character: π → π∗ (upper NTO
pair in Fig. 6.11) with a smaller contribution of the type π′ + σBH → π′∗ (lower NTO pair in
Fig. 6.11). The σBH contribution to the S1 state is similar to the contribution observed from
the particle orbital of the first excited states of H3N BH3. However, the first excited state of
Py BH3 is 2 eV lower than the first excited state of H3N BH3 thanks to the π system of Py,
meaning that no contribution from Rydberg-like orbitals is observed in the low-lying states of
Py BH3.

Looking at the NTOs describing the fifth excited state of Py BH3, we notice that the hole
orbital exhibits a clear signature of the pyridine lone pair (nN , see inset of Fig. 6.11). Following
the nN → π∗ character along the relaxed scan, we observe a stabilization of this state character
until it becomes the dominant character of S1 for B N distances longer than 2.6 Å. Therefore,
if Py BH3 can access this dissociative state – via photoexcitation or during the subsequent
nonadiabatic excited-state dynamics – and follow it diabatically to S1, the photoexcited adduct
is likely to show a B N bond cleavage.

6.3.2.2 Photoabsorption cross-section and nonadiabatic dynamics

Due to the reduced presence of Rydberg states in the low-lying excited states, we used the
smaller basis set cc-pVDZ in place of aug-cc-pVDZ. Vertical transition energies obtained with
ADC(2)/cc-pVDZ are in good agreement with those calculated with ADC(2)/aug-cc-pVDZ
(see Tab. 6.4).

Table 6.4: Excitation energies (eV) and oscillator strengths (a.u.) of Py BH3 computed at the
FC point optimized at MP2/aug-cc-pVDZ. The excited states are labelled following the Cs

point group.

S1 (A”) S2 (A”) S3 (A’) S4 (A”) S5 (A’) S6 (A”)
ADC(2)
cc-pVDZ 5.16 5.82 6.34 6.71 6.75 6.96

(0.026) (0.150) (0.003) (0.198) (0.003) (0.108)
aug-cc-pVDZ 5.07 5.62 6.15 6.44 6.58 6.76

(0.031) (0.146) (0.003) (0.202) (0.004) (0.133)
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Figure 6.11: Relaxed scan along the B N bond length of Py BH3 obtained for the ground
electronic state with MP2. Excited electronic energies were obtained with ADC(2). The FC point
is indicated by the grey vertical dashed line. The lowest eight electronic states are calculated
along the scan and depicted by lines in shades of blue – from S0 in dark blue to S7 in light
blue. The D1 diagnostic for the MP2 ground state is reported as a dotted orange line. NTOs
for the S1 (A”) (two pairs of NTOs are required to describe the first excited state) and S5 (A’)
electronic state at the FC point are given as insets.

To further confirm the validity of removing the diffuse functions in the basis set used,
we calculated the photoabsorption cross-section using ADC(2)/cc-pVDZ and ADC(2)/aug-
cc-pVDZ (solid and dashed black lines in the top panel of Fig. 6.12). Once again, the two
cross-sections show a good overlap, in particular for excitation energies lower than 6.5 eV. The
ADC(2)/aug-cc-pVDZ is only slightly red-shifted with respect to the ADC(2)/cc-pVDZ spectra.
The first energy window (green area in Fig. 6.12) contains only a small contribution from
the first excited state, with energies that extend up to 4 eV. The second and third windows
(light-green and yellow areas in Fig. 6.12, respectively) cover more electronic transitions – the
second window in particular contains transitions towards S1, S2 and S3.

The nonadiabatic dynamics simulation of Py BH3 reveals two dominant nonradiative
pathways. The first one involves the cleavage of a B H bond, consistent with the character of
the electronic state discussed in Sec. 6.3.2.1 and in line with the CIS0/S1

BH observed for H3N BH3.
The second nonradiative pathway, characterized by the CIS0/S1

puckering in Fig. 6.12, corresponds to

116



6.3. RESULTS AND DISCUSSION

Figure 6.12: Photoabsorption cross-section and CI quantum yields for Py BH3. Upper panel:
full photoabsorption cross-section obtained with ADC(2)/cc-pVDZ (solid black line) and
ADC(2)/aug-cc-pVDZ (dashed black line). The spectral range is partitioned into three energy
windows shown as green, light green, and yellow areas. The fraction of trajectories undergoing
B H dissociation (CIS0/S1

BH , purple) or ring puckering dissociation (CIS0/S1
puckering, blue-green) is

determined for each energy window and reported with filled circles. Lower panel: individual
excited-state contributions to the full photoabsorption cross-section depicted with solid lines
from light grey (S0 →S1) to dark grey (S0 →S8). Exemplary molecular structures for the three
photodissociation pathways are shown as inset.
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the puckering of the pyridine ring. Interestingly, the puckering motion either involves the nitrogen
atom (shown in the inset of Fig. 6.12) provoking an out-of-plane motion of the BH3 moiety,
or the distortions of one or more carbon atoms of the ring. This nonradiative process closely
resembles the usual relaxation mechanism of Py, discussed in detail in the literature.[378, 379]
The concerted dissociation of two B H bonds is not observed in the excited-state dynamics
conducted for Py BH3. We cannot rule out the release of H2 upon relaxation of Py BH3 to
the ground state or following photoexcitation at higher energies.

Analysis of the wavelength dependence of the two deactivation channels reveals that the
fraction of trajectories suffering B H dissociation or puckering is about the same for the first
and second energy windows. However, the fraction of trajectories reaching the CIS0/S1

BH increases
substantially at higher excitation energies at the expense of the puckering relaxation process.

The substitution of NH3 with Py has dramatically changed the electronic structure and the
underlying photochemistry of the B N Lewis adducts. However, yet again a B N photodissoci-
ation pathway remains elusive for this molecule at the excitation wavelength probed. We further
altered our model of a B N Lewis adduct by tuning its B N bond strength. By weakening
the strength of the B N bond, one would expect the excited state with a nN character to
decrease in energy. To achieve this goal, we decided to use a weaker Lewis acid, namely boric
acid B(OH)3.

6.3.3 Photochemistry of pyridine-boric acid

The last B N model studied here is pyridine–boric acid, Py B(OH)3. Py B(OH)3 possesses a
longer B N bond at the FC point than that of H3N BH3 and Py BH3 (see Tab. 6.3), in line
with the expected weaker B N bond for this molecule. To explore whether the weaker nature
of the B N bond in the ground electronic state has implications for the excited electronic
properties of the molecule, we performed the same series of calculations as done for the other
B N adducts, starting by monitoring the electronic energies along a B N relaxed scan.

6.3.3.1 Photodissociation of the B N bond in pyridine-boric acid

The relaxed scan obtained at the MP2 level of theory along the B N bond of Py B(OH)3 is
shown in Fig. 6.13. Following the S0 electronic energy along the B N relax scan highlights the
weak nature of the B N bond. The S0 electronic energy curve shows a very shallow minimum
in comparison to H3N BH3 and Py BH3. Focusing now on the excited electronic states at the
FC point, we identify that the S2 electronic state exhibits a nN → π∗ state (see NTOs, inset of
Fig. 6.13). This observation is in line with a weaker B N bond and an expected lowering of an
electronic state with a nN → π∗ character. The character of S2 is similar to the nN → π∗ states
of Py BH3, with an additional contribution coming from the lone pairs of the oxygen atoms
on the boric acid moiety and a weaker contribution from the σ C C and C H bonds of the
pyridine ring.
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Figure 6.13: Relaxed scan along the B N bond length of Py B(OH)3 obtained for the ground
electronic state with MP2. Excited electronic energies were obtained with ADC(2). The FC point
is indicated by the grey vertical dashed line. The lowest eight electronic states are calculated
along the scan and depicted by lines in shades of blue – from S0 in dark blue to S7 in light blue.
The D1 diagnostic for the MP2 ground state is reported as a dotted orange line. NTOs for the
S1 and S2 excitations at the FC point are given as insets.

Following the nN → π∗ character along the B N relaxed scan confirms its stabilization
upon a B N bond elongation, in line with our earlier observation for Py BH3. In contrast
with Py BH3, the diabatic crossing between the nN → π∗ and the π → π∗ states occurs fairly
close to the FC point (∼1.9 Å). This observation may imply that the nN → π∗ state can be
populated more easily in Py B(OH)3 than in Py BH3 during the nonadiabatic dynamics.

6.3.3.2 Photoabsorption cross-section and nonadiabatic dynamics

We calculated the photoabsorption cross-section of Py B(OH)3 and split it into two energy
windows for the subsequent TSH nonadiabatic dynamics simulations (Fig. 6.14). The first
window aims to include the photochemistry of the molecules excited in the S1 electronic state,
with only minor contributions from excitation to the second excited electronic state S2. The
higher excitation window is instead more complex as it incorporates multiple contributions
from broad transitions (see lower panel of Fig. 6.14). These broad electronic transitions are
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Figure 6.14: Photoabsorption cross-section and CI quantum yields for Py B(OH)3. Upper
panel: full photoabsorption cross-section obtained with ADC(2)/cc-pVDZ (solid black line)
and ADC(2)/aug-cc-pVDZ (dashed black line). The spectral range is partitioned into two
energy windows shown as green and light green areas. The fraction of trajectories showing
a B-OH dissociation (CIS0/S1

BOH , purple) or a B N dissociation (B Ndiss green) is determined
for each energy window and reported with filled circles. Lower panel: individual excited-state
contributions to the full photoabsorption cross-section depicted with solid lines from light grey
(S0 →S1) to dark grey (S0 →S8). Exemplary molecular structures for the two photodissociation
pathways are shown as inset.

linked to the weak B N bond and, consequently, to the spread of the B N distance in the
sampled geometries used to calculate the photoabsorption cross-section (see Fig. 6.15).

For both energy windows, the TSH simulations reveal a nonradiative pathway involving a
B OH cleavage (purple circles in Fig. 6.14) – analogous to the B H dissociation observed in
the nonadiabatic dynamics of Py BH3. In addition, photoexcitation of Py B(OH)3 resulted in
B N photodissociation (green circles in Fig. 6.14). The B N dissociation occurs in a few tens
of femtoseconds and the BH3 is released in its ground electronic state while the Py remains
photoexcited – in line with the results obtained in the relaxed scan presented above (Fig. 6.13).
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Figure 6.15: Distribution of the B N bond lengths for the 500 geometries used to calculate the
photoabsorption cross-section and initiate the excited-state dynamics of Py B(OH)3.

The subsequent excited-state dynamics observed for pyridine is in line with earlier studies,
where the molecule relaxes towards the ground state by a puckering motion. The puckering
of pyridine occurring following a Py B(OH)3 photodissociation should not be mistaken with
the puckering mechanism observed in the excited-state dynamics of Py BH3, where the B N
bond was still intact (see Fig. 6.12).

The presence of the puckering motion of the pyridine after the B N photodissociation
would suppress any sizable fluorescence signal. The trinaphthyl-borane studied by Matsuo
and coworkers (and formed upon dissociation of pyridine) presumably does not possess an
accessible S0/S1 CI, meaning that the upon B N photodissociation the molecule remains in
the excited electronic state for long enough to exhibit fluorescence. An important difference
between Py B(OH)3 and trinaphthyl-borane Py is the presence of an efficient nonradiative
decay in the former with the B OH bond-breaking channel (or the B H photodissociation
in H3N BH3 and Py BH3). The photodissociation of the B OH bond is competitive with
the B N one, even though the B N bond is extremely weak in Py B(OH)3. When these
additional photodissociative channels are suppressed, like in trinaphthyl-borane, one may expect
the B N photodissociation to occur even for stronger B N bonds. Our simulations clearly
confirm that the stronger the B N bond the less probable the photodissociation of the Lewis
adduct, consistent with the conclusions drawn by Matsuo and coworkers.
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6.4 Conclusions

Lewis adducts are an extremely fascinating class of molecules and the synthesis of Lewis adducts
that can selectively photodissociate on the excited state and may re-associate upon relaxation
to the ground state represents an exciting opportunity to introduce a photoreversible ’click
chemistry’ where the dative bond can be broken by light and reformed selectively. Excited by
such prospectives, in this chapter, we have investigated the photochemistry of three models of
Lewis adducts, namely H3N BH3, Py BH3, Py B(OH)3.

Using the theoretical protocol developed in chapter 3 we compute the absorption cross-
sections and the CI wavelength-dependent quantum yields that lead to the different pho-
todissociation pathways for the three Lewis adducts. In doing so, we first investigate the
photochemistry of H3N BH3 which shows some similarities with the VUV photochemistry of
ethane. In particular, we observed the B H bond cleavage and the concerted bond breaking of
two B H bonds as excited-state dissociative pathways, flanked by nonradiative decay through
N H bond extension. A similar B H bond cleavage on the excited state has also been observed
for Py BH3 together with the puckering distortions that characterize the photochemistry of Py.
However, the excited-state dynamics simulations for H3N BH3 and Py BH3 do not predict
the photodissociation of the B N bond — a process that we observed in the photodynamics of
Py–B(OH)3. Py B(OH)3 presents a very weak B N bond and its photodissociation competes
with the B OH cleavage, in analogy with the B H bond breaking mechanism of H3N BH3

and Py BH3.
We conclude by giving a novel set of qualitative rules to design photodissociable Lewis

adducts. The photodissociation of the B N bond arises from a fine-tuning of the B N bond
strength, which in turn is defined by the acidity and basicity of the pair used to form the
adducts. A weaker B N interaction favors the photodissociation while a stronger Lewis pair can
photodissociate only if other nonradiative processes are suppressed. An easy way to suppress
nonradiative processes (such as B H or B OH photodissociation) is to constrain the boron
atom within a molecular framework to enhance its stability. However, a more thoughtful
case-by-case study must be performed for molecular systems exhibiting nonradiative decays
involving for example puckering motions, typical of small aromatic cyclic compounds. In such
cases, the photodissociation behaviour can be easily tweaked by removing or increasing the
electron density on the nitrogen (i.e., decreasing or increasing its Lewis basicity) or on the
boron (i.e., increasing or decreasing its Lewis acidity).[111, 347, 348] These two ingredients
allow for the development and synthesis of photodissociable Lewis adducts that can selectively
dissociate on the excited state and reform the dative bond on the ground state.
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Conclusions and Outlook

7.1 Conclusions

The fields of theoretical and computational chemistry have proven to be valuable in understand-
ing the reactivity of molecules. They have helped scientists to explain unresolved issues in diverse
areas of chemistry, predict the properties and behaviour of new molecules, and explore new
research avenues in fields such as biology, materials science, and environmental chemistry. These
methods are particularly useful when combined with experimental data, allowing researchers
to gain a more in-depth understanding of the fundamental principles that govern molecular
reactivity.

Despite the significant progress made in theoretical chemistry, there are still areas where
its applications are in their infancy, such as in atmospheric chemistry. To develop predictive
models, able to forecast the time evolution of chemicals in atmospheric chemicals, it is crucial
to understand the rates of both ground-state and photochemical reactions that take place in the
atmosphere. Of particular importance in this regard are the VOCs, which are emitted from both
natural and anthropogenic sources. Because some VOCs are transient and challenging to study
experimentally, their photochemical reactions are often not included in atmospheric models,
leading to discrepancies between predicted and observed atmospheric chemical behaviour.

This thesis presents a detailed protocol for the in silico calculation of the photolysis rate
constant of VOCs. This protocol is particularly useful for studying transient VOCs, which are
challenging to study experimentally and whose reactivity is often deduced based on SARs. To
calculate the photolysis rate constant of VOCs using computational methods, two quantities are
needed: the photoabsorption cross-section and the wavelength-dependent photolysis quantum
yield. On the one hand, the photoabsorption cross-section can be calculated using various
methods, but for VOCs, the NEA combined with quantum thermostat sampling has been found
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to be the most effective. The NEA method accurately determines the positions, heights, and
widths of absorption bands, which are sufficient to calculate the photolysis quantum yield. While
Wigner sampling can also be used as a substitute for the quantum thermostat, it carries the risk
of providing a ground-state distribution that leads to a poor-quality absorption cross-section.
On the other hand, the wavelength-dependent photolysis quantum yield can be determined
using nonadiabatic dynamics simulation such as trajectory surface hopping.

Because VOCs have a complex electronic structure, it is important to carefully choose the
appropriate electronic structure methods for the simulation. Nonadiabatic dynamics simulation
often requires the use of expensive multiconfigurational methods to properly describe a region
of the configuration space where the ground state becomes dominated by more than one
configuration, such as during homolytic bond breaking. However, for transient VOCs with
a multichromophoric nature and relatively long excited-state dynamics, such methods are
not feasible. One potential alternative is a single-reference method called ADC(2), which has
become increasingly popular in the nonadiabatic dynamics community. ADC(2) has been used
successfully to study the photochemistry and photophysics of large organic molecules where
multiconfigurational methodologies are too expensive, while still providing an accuracy that
is superior to LR-TDDFT. Although the ADC(2) is a promising method, there are some
previously undisclosed pitfalls to be aware of. Specifically, when studying carbonyl-containing
compounds, the low-lying nπ∗ state can present challenges. When the carbon-oxygen bond
(C O) is elongated, there are often artificial S1/S0 crossings that occur, predicting nonradiative
decay channels in molecular dynamics that are unphysical. This finding is particularly important
in the field of atmospheric chemistry, where carbonyl functional groups are common in many
VOCs.

An atmospherically-relevant class of carbonyl-containing VOCs is the α-hydroperoxycarbonyls.
Due to their transient nature, it is challenging to study these compounds experimentally,
and there is currently no available experimental data for their photolysis rate constant.
To overcome this, I used a protocol to calculate the photoabsorption cross-section and the
wavelength-dependent quantum yields using two electronic structures, ADC(2) and XMS-
CASPT(2). By utilizing the strengths of both methods, I were able to simulate the entirety of
2-hydroperoxypropanal photochemistry – a specific α-hydroperoxycarbonyl. The nonadiabatic
simulations reveal the major photolytic channel is the release of O2, as previously suggested in
the literature. The study showed that direct OH photolysis could be a significant competitor,
despite being previously regarded as a minor channel. This finding has important implications
for atmospheric chemistry in determining the oxidation balance of the troposphere and further
highlights the importance of including photochemical reactions in atmospheric models.

Finally, I leveraged the theoretical protocol developed for VOCs to investigate the photo-
chemistry, and in particular the photodissociation of three Lewis adducts. The photodissociation
has been observed experimentally for several Lewis adducts but a mechanistic investigation is
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still elusive in the literature. Firstly, we focus on the photochemistry of ammonia borane, the
simplest Lewis adduct we took into consideration. The first part of our work is to investigate
the photochemistry of this compound which has been surprisingly overlooked in literature from
experimental and theoretical points of view. Inspired by the photodissociation of ethane, we
reveal some peculiarities in the photolysis of H3N BH3 – occurring via H and H2 release – due
to the intriguing electronic features introduced by the dative bond. Similar photodissociation
pathways are also observed for the other two adducts, Py BH3 and Py B(OH)3. However,
the study finds that the sought-after photodissociation only occurs in Py B(OH)3. We also
provide a set of qualitative rules to design photodissociable Lewis adducts which mainly rely
on the fine-tuning of the B N bond strength. The study highlights the exciting opportunity to
introduce photoreversible “click chemistry” by selectively breaking and reforming the dative
bond of Lewis adducts using light.

7.2 Outlook

The fields of theoretical and computational chemistry have shown great potential in advancing
our understanding of molecular reactivity, and have already proven valuable in various areas
of chemistry. This thesis has provided the stepping stone for the studies of VOC in silico,
by presenting difficult examples featuring multiple chromophoric groups with intricate elec-
tronic structures. The intricate nature of these molecules poses a challenge to automating the
calculation of the wavelength-dependent quantum yield. As a result, each molecule requires
individualized attention with customized solutions, hindering the process of automation. Never-
theless, my group is presently working on automating the calculation of the photoabsorption
cross-section of VOCs. I am of the opinion that an automated and comprehensive tool for
providing an initial estimation of the photolysis rate of VOCs, even if rudimentary, would prove
to be exceedingly advantageous in the creation of atmospheric models.

My research on Lewis adducts is just the beginning of our attempt to comprehend the
photochemistry, specifically the photodissociation, of these fascinating molecules. Despite their
experimental synthesis and characterization is possible, there is limited theoretical work available
to provide a framework for studying these complexes. The presence of a unique dative bond
in the excited state offers an excellent opportunity for various areas of chemistry and biology.
Hence, a more comprehensive analysis that considers more extensive complexes with specific
functionalization to tune the properties of the adducts is essential. This investigation is already
underway in my group, also in collaboration with experimentalists.
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