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#### Abstract

We study algorithmic aspects of the Path puzzle-a logic puzzle created in 2013 and confirmed NP-complete (Non-deterministic Polynomial-time-complete) in 2020. We propose a polynomial time algorithm for verifying an arbitrary Path puzzle solution and a backtracking-based method for finding a solution to an arbitrary Path puzzle instance. To our knowledge, our study is the first rigorous investigation of an imperative algorithmic approach for solving Path puzzles. We prove that the asymptotic running time of our proposed method in solving an arbitrary Path puzzle instance of size $m \times n$ is $O\left(3^{m n}\right)$. Despite this exponential upper bound, experimental results imply that a C++ implementation of our algorithm can quickly solve $6 \times 6$ Path puzzle instances in less than 30 milliseconds with an average of 3.02 milliseconds for 26 test cases. We finally prove that an $m \times n$ Path puzzle instance without row and column constraints is polynomially solvable in $O(\max \{m, n\})$ time.
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## I INTRODUCTION

Path puzzle is a logic puzzle introduced by Roderick Kimball, a freelance puzzle maker, in his 2013 book [1] and was featured in The New York Times's wordplay blog [2]. This puzzle is proven NP-complete (Non-deterministic Polynomial-time-complete) by Bosboom et al. in 2020 [3]. It is played on a rectangular grid of cells with two openings on the edge and constraint numbers on some rows and columns. ${ }^{1}$ The solution to this puzzle is a line connecting the two openings through the grid cells with each cell can only be passed once. The number of cells passing through a specific row or column must also equal to the constraint numbers on the rows or columns. There are some modifications to the original puzzle to increase the difficulty, such as using a non-rectangular grid and more than two openings.

Puzzles are a form of play that can improve mood and reduce stress from everyday life, thus mainly done as a form of recreational activity [4]. In addition, puzzles also can help develop some skills, such as logical problem-solving. Many puzzles are related to important computational and combinatorial problems, thus gathering the attention of scientific communities in computing and mathematics [5-8]. There have been many puzzles proven to be NPcomplete, such as Corral Puzzle (2002) [9], Country Road (2012) [10], Hashiwokakero (2009) [11], Hiroimono (2007) [12], Juosan (2018) [13, 14], KPlumber (2004) [15], Kurotto [13, 14], Light Up (2005) [16], Minesweeper (2000) [17], Moon-or-Sun (2022) [18], Nagareru (2022)

[^0][18], Nonogram (1996) [19], Nurimeizu (2022) [18], Nurikabe (2003) [20, 21], Pearl Puzzle (2002) [22], Shikaku (2013) [23], Slither Link (2000) [24], Sudoku (2003) [25], Suguru (2022) [26], Tatamibari (2020) [27], Tilepaint (2022) [28], Yajilin (2012) [10], Yin-Yang (2021) [29], and ZHED (2022) [30].

The NP-completeness of the Path puzzle means a polynomial time verifier algorithm exists for verifying the Path puzzle's solution. This also means an exponential time solver exists to find the solution to arbitrary Path puzzles. Nevertheless, to the authors' knowledge, no further exploration regarding the algorithms to solve these puzzles has been discussed. Our study is the first rigorous investigation of an imperative algorithmic approach for solving Path puzzles. There are various approaches to solving NP-complete puzzles, such as using an integer programming model [31,32], SAT solver [33], and SMT solver [27]. Some studies have also been conducted regarding the elementary technique to solve puzzles, such as an exhaustive search approach for solving the Tatamibari puzzle [34], the prune-and-search technique for solving Yin-Yang puzzle [35], and the backtracking approach for solving Tilepaint puzzles [36]. This paper focuses on the backtracking technique as a straightforward and elementary method of solving a Path puzzle, thus establishing the upper bound to the time complexity of finding a single solution to the instance. We demonstrate that the solution can be obtained in exponential time in terms of the puzzle's size.

We present the rest of our investigation of a backtracking approach for solving Path puzzles and its related computational problem, divided into eight parts. Section II discusses the formal definition of a Path instance, Path configuration, Path solution, an array representation of a Path puzzle, and an overview of the NP-completeness of Path puzzles. Some findings on conditions where a Path puzzle has no solution are discussed in Section III. Section IV discusses an algorithm to verify whether a Path configuration is a Path solution in polynomial time. Our main backtracking-based algorithm for solving an arbitrary Path instance of size $m \times n$ in $O\left(3^{m n}\right)$ time is discussed in Section V. We prove that an arbitrary $m \times n$ Path puzzle whose rows and columns constraints are undefined is polynomially solvable in Section VI. Section VII discusses the experiments conducted related to the solver algorithm and its results. Lastly, Section VIII gives the summary and conclusion of the paper as well as some potential future works.

## II PRELIMINARIES AND PREVIOUS INVESTIGATIONS

In this paper, we use one-based indexing for all arrays. Moreover, the $i$-th entry of a onedimensional array $A$ is denoted by $A[i]$, while the $(i, j)$ entry of a two-dimensional array $B$ is denoted by $B[i][j]$. This $(i, j)$ entry refers to the component in row $i$ and column $j$ of $B$.

### 2.1 Formal Definition and Data Structure Representation of Path Puzzles

Before we discuss mathematical properties and algorithms related to the Path puzzle, we first discuss the formal definition of a Path puzzle instance, a Path puzzle configuration, and a Path puzzle solution.

Definition 1 A Path puzzle instance (or a Path instance) of size $m \times n$ is a collection of mn cells represented as a grid of $m$ rows and $n$ columns where every cell is initially empty such that: (1) there are exactly two distinct cells $\left(i_{a}, j_{a}\right)$ and $\left(i_{b}, j_{b}\right)$ located at the edge of the grid

(a) An example of a Path puzzle instance.

(b) An example of Path puzzle solution for the instance in Figure 1a.

| $d$ | $l$ | 0 | $r$ | $r$ | $d$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $d$ | 0 | 0 | $u$ | 0 | $d$ |
| $r$ | $r$ | $r$ | $u$ | 0 | $d$ |
| 0 | 0 | 0 | 0 | 0 | $d$ |
| $d$ | $l$ | $l$ | 0 | $d$ | $l$ |
| $u$ | 0 | $u$ | $l$ | $l$ | $l$ |

(c) Array representation of the Path puzzle solution depicted in Figure 1b.

Figure 1. Examples of Path puzzle instance, solution, and array representation of a solution.
indicating the doors (cells with opening) of the puzzle; and (2) there are constraint numbers for a subset of rows and columns, the constraint number for row $i$ (if any) is denoted by cr $_{i}$ and the constraint number for column $j$ (if any) is denoted by cc $_{j}$.

A Path puzzle is said to have a complete information if each row and column have a constraint number. A configuration for a Path puzzle instance (or a Path configuration) of size $m \times n$ is a grid of $m$ rows and $n$ columns with every cell is either empty or filled with exactly one horizontal, vertical, or L-shaped (turning) line. A Path puzzle solution (or a Path solution) is a configuration of a Path puzzle with exactly one non-intersecting path connecting the doors that passes through a number of cells in each row and column equal to the constraint number.

Examples of a Path puzzle instance and its corresponding solution is given in Figure 1. Notice that Figure 1b is obtained by adding a single non-intersecting continuous line between the doors in cells $(1,2)$ and $(6,1)$. In addition, the number of lines in each row and column satisfies the row and column constraints. For example, four lines occur in the sixth row, namely in cells $(6,1),(6,3),(6,4)$, and $(6,5)$.

To discuss the algorithmic approach to solving Path puzzles, we introduce data structures to represent Path puzzle instances, configurations, and solutions. An instance of a Path puzzle is represented using several variables, namely: (1) two positive integers $m$ and $n$ representing the size of the grid; (2) two pairs $\left(i_{a}, j_{a}\right)$ and $\left(i_{b}, j_{b}\right)$ representing the two cells with doors (located at the edge of the grid); and (3) two arrays $c r$ of size $m$ and $c c$ of size $n$ representing the rows and columns constraints, with the entry -1 signifying that particular row or column have no specified constraint number. ${ }^{2}$

The entry $\mathrm{cr}[i]$ denotes the constraint number for row $i$ where $1 \leq i \leq m$. The value of $c r[i]$ is an integer between -1 and $n$ (inclusive) with $c r[i]=-1$ if and only if the constraint number for row $i$ in the Path puzzle instance is not defined. In this case, the number of lines occurring in row $i$ is not specified. Similarly, the entry $c c[j]$ denotes the constraint number for column $j$ where $1 \leq j \leq n$. The value of $c c[j]$ is an integer between -1 and $m$ (inclusive) with $c c[j]=-1$ if and only if the constraint number for column $j$ in the instance of the Path puzzle is unspecified. In this case, any number of lines can occur in column $j$. For example, to represent the Path puzzle instance in Figure 1a, we define $m=n=6,\left(i_{a}, j_{a}\right)=(1,2)$, $\left(i_{b}, j_{b}\right)=(6,1), c r=[5,3,5,1,5,4]$, and $c c=[5,3,3,4,3,5]$.

[^1]A configuration grid for a Path puzzle of size $m \times n$ is represented using a two-dimensional array of the same size whose entries are taken from the set $\{0, d, l, r, u\}$ where 0 denotes an empty cell and the characters $d, l, r$, and $u$ respectively denote down, left, right, and $u p$ which are the direction of a line within a cell. For algorithmic purposes, in this paper, the cell corresponding to the destination door $\left(i_{b}, j_{b}\right)$ in any Path puzzle configuration grid is always filled with the character $u$. Notice that this $u$ can be changed with any character other than 0 . Using this convention, the Path puzzle solution in Figure 1b is represented using the array in Figure 1c. Here, we add spaces between two characters in the same row for clarity.

### 2.2 Overview of the NP-Completeness of Path Puzzles

Path puzzles were recently proven to be NP-complete by Bosboom et al. in 2020 [3]. It is shown that Path puzzles are NP-complete even with complete information (i.e., every row and column has a constraint number). This NP-completeness infers that checking whether a configuration is also a Path puzzle solution to a particular Path puzzle instance can be done easily in polynomial time-but finding a solution to this instance currently needs an exponential number of steps in terms of the size of the puzzle. Moreover, any efficient (i.e., polynomial time) algorithm that solves general Path puzzles can be transformed into other algorithms for solving various NP-complete problems, thus solving the long-standing P versus NP problem.

Bosboom et al. stated that Path puzzles are closely related to 2D orthogonal discrete tomography, i.e., a problem to construct a black-and-white image given the number of black pixels in each row and column. An example of a discrete tomography problem is illustrated in Figure 2. Path puzzle is essentially a 2D discrete tomography problem with possibly partial information and Hamiltonicity constraint on the output. However, no further exploration of the algorithms to solve these puzzles have been discussed.


Figure 2. An example of a discrete tomography problem instance (left) and one of its solutions (right).

Bosboom et al. proved that the Path puzzle is NP-complete by a chain of parsimonious reductions from the source NP-complete problem of Positive-1-in-3-SAT-a problem to find an interpretation of a 3CNF formula $\phi$ with only positive literals where only one literal for every clause of $\phi$ is true. Parsimonious reduction means that the number of solutions is preserved between the source and the target instances. The reduction order is as follows. A modification to the reduction chain by Garey and Johnson [37] is used to reduce Positive 1-in-3-SAT problem to 3-Dimensional Matching [3, Theorem 2.2], 3-Dimensional Matching to Numerical 4-Dimensional Matching [3, Theorem 2.3], Numerical 4-Dimensional Matching to Numerical 3-Dimensional Matching [3, Theorem 2.4], Numerical 3-Dimensional Matching to Length Offsets Problem [3, Theorem 3.1], and finally Length Offset Problem to Path Puzzle Problem [3, Theorem 3.3].

Based on a classical result by Ryser [38] and a comprehensive investigation by Herman and Kuba [39], an arbitrary instance of discrete tomography with complete information is tractable, i.e., solvable in polynomial time. The instance can be verified to have a solution through a majorization technique and then solved with a greedy algorithm. This suggests that the factor that makes the Path puzzle NP-complete is the addition of the Hamiltonicity constraint. This is consistent with the statement from Bosboom et al. regarding the NP-hardness of Path puzzles with complete information.

Another puzzle that is similar to the Path puzzle is Nonogram, which was also proven to be NP-Complete [19, 40]. Nonogram is played on a grid and requires the player to fill the cells according to the numerical clues on the side of the grid. A solved Nonogram usually reveals a hidden pattern. However, unlike in the Path puzzle-in Nonogram, there can be multiple numerical clues for a single row or column. For example, a 312 clue on a row means that there must be three consecutive filled cells, followed by one filled cell, and then two consecutive filled cells, where every segment of filled cells is separated by at least one blank cell. An example of a Nonogram puzzle is illustrated in Figure 3.


Figure 3. An example of a Nonogram instance (left) and its solution (right).

## III CONDITIONS FOR THE NON-EXISTENCE OF PATH PUZZLE SOLUTION

In some conditions, a Path puzzle instance does not have any solution. We first discuss a condition for the non-existence of a solution to the Path puzzle with complete information. Recall that a Path puzzle instance has complete information if the constraint number for each row and column is defined. The following theorem is related to the 2D Discrete Tomography [38]. However, the proof of the pertinent theorem in [38] was omitted.

Theorem 1 Let sumR be the sum of all constraint numbers of all rows and let sumC be the sum of all the constraint numbers of all columns in a Path puzzle instance with complete information. If the puzzle has at least one solution, then sum $R=s u m C$.

Proof. Suppose we consider a Path puzzle instance with complete information and has at least one solution. According to Definition 1, when a path passes through a cell $(i, j)$, it passes through a cell in row $i$ and a cell in column $j$. Therefore, the total number of cells across all rows a path passes is equal to the total number of cells across all columns the path passes. We shall prove that $\operatorname{sum} R=\operatorname{sum} C$ using contradiction. Assume that sum $R \neq \operatorname{sumC}$, then either sum $R>\operatorname{sum} C$ or sum $R<\operatorname{sumC}$. Notice that the condition sum $R>\operatorname{sum} C$ implies that the path must pass one or more cells in one or more rows that are not a part of any column, which is impossible. The same reasoning also applies to the case if sum $R<\operatorname{sumC}$.

Notice that our proof of Theorem 1 uses the path property instead of the general property for 2D Discrete Tomography with complete information. In the subsequent theorem, we discuss the non-existence of a Path puzzle solution if the instance has one of the following criteria: (1) the doors are located in the same row and there is a row whose constraint number is 1 , or (2) the doors are located in the same column and there is a column whose constraint number is 1. In the following theorem, the puzzle instance may have incomplete information.

Theorem 2 Suppose we consider an $m \times n$ Path puzzle instance with $m, n>1$. Let $c r_{i}$ be the constraint number of row $i$ and $c c_{j}$ be the constraint number of column $j$. If the doors of this instance are cells $\left(i_{a}, j_{a}\right)$ and $\left(i_{b}, j_{b}\right)$ such that:

1. $i_{a}=i_{b}$ and there is a row $p$ such that $c r_{p}=1$, or
2. $j_{a}=j_{b}$ and there is a column $q$ such that $c c_{q}=1$,
then the instance has no solution.
Proof. Suppose we consider a Path puzzle defined over a grid of size $m \times n$ with two doors $\left(i_{a}, j_{a}\right)$ and $\left(i_{b}, j_{b}\right)$. Firstly, let us assume that $i_{a}=i_{b}=r$. This condition also implies that $j_{a}, j_{b} \in\{1, n\}$ and $j_{a} \neq j_{b}$. A solution to this puzzle must begin at $\left(r, j_{a}\right)$, traverse every row $i$ where $c r_{i}>0$, and end at $\left(r, j_{b}\right)$. This implies that every row $i$ with $c r_{i}>0$ must be traversed twice. This is because the path must pass through a cell $\left(i, c_{a}\right)$ in a row $i$ where $1 \leq c_{a} \leq n$ and eventually traverse back to row $r$ by passing through another cell $\left(i, c_{b}\right)$ in a row $i$ where $1 \leq c_{b} \leq n$ and $c_{a} \neq c_{b}$. Thus, any row $i$ with $c r_{i}>0$ is passed twice. With that in mind, if there is a row $p$ such that $c r_{p}=1$, then it is not possible to construct a non-intersecting path starting at $\left(r, j_{a}\right)$ and ending at $\left(r, j_{b}\right)$.

The same reasoning also applies if the doors are $\left(i_{a}, c\right)$ and $\left(i_{b}, c\right)$ and there is a column $q$ where $c c_{q}=1$. Here, $i_{a}, i_{b} \in\{1, m\}$ and $i_{a} \neq i_{b}$. If the doors are located in the same column $c \in\{1, n\}$, then any path connecting the doors must traverse every column $j$ with $c c_{j}>0$ at least twice.

The following example illustrates Theorem 2 when the doors are located in the same column.

Example 1 Observe Figure 4. The two cells with a door are $(1,1)$ and $(4,1)$, which are in the same column and there is a column 2 with constraint 1 , colored in red. To satisfy the constraint of columns 2,3 , and 4 , the solution must pass through a cell in column 2 from column 1. Also, the path must pass through a cell in column 2 again to reach the other cell with a door. Since the constraint of column 2 is exactly 1 , the path cannot pass through any more cells in column 2 (filled with red block) to reach column 1 , thus there is no solution.

## IV VERIFYING PATH PUZZLES SOLUTIONS IN POLYNOMIAL TIME

Path puzzle is proven to be NP-complete by Bosboom et al. in 2020 [3], which means that verifying whether a Path puzzle configuration is also a Path puzzle solution can be done in polynomial time in terms of the size of the puzzle. In this section, we discuss algorithms


Figure 4. An Path instance where the two cells with a door are located in the same column and one of the column constraints is 1 . The doors are located at $(1,1)$ and $(4,1)$.
for checking whether arbitrary Path puzzle configuration complies with the constraint and rules of a Path puzzle instance. A Path puzzle configuration of size $m \times n$ is represented as a twodimensional array $A$ with entries from the set $\{0, d, l, r, u\}$. The condition $A[i][j]=0$ indicates that cell $(i, j)$ is empty. The conditions $A[i][j]$ being $d, l, r$, or $u$ correspondingly represent the direction down, left, right, and $u p$ in cell $(i, j)$. The two cells with doors are represented as pairs $\left(i_{a}, j_{a}\right)$ and $\left(i_{b}, j_{b}\right)$. The constraint numbers of each row and column are correspondingly represented using one-dimensional arrays $c r$ of size $m$ and $c c$ or size $n$. The value $c r[i]$ (resp. $c c[j]$ ) denotes the constraint number of row $i$ (resp. column $j$ ). Here, $c r[i]$ and $c c[j]$ are integers satisfying $-1 \leq c r[i] \leq n$ and $-1 \leq c c[j] \leq m$ for $1 \leq i \leq m$ and $1 \leq j \leq n$. If $c r[i]=-1$ (resp. $c c[j]=-1$ ), the constraint number for row $i$ (resp. column $j$ ) is undefined.

The algorithm for verifying whether a Path puzzle configuration is also a Path puzzle solution is divided into two parts:

1. the algorithm for verifying the connectivity between two doors, that is, the algorithm to verify whether the cells $\left(i_{a}, j_{a}\right)$ and $\left(i_{b}, j_{b}\right)$ are connected by a single non-intersecting path, and
2. the algorithm for verifying compliance of row and column constraints by checking if $c r[i]$ (resp. $c c[j]$ ) equals the number of non-zero entries in the row $i$ (resp. column $j$ ) of array $A$ (provided that each of $c r[i]$ and $c c[j]$ are non-negative).

### 4.1 Verifying the Path Connectivity

Recall that a Path puzzle solution must be a single non-intersecting path connecting two cells with doors denoted by $\left(i_{a}, j_{a}\right)$ and $\left(i_{b}, j_{b}\right)$. Suppose $A$ is a Path puzzle configuration of size $m \times n$. We first create a two-dimensional array visited of the same size whose entries are initially set to 0 . This array is created to track which cells have been visited by the path given in $A$. If a cell $(i, j)$ is visited, then visited $[i][j]$ is set to 1 . We also define a Boolean variable $i s V$ alid to store the validation result. The idea of the algorithm is as follows:

1. To check if the path in $A$ connects two door cells $\left(i_{a}, j_{a}\right)$ and $\left(i_{b}, j_{b}\right)$, the algorithm verifies that $A\left[i_{a}\right]\left[j_{a}\right]$ is non-zero and $A\left[i_{b}\right]\left[j_{b}\right]$ is marked with $u$ (as discussed in Section 2.1).
2. To check for a non-intersecting path in $A$, the algorithm traverses the path and marks visited cells in visited. If a cell $(i, j)$ is marked as visited (visited $[i][j]=1$ ) during the traversal, the path is considered intersecting and thus invalid.
3. To check that there is only one connected path in the solution, the algorithm compares the arrays $A$ and visited to check whether there is a cell $(i, j)$ where $A[i][j] \neq 0$ and
$\operatorname{visited}[i][j]=0$. If such a cell exists, there is more than one contiguous path inside the grid; thus, the configuration is not a valid solution.

The algorithm checks the path in configuration $A$ by traversing it cell-by-cell, starting from $\left(i_{a}, j_{a}\right)$. At each visited cell $\left(i_{c}, j_{c}\right)$, the algorithm checks the direction specified in $A\left[i_{c}\right]\left[j_{c}\right]$ and moves to the next cell accordingly. For example, if $A\left[i_{c}\right]\left[j_{c}\right]=d$, then the subsequent cell is $\left(i_{c}+1, j_{c}\right)$ provided that the latter cell is within the $m \times n$ grid. To verify whether any subsequent cell during the traversal is within the $m \times n$ grid, we use the function $\operatorname{ISVALIDCelL}(x, y)$ that returns true if and only if $1 \leq x \leq m$ and $1 \leq y \leq n$ holds. The traversal is performed until the path reaches the destination cell $\left(i_{b}, j_{b}\right)$ or there is no more valid path. The steps are summarized in Algorithm 1.

The time complexity of Algorithm 1 be determined from line 1 and the loops in lines 720 and 25-33. Line 1 initializes an array of zeros of size $m \times n$, thus it runs in $O(m n)$. The maximum number of iterations for lines $7-20$ equals the number of all cells in the grid. Thus the upper bound for the running time of these lines is $O(m n)$. The doubly nested loop in lines 2533 runs $m$ times for the outer loop and $n$ times for the inner loop, and thus it runs in $O(\mathrm{mn})$. In conclusion, the upper bound for the running time of Algorithm 1 is $O(m n)+O(m n)+$ $O(m n)=O(m n)$.

### 4.2 Verifying the Compliance of Rows and Columns Constraints

A Path puzzle solution must pass through a number of cells in each row and column, as specified by the constraint number. To verify this, the algorithm first creates copies of cr and $c c$ and stores them respectively in $c r c$ and $c c c$. The algorithm also creates a Boolean variable
 through all entries in $A$ and for every $A[i][j]$ that is non-zero, we decrement the value of $\operatorname{crc}[i]$ and $c c c[j]$ simultaneously. Next, the algorithm checks the entries in arrays $c r c$ and $c c c$ and if the number of cells traversed by the path matches the constraint number, then all entries in both arrays should be 0 , except for rows or columns without a constraint number in incomplete Path instances. We identify this by checking the values in $c r$ and $c c$ for those specific rows and columns. The steps of this algorithm are expounded in Algorithm 2.

The time complexity of Algorithm 2 can be analyzed as follows. Line 1 initializes two arrays $c r c$ and $c c c$ respectively with the value $c r$ and $c c$. These arrays are respectively of length $m$ and $n$, and thus these initialization correspondingly take $O(m)$ and $O(n)$ time. The doublynested loop in lines 3-9 runs $m$ times for the outer loop and $n$ times for the inner loop. Hence the iteration in lines 3-9 takes $O(m n)$ time. The two loops in lines 11-16 and 17-22 take at most $O(m)$ and $O(n)$ times, respectively. As a result, assuming that $m, n \geq 1$, the upper bound for the running time of Algorithm 2 is $O(m)+O(n)+O(m n)+O(m)+O(n)=O(m n)$.

### 4.3 Main Verification Algorithm and Analysis

Suppose we are given a Path configuration represented in a two-dimensional array $A$. To check whether the Path configuration is also a Path solution, we use both Algorithms 1 and Algorithm 2 to verify all rules needed for a Path solution. If both functions return true, then the given Path configuration is a solution. Otherwise, the configuration is not a solution.

The time complexity of this verification algorithm can be determined from the time com-

```
Algorithm 1 IsConNECTED \(\left(A,\left(i_{a}, j_{a}\right),\left(i_{b}, j_{b}\right)\right)\) checks if a Path puzzle configuration \(A\) of size
\(m \times n\) satisfies the puzzle's connectivity rule for cells with doors \(\left(i_{a}, j_{a}\right)\) and \(\left(i_{b}, j_{b}\right)\).
Require: An \(m \times n\) two dimensional array \(A\) denoting a Path configuration where \(A[i][j] \in\)
    \(\{0, d, l, r, u\}\) and distinct pairs \(\left(i_{a}, j_{a}\right)\) and \(\left(i_{b}, j_{b}\right)\) where \(1 \leq i_{a}, i_{b} \leq m\) and \(1 \leq j_{a}, j_{b} \leq n\).
Ensure: The function returns true if the configuration \(A\) satisfies the puzzle's connectivity rule
    and false otherwise.
    create a two dimensional array visited with all entries set to 0
    isValid \(\leftarrow\) true \(\quad \triangleright\) status for configuration validity
    if \(A\left[i_{a}\right]\left[j_{a}\right]=0\) or \(A\left[i_{b}\right]\left[j_{b}\right] \neq u\) then
    isValid \(\leftarrow\) false \(\quad \triangleright\) the cells with doors are not connected by a path
    else
        \(\left(i_{c}, j_{c}\right) \leftarrow\left(i_{a}, j_{a}\right) \quad \triangleright\left(i_{c}, j_{c}\right)\) denotes the current visited cell in the traversal
        while \(\left(i_{c}, j_{c}\right) \neq\left(i_{b}, j_{b}\right)\) and visited \(\left[i_{c}\right]\left[j_{c}\right] \neq 1\) do
            visited \(\left[i_{c}\right]\left[j_{c}\right] \leftarrow 1\)
            if \(A\left[i_{c}\right]\left[j_{c}\right]=l\) and \(\operatorname{IsVaLIDCeLL}\left(i_{c}, j_{c}-1\right)\) then
                    \(\left(i_{c}, j_{c}\right) \leftarrow\left(i_{c}, j_{c}-1\right) \quad \triangleright\) move to the left of the current cell
            else if \(A\left[i_{c}\right]\left[j_{c}\right]=r\) and \(\operatorname{IsVaLidCelL}\left(i_{c}, j_{c}+1\right)\) then
                    \(\left(i_{c}, j_{c}\right) \leftarrow\left(i_{c}, j_{c}+1\right) \quad \triangleright\) move to the right of the current cell
            else if \(A\left[i_{c}\right]\left[j_{c}\right]=u\) and \(\operatorname{IsVALIDCELL}\left(i_{c}-1, j_{c}\right)\) then
                    \(\left(i_{c}, j_{c}\right) \leftarrow\left(i_{c}-1, j_{c}\right) \quad \triangleright\) move to the top of the current cell
            else if \(A\left[i_{c}\right]\left[j_{c}\right]=d\) and \(\operatorname{IsVaLidCelL}\left(i_{c}+1, j_{c}\right)\) then
                \(\left(i_{c}, j_{c}\right) \leftarrow\left(i_{c}+1, j_{c}\right) \quad \triangleright\) move to the bottom of the current cell
            else
                isValid \(\leftarrow\) false
            end if
        end while
        if \(\left(i_{c}, j_{c}\right)=\left(i_{b}, j_{b}\right)\) then
            visited \(\left[i_{c}\right]\left[j_{c}\right] \leftarrow 1\)
        end if
        \(i \leftarrow 1 ; j \leftarrow 1\)
        while \(i \leq m\) and \(i s\) Valid do
            while \(j \leq n\) and \(i s V\) alid do
                if \(A[i][j] \neq 0\) and visited \([i][j]=0\) then
                    isValid \(\leftarrow\) false \(\quad \triangleright\) there are more than one path in the grid
            end if
                \(j \leftarrow j+1\)
            end while
            \(i \leftarrow i+1\)
        end while
    end if
    return isValid
```

plexity of both Algorithm 1 and Algorithm 2. Since each of these algorithms runs in $O(m n)$ time, the overall running time complexity of the verification algorithm is $O(m n)$. In other words, we show that verifying whether a Path configuration is also a Path solution can be done

```
Algorithm 2 ComplyConstraint \((A, c r, c c)\) checks whether a Path configuration of size
\(m \times n\) satisfies the constraint number of each row and column.
Require: A two dimensional array \(A\) of size \(m \times n\) where each cell contains either \(d, l, r, u\),
    or 0 , array \(c r\) of size \(m\) of integers between -1 and \(n\) (inclusive), and array \(c c\) of size \(n\) of
    integers between -1 and \(m\) (inclusive).
Ensure: The function returns true if the configuration \(A\) satisfies the constraint numbers in Cr
    and \(c c\); otherwise, the function returns false.
    initialize \(c r c\) and \(c c c\) with the value from \(c r\) and \(c c\), respectively
    isValid \(\leftarrow\) true \(\quad \triangleright\) status for configuration validity
    for \(i \leftarrow 1\) to \(m\) do
        for \(j \leftarrow 1\) to \(n\) do
            if \(A[i][j] \neq 0\) then \(\quad \triangleright\) cell \((i, j)\) is filled
                \(\operatorname{crc}[i] \leftarrow \operatorname{crc}[i]-1 ; \operatorname{ccc}[j] \leftarrow \operatorname{ccc}[j]-1 \quad \triangleright\) decrement \(\operatorname{crc}[i]\) and \(\operatorname{ccc}[j]\)
            end if
        end for
    end for
    \(i \leftarrow 1 ; j \leftarrow 1\)
    while \(i \leq m\) and \(i s V\) alid do
        if \(\operatorname{crc}[i] \neq 0\) and \(\operatorname{cr}[i] \neq-1\) then
            isValid \(\leftarrow\) false \(\quad \triangleright\) row \(i\) violates constraint number \(\operatorname{cr}[i]\)
        end if
        \(i \leftarrow i+1\)
    end while
    while \(j \leq n\) and \(i s V\) alid do
        if \(c c c[j] \neq 0\) and \(c c[j] \neq-1\) then
            \(i s\) Valid \(\leftarrow\) false \(\quad \triangleright\) column \(j\) violates constraint number \(c c[j]\)
        end if
        \(j \leftarrow j+1\)
    end while
    return isValid
```

in polynomial time in terms of the puzzle's size.

## V SOLVING PATH PUZZLES USING BACKTRACKING APPROACH

This section discusses an algorithm for solving arbitrary Path puzzles of size $m \times n$. To find a solution, we generate some possible Path configurations and verify which configuration is also a solution. The function takes two pairs $\left(i_{a}, j_{a}\right)$ and $\left(i_{b}, j_{b}\right)$, which are the two door cells, and two arrays $c r$ of size $m$ and $c c$ of size $n$ which respectively store the constraint numbers of the rows and columns. The function also takes a pair $\left(i_{c}, j_{c}\right)$, which represents the current cell position during the traversal. The function then returns a solution to the instance if it exists.

The solver initially creates a two-dimensional array $A$ of size $m \times n$ for storing the grid state. All entries of array $A$ are originally set to 0 , indicating an empty grid. Before solving the puzzle, we check whether the instance complies with the conditions described in Theorem 1 and Theorem 2. If the instance complies with both conditions, the solver calls Algorithm 3 to
start traversing and constructing the configuration from cell $\left(i_{a}, j_{a}\right)$.
Algorithm 3 uses a backtracking method to construct the configuration, which is an optimization of the exhaustive search method. Backtracking adds pruning to candidates that do not lead to a solution. Therefore, the number of configurations that need to be verified decreases. Initially, the algorithm creates some variables to be used in the traversal as follows:

1. arrays $m x=[1,0,0,-1]$ and $m y=[0,-1,1,0]$ to store the possible movement for each cell $(i, j)$, namely, $(i+1, j),(i, j-1),(i, j+1)$, and $(i-1, j)$;
2. an array $\operatorname{dir}=[d, l, r, u]$ to store the possible directions for the path where $\operatorname{dir}[i]$ corresponds to the pair ( $m x[i], m y[i]$ ), namely $d$ corresponds to ( 1,0 ), $l$ corresponds to $(0,-1), r$ corresponds to $(0,1)$, and $u$ corresponds to $(-1,0)$;
3. a pair $\left(i_{a d j}, j_{a d j}\right)$ to store the cell adjacent to cell $(i, j)$.

In addition, the algorithm also calls some procedures and functions as follows:

1. ISVALIDCELL $\left(i_{a d j}, j_{\text {adj }}\right)$ is a function for checking whether cell a $\left(i_{a d j}, j_{a d j}\right)$ is inside the puzzle grid (i.e., $1 \leq i_{a d j} \leq m$ and $1 \leq j_{a d j} \leq n$ ).
2. DecrementEntry $\left(i_{c}, j_{c}\right)$ and $\operatorname{IncrementEntry}\left(i_{c}, j_{c}\right)$ are respectively procedures to decrement and increment the value of $c r\left[i_{c}\right]$ and $c c\left[j_{c}\right]$ during the traversal if the current value is not -1 , i.e., the row or column has a constraint number.
3. IsConstraintValid $(c r, c c)$ is a function to check whether every entry in $c r$ and $c c$ is either -1 or 0 after the traversal is completed. It uses the same principle as Algorithm 2 (particularly the steps in lines 10-22), namely, every entry that corresponds to a row or a column that has a constraint number should be 0 after the traversal.

The algorithm first calls DecrementEntry $\left(i_{c}, j_{c}\right)$, indicating that the current cell is traversed. Next, the algorithm checks for the terminating condition, which is when the current cell is the exit cell $\left(\left(i_{c}, j_{c}\right)=\left(i_{b}, j_{b}\right)\right)$. If the current cell is the second door cell, then the algorithm calls ISConstraintVALID $(c r, c c)$ to check if the configuration is a solution. If this function returns true, then the algorithm marks the cell with $u$ (as discussed in Section 2.1), outputs the solution array $A$, and it terminates.

If the current cell is not the second door cell, the algorithm begins the traversal to the next cell by first trying all possible orthogonally adjacent cells and then setting it to a pair $\left(i_{a d j}, j_{a d j}\right)$. The algorithm checks whether the cell $\left(i_{a d j}, j_{a d j}\right)$ is within the grid using the function $\operatorname{IsVALIDCELL}\left(i_{a d j}, j_{a d j}\right)$, checks whether $A\left[i_{a d j}\right]\left[j_{a d j}\right]=0$ to ensure that the traversal to the cell does not create an intersection, and checks whether both $\operatorname{cr}\left[i_{a d j}\right]$ and $c c\left[j_{a d j}\right]$ are nonzero to ensure that the traversal complies with the numerical constraints. If all conditions are true, then the algorithm maps an entry in $\operatorname{dir}$ to $A\left[i_{c}\right]\left[j_{c}\right]$ and assigns $\left(i_{a d j}, j_{a d j}\right)$ to the current cell $\left(i_{c}, j_{c}\right)$.

An example of traversal visualization is illustrated in Figure 5 as a state space tree. Here we consider Path puzzle instance of size $3 \times 3$ whose doors are located at $(2,1)$ and $(3,2)$ with numerical constraints $c r=[3,2,2]$ and $c c=[2,2,3]$. All nodes in the tree represent the search space of the traversal, where each child node is the possible next state of the parent node. Each

```
Algorithm \(3 \quad \operatorname{TraverseCelL}\left(A,\left(i_{a}, j_{a}\right),\left(i_{b}, j_{b}\right),\left(i_{c}, j_{c}\right), c r, c c\right)\) traverses the cell
\(\left(i_{c}, j_{c}\right)\) in a configuration array \(A\), and then backtracks if necessary. The invocation
Traversecell \(\left(A,\left(i_{a}, j_{a}\right),\left(i_{b}, j_{b}\right),\left(i_{a}, j_{a}\right), c r, c c\right)\) starts the algorithm.
Require: A two-dimensional array \(A\) of size \(m \times n\), each cell contains either \(d, l, r, u\), or 0 ; pairs \(\left(i_{a}, j_{a}\right),\left(i_{b}, j_{b}\right)\), and \(\left(i_{c}, j_{c}\right)\) where \(1 \leq i_{a}, i_{b}, i_{c} \leq m, 1 \leq j_{a}, j_{b}, j_{c} \leq n\left(\left(i_{a}, j_{a}\right)\right.\) and ( \(i_{b}, j_{b}\) ) are the doors); and arrays \(c r\) of size \(m\) and \(c c\) of size \(n\) respectively denoting the row and column constraints of the puzzles.
Ensure: The procedure outputs a solution to the puzzle if it exists or traverses to another possible cell.
\(m x \leftarrow[1,0,0,-1] ; m y \leftarrow[0,-1,1,0] ;\) dir \(\leftarrow[d, l, r, u]\)
DECREMENTENTRY \(\left(i_{c}, j_{c}\right)\)
if \(\left(i_{c}, j_{c}\right)=\left(i_{b}, j_{b}\right)\) then
if IsConstraintValid \((c r, c c)\) then
\(A\left[i_{c}\right]\left[j_{c}\right] \leftarrow u \quad \triangleright\) as defined in Section 2.1
output \((A)\), terminate the algorithm \(\quad \triangleright A\) is a solution, algorithm terminates
end if
else
for \(i \leftarrow 1\) to 4 do
\(\left(i_{a d j}, j_{a d j}\right) \leftarrow\left(i_{c}+m x[i], j_{c}+m y[i]\right) \quad \triangleright\) generating four possible adjacent cells if ISVALIDCELL \(\left(i_{a d j}, j_{a d j}\right)\) and \(\left.A\left[i_{a d j}\right]\right]\left[j_{a d j}\right]=0\) and \(c r\left[i_{a d j}\right], c c\left[j_{a d j}\right] \neq 0\) then \(A\left[i_{c}\right]\left[j_{c}\right] \leftarrow \operatorname{dir}[i]\)
\(\left.\operatorname{TraverseCell}\left(A,\left(i_{a}, j_{a}\right),\left(i_{b}, j_{b}\right),\left(i_{a d j}, j_{a d j}\right), c r, c c\right)\right)\)
\(\triangleright\) moves to cell \(\left(i_{a d j}, j_{a d j}\right)\)
\(A\left[i_{c}\right]\left[j_{c}\right] \leftarrow 0 \quad \triangleright\) backtracks from \(\left(i_{\text {adj }}, j_{a d j}\right)\) end if end for
end if
\(\operatorname{INCREMENTENTRY}\left(i_{c}, j_{c}\right) \quad \triangleright\) backtracks from \(\left(i_{c}, j_{c}\right)\)
if \(\left(i_{c}, j_{c}\right)=\left(i_{a}, j_{a}\right)\) then
output("no solution") \(\quad\) backtracking from start cell \(\left(i_{a}, j_{a}\right)\) means no solution
    end if
```

leaf node is marked with either a $\checkmark$ or a $\times$ to indicate that the leaf is either a valid or invalid solution, respectively. A solution is invalid because either the path cannot move to another adjacent cell or the path reaches the second door cell but does not comply with the numerical constraints.

If the traversal to $\left(i_{\text {adj }}, j_{a d j}\right)$ does not lead to a valid solution, the algorithm backtracks by resetting $A\left[i_{a d j}\right]\left[j_{a d j}\right]$ back to 0 to try the next possible adjacent cell. If the same condition happens to every adjacent cell, then the algorithm backtracks from the current cell $\left(i_{c}, j_{c}\right)$ by calling InCREMENTENTRY $\left(i_{c}, j_{c}\right)$. When the algorithm gets to a point where it backtracks from the starting cell $\left(i_{a}, j_{a}\right)$, then the algorithm outputs "no solution", signifying that the puzzle instance has no solution. The invocation TraverseCell $\left(A,\left(i_{a}, j_{a}\right),\left(i_{b}, j_{b}\right),\left(i_{a}, j_{a}\right), c r, c c\right)$ is used to find a solution to a Path instance represented in a two-dimensional array $A$ with two doors $\left(i_{a}, j_{a}\right)$ and $\left(i_{b}, j_{b}\right)$ with numerical constraints $c r$ and $c c$. The asymptotic upper bound for the solver algorithm is discussed in Theorem 3.


Figure 5. Simplified visualization of the traversal in Algorithm 3 for a $3 \times 3$ Path instance. Here, the doors are located at $(2,1)$ and $(3,2)$. The numerical constraints are $c r=[3,2,2]$ and $c c=[2,2,3]$.

Theorem 3 The asymptotic upper bound for the running time of Algorithm 3 in solving an arbitrary instance of a Path puzzle of size $m \times n$ is $O\left(3^{m n}\right)$.

Proof. The algorithm traversal can be represented as a state space tree, with a maximum of three potential subsequent states for every state at every tree level. This is because the three potential next states correspond to the possible directions of every cell, excluding the previously visited adjacent cell. This implies that there are at most $3^{i}$ states in level $i$ of the tree. Since there are at most $m n$ levels of the tree, i.e., the path visits all cells in the grid, the maximum number of states to be considered is bounded by $\sum_{k=0}^{m n} 3^{i}=\left(3^{m n+1}-1\right) / 2$, which is $O\left(3^{m n}\right)$.

## VI TRACTABLE VARIANTS OF PATH PUZZLES

Suppose we are given an NP-complete problem $X$. Since currently the fastest known algorithm to solve $X$ takes exponential time, it is natural to ask whether there exists a variant or a sub-problem of $X$ that can be solved in polynomial time. This tractable variant or sub-problem might be obtained by reducing the dimension or the constraint of problem $X$. For example, the general Boolean satisfiability problem is NP-complete, but if the formulas can be expressed as 2-CNF, the problem becomes solvable in linear time [41]. The general Nonogram puzzle is NP-complete, but the problem becomes tractable if every row and column in the instance has at most one block of connected cells [42]. Determining the existence of the maximum clique in an arbitrary graph is NP-hard, but it is tractable if the graph is planar [43]. Moreover, both minimum vertex cover and maximum independent set problems are NP-hard in general graphs, but these problems are tractable in bipartite graphs [43]. Finally, although the general Yin-Yang puzzle is NP-complete [29], the $m \times n$ Yin-Yang puzzles are tractable if either $m$ or $n$ is less than 3 [35].

This section considers a variant of the Path puzzle of size $m \times n$ without row and column constraints. Formally, if $c r_{i}$ and $c c_{j}$ respectively signify the constraint for row $i$ and column $j$ of a puzzle, then $c r_{i}=c c_{j}=-1$ for each $1 \leq i \leq m$ and $1 \leq j \leq n$. If we consider two doors at $\left(i_{a}, j_{a}\right)$ and $\left(i_{b}, j_{b}\right)$, then we have at least one path connecting them. Moreover, this path can be constructed in $O(\max \{m, n\})$ time as described in the following theorem.

Theorem 4 Any $m \times n$ Path puzzle instance without constraint numbers for all of its rows and columns can be solved in $O(\max \{m, n\})$ time.

Proof. Notice that a Path puzzle instance without constraint numbers implies that any Path puzzle configuration is a solution as long as it is a single line connecting the two door cells $\left(i_{a}, j_{a}\right)$ and $\left(i_{b}, j_{b}\right)$. Thus, if $\left(i_{a}, j_{a}\right) \neq\left(i_{b}, j_{b}\right)$ the solution always exists. We can construct a solution with an algorithm that consists of two independent iterations. The first iteration constructs the horizontal path segment from $\left(i_{a}, j_{a}\right)$ to $\left(i_{a}, j_{b}\right)$, while the second iteration constructs the vertical path segment from $\left(i_{a}, j_{b}\right)$ to $\left(i_{b}, j_{b}\right)$. Since $1 \leq i_{a}, i_{b} \leq m$ and $1 \leq j_{a}, j_{b} \leq n$, the first and the second iteration runs in $O(n)$ and $O(m)$ time, respectively. Since the loops run independently, the overall time complexity of the algorithm is $O(\max \{m, n\})$.

Theorem 4 implies that eliminating all rows and columns constraints from Path puzzle instances removes the NP-hardness of the puzzle.

## VII COMPUTATIONAL EXPERIMENTS AND RESULTS

This section discusses the experiments conducted to test the running time of the proposed algorithm. The experiments were run on a 64 -bit Windows 11 system using $\mathrm{C}++$ programming language. The reason for the usage of $\mathrm{C}++$ is that it is relatively faster when compared to other popular programming languages [44]. The system uses g++ compiler version 6.3.0 and is equipped with AMD Ryzen $53550 \mathrm{H} @ 2.1 \mathrm{GHz}$ with 16 GB of RAM. The source codes, test cases, and relevant documentation are provided for interested readers at https://github. com/joshuagatizz/path-puzzles-backtracking-solver.

In the experiment, Algorithm 3 was tested against 26 test cases where the solutions correspond to one of the standard English alphabets as described in [45]. Each test case considers a $6 \times 6$ grid with complete or incomplete information and only has one solution. The algorithm was run three times for each test case to determine its corresponding average running time. For some test cases, the implementation of our algorithm successfully solved the puzzle quicklyin about $10^{-9}$ seconds. We do not compare the performance of our algorithm to other approaches because, to our knowledge, our study is the first rigorous investigation of an imperative algorithmic approach for solving Path puzzles.

The test cases with the fastest running time correspond to the puzzle representing the letter "B", "L", "P", "S", "U","V", "Y", and "Z" with an average running time of $\approx 10^{-9}$ s. On the other hand, the test case corresponding to the letter " M " is the slowest with an average running time of 27.34 milliseconds. The overall average running time for solving the 26 test cases is 3.02 milliseconds.

## VIII CONCLUSIONS AND FUTURE WORKS

We discussed an algorithm for solving an arbitrary Path puzzle instance with complete or incomplete information using backtracking. In Theorem 3, we prove that the upper bound for the proposed algorithm to solve an instance of Path puzzle of size $m \times n$ is $O\left(3^{m n}\right)$. We also discuss a variant of Path puzzles that can be solved in polynomial time in Theorem 4. Specifically, we prove that every $m \times n$ Path puzzle instance with no numerical constraints for all rows and columns can be solved in $O(\max \{m, n\})$ time. Nevertheless, we believe that finding another special case of tractable Path puzzle variants would be interesting future work.

We also conducted computational experiments to measure the running time of the proposed algorithm against 26 Path instances of size $6 \times 6$ as described in [45]. The experimental results imply that the algorithm is capable of quickly solving the test cases, with an average of 3.02 milliseconds and some test cases have a recorded running time on the order of $10^{-9}$ seconds. However, one should notice that the size of the puzzle instances in [45] is relatively small. Nonetheless, one interesting exploration is regarding a more efficient solver algorithm, possibly by using related properties to find the solution to a discrete tomography problem, such as the majorization technique from Ryser's paper [38]. In addition, since Path puzzles are NP-complete, we believe exploring and comparing a backtracking solver and a SAT-based (or SMT-based) solver would be an interesting topic. Another interesting exploration is regarding an algorithm to find all solutions to a Path instance of size $m \times n$.
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[^0]:    ${ }^{1}$ See https://www.enigami.fun for details.

[^1]:    ${ }^{2}$ Recall that a constraint 0 indicates such row/column cannot be traversed by the solution path.

