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Abstract: Aiming at the personal credit evaluation of commercial banks, this paper constructs a 
classified prediction model based on machine learning methods to predict the default risk. At the same 
time, this paper proposes to combine the sparrow search algorithm (SSA) with the support vector 
machine (SVM) to explore the application of the SSA-SVM model in personal default risk prediction. 
Therefore, this paper takes the personal credit data as the original data, carries out statistical analysis, 
normalization and principal factor analysis, and substitutes the obtained variables as independent 
variables into the SSA-SVM model. Under the premise of the same model, the experimental results 
show that the evaluation indexes of the experimental data are better than the original data, which shows 
that it is effective for the data processing operation of the original data in this paper. On the premise of 
the same data, each evaluation index of the SSA-SVM model is better than the SVM model, which 
shows that the hybridized model established in this paper is better than the latter one in predicting 
personal default risk, and has certain practical value. 
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1. Introduction 

To determine whether to loan to borrowers, the traditional credit business mainly relies on the 
subjective factors of both parties as the basis. Thomas [1] pointed out that the credit scores of UK 
and US residents are updated at least weekly. Zhang [2] also showed the popularity of credit scoring 
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in the United States: Bank of America uses an internal scoring model with 97% of credit cards and 
70% of its small loan business. Before the emergence of quantitative credit risk models, financial 
institutions mainly relied on due diligence of loan officers, such as the classic 5C evaluation method, 
which evaluates five aspects of credit quality of loan applicants: character, ability, capital, collateral, 
and condition. Due diligence largely relies on subjective judgment and the rich experience of loan 
officers, and there are high operational and time costs involved. 

However, the personal loan business of commercial banks has begun to increase, and the 
traditional lending model has been unable to meet the current demand of credit business. Therefore, 
commercial banks hope to pursue better judgments to reduce credit defaults. At present, fintech is 
constantly developing, and machine learning technology is deeply involved in financial risk 
prevention and control, but there is still room for progress in the existing machine learning 
technology for this issue. 

Credit scoring techniques use statistical methods and artificial intelligence models to objectively 
evaluate borrowing. The credit status of the applicants can save time and cost, and improve operational 
efficiency. Finlay believes that any slight improvement in the performance of credit scoring models 
can help financial institutions avoid a loss of millions of dollars [3]. The continuous improvement of 
the performance of credit scoring models is the goal pursued by researchers. The continuous 
exploration and improvement of classification techniques in credit scoring models is a hot topic in 
credit scoring research. The earliest credit scoring model was proposed by Durand [4], who used Fisher 
discriminant analysis to distinguish default loans. With the continuous innovation of technology and 
methods in the fields of statistics and machine learning, scholars attempt to introduce a large number 
of new classification methods into the field of credit scoring in order to improve the predictive 
performance of the model.  

In real financial environments, there are still some problems, although there are plenty of studies 
on personal default prediction. Since the number of credit defaulters is always a small sample event 
and personal credit data is always an unbalanced sample, this situation needs to be taken into account. 
Meanwhile, when performing default prediction, appropriate data mining models need to be considered. 

The rest of the paper is organized as follows: Section 2 reviews related work and elaborates the task 
of the paper. In Section 3, the theoretical basis is introduced. In Section 4, we construct the SSA-SVM 
to evaluate its index. In Section 5, we carry out empirical analysis and Section 6 concludes the paper. 

2. Literature review 

Researches on credit risk optimization started early. Andersson et al. [5] solved the credit risk 
optimization problem by building a Conditional Value at Risk model that can simultaneously adjust all 
positions in a portfolio of financial instruments. At the same time, Shi et al. [6] also summarized foreign 
research on personal loan default prediction, and reviewed the scoring models and methods used by 
foreign commercial banks for personal consumer credit, introducing regression analysis, neural 
networks and mathematical programming, and analyzed and compared the performance of various 
methods. Du [7] proposed to combine the problem of personal credit assessment with data mining 
theory, which diminishes the problem of domestic credit collection mainly depending on the subjective 
will of people, and provides a new research topic for personal credit assessment. 

At the same time, default rate prediction models based on support vector machine models were 
also proposed. Vapink [8] proposed statistical learning theory, which laid the theoretical foundation of 
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SVM, and more and more scholars began to use SVM models in personal loan default prediction. 
Chong et al. [9] chose to compare the SVM model with the K-nearest neighbor model and showed that 
the SVM model significantly outperformed the K-nearest neighbor model in personal credit evaluation. 
Guo [10] found that the support vector machine based personal credit assessment model can 
effectively improve the prediction accuracy and has a good prospect for development. Tian [11] and 
Tang et al. [12] found that SVM models are superior to logistic models to a certain extent and have 
higher application value. Although all the above scholars believe that SVM models are superior to 
other models to a certain extent, there is still some room for progress in SVM models. 

Therefore, many scholars began to shift their research focus to the optimization of SVM models, 
hoping to improve the prediction accuracy of the models by combining relevant algorithms. Shen et 
al. [13] obtained better results using the NN-SVM-KNN model. Zhong et al. [14] concluded that the 
traditional support vector machine model has certain problems leading to excessive computation and 
low accuracy, which makes it difficult to apply to large data problems, so she chose to use the LS-
SVM model for experimental analysis of German credit data, and the results showed that the LS-SVM 
model outperformed the KNN method and the discriminant analysis method, indicating that the method 
is more stable and practical. Xiao et al. [15] found that the model combining principal component 
analysis and support vector machine significantly outperformed various credit assessment models such 
as neural network and K-nearest neighbor discriminant analysis in predicting personal credit 
assessment. Dai et al. [16] combined K-means clustering method with the SVM model to further 
classify the credit rating with high value of use. Liu et al. [17] chose to construct a credit evaluation 
model with C4.5 decision tree optimization support vector machine, which effectively solved the 
problem of decreasing accuracy of the traditional SVM model in predicting high-dimensional data. 
Wang [18] found that the predictors could not be effectively screened in the traditional SVM model, 
so she introduced the random forest fusion support vector machine model into the personal credit 
assessment problem, and proved that the method could obtain better prediction results through 
empirical research on experimental samples. Li [19] believed that there were many factors affecting 
personal credit, thus she introduced the lasso technique into personal credit assessment, and 
experimentally concluded that the Lasso-SVM model has high accuracy. Wang et al. [20] introduced 
the frog-jumping algorithm to optimize the hyper parameters based on the traditional SVM model, 
which solved the problem that the model parameters were difficult to determine and also had a better 
evaluation performance. Chen et al. [21] chose to optimize the SVM model based on the improved 
aspen swarm algorithm in the model parameter problem, and achieved good results. 

From the above literature research results, it can be concluded that there are some differences in 
the impact effects brought about by the different models and parameter optimization algorithms 
selected in the study. How to choose a more suitable algorithm to improve the prediction accuracy has 
become a difficult problem in credit default prediction. Xue et al. [22] proposed the sparrow search 
algorithm, and it has been applied by several scholars in major fields. Wang et al. [23] applied the 
sparrow search algorithm to the rural road cost problem to optimize the Backpropagation neural 
network (BP) model to predict the rural road cost, and the experimental results showed that the SSA-
BP algorithm model was better than the Radial basis function network in terms of stability and 
accuracy, and had better practicality. Liang et al. [24] applied the SSA-BP model to the impact ground 
pressure data prediction, and the experimental results showed that the optimization of BP neural 
network using SSA algorithm avoids the disadvantage of BP weight balance. While the sparrow search 
algorithm was used to optimize BP neural networks, some scholars also chose it as an optimization 
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algorithm for support vector machines. Hu et al. [25] chose to use the sparrow search algorithm to 
optimize the parameters of the support vector machine as a way to achieve tool wear status recognition 
based on acoustic signal features and achieved a high accuracy rate. In order to improve the accuracy 
of short-term wind turbine power prediction, Wang et al. [26] proposed to optimize the support vector 
machine model with the sparrow search algorithm and compared the obtained results with GA-SVM 
and SVM models. The experimental results show that the SSA-SVM model can effectively improve 
the learning parameter selection efficiency and prediction accuracy. However, in the financial field, 
the sparrow search algorithm is not widely used at present. 

Credit scoring models enable and support credit risk management in financial institutions. For 
more than half a century, Thomas et al. [27] have been part of decisions throughout the credit risk 
management cycle. Today, in Anderson and Ntwiga [28,29], no decisions about whom to grant a loan 
to, portfolio management, preventive collection actions, or even pricing are made without the support 
of credit scoring models. Academics and practitioners have developed different credit scoring tools to 
support the different decisions at each stage of the credit risk management cycle. Application scoring 
is used to decide whether to grant a loan to a new applicant entering the financial system. In contrast, 
behavioral scoring allows lenders to characterize those borrowers who have already been granted a 
loan, and it is used mainly for portfolio management. Finally, Paleologo et al. [30] found that collection 
scoring allows optimizing policies and strategies for collection and recovery. 

In this paper, in order to improve the prediction accuracy, we hope to optimize the SVM model 
with SSA and compare it with the former in order to obtain the optimal prediction model for customer 
information and customer default. 

3. Theoretical basis 

3.1. SVM 

SVM was first proposed by Vapnik in 1964. It is currently used in many fields such as pattern 
recognition, nonlinear regression and default prediction. SVM is based on structural risk minimization 
and VC theory, and the structural risk minimization is introduced to prevent overfitting of the training 
model. When the VC dimension is too large, the generalization ability of the model is poor, and the 
smaller the VC dimension is, the stronger the generalization ability of the model is. Therefore, because 
of the support of VC dimensional theory, the support vector machine has unique generalization 
performance. Here, a nonlinear support vector classifier is introduced. 

Regarding the nonlinear classification problem, the kernel function is mainly used to convert it 
into a linear classification problem for solving. The commonly used kernel functions include linear 
kernel function, Gaussian kernel function, polynomial kernel function and Sigmoid kernel function. 
This paper mainly introduces Gaussian kernel function. 

For the data sets  𝑇 ൌ ሼሺ𝑥ଵ, 𝑦ଵሻ, ሺ𝑥ଶ, 𝑦ଶሻ, . . . , ሺ𝑥ே, 𝑦ேሻሽ  ,𝑥௜ ∈ 𝑅௡ , 𝑦௜ ∈ ሼ൅1, െ1ሽ , firstly it is 
necessary to select the appropriate kernel function 𝐾ሺ𝑥, 𝑧ሻ  and penalty function 𝐶 ൐ 0 .Then, to 
construct Eq (1) and solve for the optimal solution 𝛼∗ ൌ ሺ𝛼ଵ
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𝑠. 𝑡. ∑ 𝛼𝑖ே
௜ୀଵ 𝑦𝑖 ൌ 0,                                 (1) 

0 ൑ 𝛼𝑖 ൑ 𝐶, 𝑖 ൌ 1,2, . . . , 𝑁. 

After that, a component α୨
∗ is selected from the optimal solution and this component satisfies 

the condition 0 ൏ α୨
∗ ൏ C , using this component to calculate Eq (2). 

        b∗ ൌ y୨ െ ∑ α୨
∗୒

୧ୀଵ y୧Kሺx୧ ⋅ x୨ሻ                          (2) 

Then the Gaussian kernel function is introduced as Eq (3), and the classification decision function 
in this condition is obtained as Eq (4). 

𝐾ሺ𝑥, 𝑧ሻ ൌ 𝑒𝑥𝑝ሺ െ
‖௫ି௭‖

ଶఙమ

ଶ
ሻ,                           (3) 

𝑓ሺ𝑥ሻ ൌ 𝑠𝑖𝑔𝑛ሺ∑ 𝛼௜
∗ே

௜ୀଵ 𝑦௜ 𝑒𝑥𝑝ሺ െ
‖௫ି௭‖మ

ଶఙమ ሻ ൅ 𝑏∗ሻ.                  (4) 

3.2. SSA 

SSA was proposed by Xue et al. in 2020 and was mainly inspired by the foraging and anti-
predatory behaviors of sparrows. The main rules of the SSA are described as follows: 

In the model-building process, individual sparrows are divided into discoverers and joiners in a 
certain proportion, and the identities are not fixed. They will switch according to the superiority of the 
food sources found by the sparrows in their search, while the proportion remains unchanged. The 
individual sparrow’s adaptation value represents its energy reserve, and the discoverer usually has a 
relatively high energy reserve to search for areas with abundant food, while the joiner also chooses to 
search for the best discoverer to increase its predation rate, and thus sets an alarm value to prevent the 
appearance of predators. When an individual sparrow detects danger and chirps, the more marginal 
sparrows in the group will move towards the safe area to update the optimal position, while the 
sparrows in the middle area will then move to approach other sparrows. 

To establish the process of the SSA, first, the relevant parameters of the population and the 
proportion of joiners need to be initialized. Second, the fitness values are calculated and at the same 
time, the ranking is done. Third, the positions of predators, joiners and vigilantes are updated. Finally, 
the fitness value is continuously calculated to update the positions so that they meet the end conditions.  

The mathematical model for the position update of the discoverer sparrow is Eq (5). 













LQtXi
MaxIter

i
tXi

tXi
)(

)exp()(
)1 （        

if

if
 

.

,

2

2

STR

STR




          (5) 

where, Xi is the position vector of the first sparrow; T is the current iteration number; MaxIter is the 
maximum iteration number; Α is a random number between (0,1), R2 ( R2∈[0,1]) and ST (ST∈[0.5, 
1.0]) for the early warning threshold and the safety threshold, respectively; Q is a random number and 
satisfies a positive, state distribution; L is a 1 × d matrix of all 1 element (d is the dimension). 

The mathematical model for updating the position of the participant Sparrow is as Eq (6). 
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where XP and Xworst are the optimal positions of the discoverer and the worst positions globally, 
respectively; A represents a 1 × D matrix randomly assigned to each element 1 or –1, and A + = AT 
(AAT)–1. 

The reconnaissance and early warning sparrow accounts for 10% to 20% of the population. 
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In the equation, fi, fg and fw are the fitness values of the current sparrow individuals, and the global 
best and worst fitness values, respectively; Xbest is the current global best position; K is a random 
number between [–1,1]; β is called the step-size control parameter; ε is the smallest constant to avoid 
zero in the denominator. 

4. Construction of the SSA-SVM model 

This section mainly introduces the construction process of the SSA-SVM model, and also 
discusses the process and evaluation index of this model. 

4.1. Experimental procedure of the SSA-SVM model 

The traditional SVM model with fixed parameters has certain universality, but may have bias for 
personal credit data in real financial environments. Therefore, this paper adds the SSA to the traditional 
SVM model to change the problem of fixed parameters of the latter. 

The SSA-SVM model first needs to establish a suitable parameter range for the dataset and find 
the optimal parameters within this parameter range in terms of the fitness value, which is mainly 
applied to the dataset used in the model, i.e., each different dataset will have different optimal 
parameters. As a result, the parameters used in the SVM model for model training and prediction will 
change from the traditional SVM model parameters to the optimal parameters corresponding to the 
experimental data in order to obtain the optimal prediction results. In this paper, we use Pycharm for 
model construction, and the methodology of the SSA-SVM model is shown in Figure 1. 

4.3. Evaluation matrix of the SSA-SVM model 

In the binary classification problem, the confusion matrix is a standard format to represent the 
accuracy evaluation, which is mainly used to compare the classification results with the actual measured 
values, and the accuracy of the classification results can be displayed inside a confusion matrix. As shown 
in Table 1, TP (true non-default) denotes non-defaulted samples that are predicted by the model as non-
defaulted, FP (false non-default) denotes defaulted samples that are predicted by the model as non-
defaulted, FN (false default) denotes non-defaulted samples that are predicted by the model as defaulted, 
and TN (true default) denotes defaulted samples that are predicted by the model as defaulted. 
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Figure 1. Methodology of the SSA-SVM model. 

Table 1. Confusion matrix. 

 True value 

Mixing matrix Non-default sample Sample default 
Predicted value Non-default sample TP FP 

Sample default FN TN 

The model evaluation matrix in this paper mainly includes accuracy, recall, precision, ROC curve 
and AUC value. 

(1) Accuracy 
Accuracy (Accuracy) indicates the proportion of samples correctly predicted by the model to the 

overall sample, and is calculated as shown in Eq (8). 

Accuracy=
TP+TN

TP+TN+FP+FN.
                             (8) 
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(2) Precision 
Precision (Precision) indicates the proportion of samples correctly predicted by the model to the 

overall samples predicted by the model for that target feature, and is calculated as shown in Eq (9). 

Precision=
TP

TP+FP
.                               (9) 

(3) Recall 
Recall (Recall) represents the proportion of samples correctly predicted by the model to the 

overall samples actually for that target feature, and is calculated as shown in Eq (10). 

Recallൌ TP

TP൅FN
.                                 (10) 

(4) ROC curve 
The ROC curve is a curve with sensitivity (TPR) as the vertical coordinate and specificity (FPR) 

as the horizontal coordinate, and the formula for calculating TPR and FPR is shown in Eq (11). 

𝑇𝑃𝑅 ൌ
𝑇𝑃

𝑇𝑃 ൅ 𝐹𝑁.
 

      𝐹𝑃𝑅 ൌ ி௉

ி௉ା்ே
.                                

(11) 

The AUC value is the area under the ROC curve, when AUC = 1, it means the model is perfect, 
but there is no perfect prediction model in most cases; when 0.5 < AUC < 1, the model is better than 
random conjecture and has some application value; when AUC = 0.5, the model is the same as random 
conjecture and has no application value; when AUC < 0.5 the model is weaker than random conjecture. 
Therefore, the larger the AUC value is, the larger the area under the ROC curve, which means that the 
model is more effective. 

5. Empirical of the SSA-SVM model 

In this section, the data used in this model are briefly described for the processing of the data, 
empirically analyzed to derive prediction results, and analyzed in the context of the personal credit 
business of commercial banks. 

5.1. Selection of data, statistical analysis and normalization 

The data selected in this paper come from the personal credit data of the AliCloud Tianchi public 
database. The original data has 700 samples (183 defaulted samples, 517 non-defaulted samples) and 
each sample represents the personal information of one borrower customer, 8 feature variables (6 
quantitative data, 1 fixed class data and 1 target feature variable), and the model variables are shown 
in Table 2. In this paper, the personal information of borrowers (age, education and working years, etc.) 
is used as input variables, and whether the lender defaults or not is used as output variable to construct 
a personal credit default prediction model. 
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Table 2. Description of original data variables. 

Feature variable type Feature variable name Parameter code 
Quantitative data Age X0 

Length of service X1 
Revenue X2 
Debt ratio X3 
Credit card debt X4 
Other liabilities X5 

Fixed class data Education level X6 
Whether in default (0: not in default, 1: in default) Y 

For the quantitative data, the analysis was mainly conducted by drawing box plots and observing 
the median, upper and lower quartiles and outliers of each characteristic variable under different default 
conditions. It can be seen that there is a difference between the age of borrowers in the defaulted and 
non-defaulted samples, with borrowers in the defaulted sample being relatively younger; the box plots 
for working age show that borrowers in the defaulted sample have a lower working age, both of which 
indicate that relatively younger borrowers or borrowers with a shorter working time are more likely to 
default. The box plots for debt ratios, credit card debt, and other debt show that there are large 
differences between both the defaulted and non-defaulted samples, with the defaulted sample having 
significantly higher debt ratios than the non-defaulted sample, and the median and quartiles of debt 
ratios being higher in the defaulted sample than in the non-defaulted sample. For borrowers, default is 
mainly due to the inability of available funds to repay existing debts, so borrowers with low debt ratios 
have less debt to repay than borrowers with high debt ratios, and have higher willingness to repay, 
resulting in fewer defaults, which leads to a much lower debt ratio in the non-default sample than in 
the default sample. Therefore, the probability of default increases for relatively young borrowers in the 
presence of high debt ratios. Finally, the level of education does not have a more significant effect on 
default status, with both the defaulted and non-defaulted samples showing some degree of decline as 
the education level increases. 

Since there are differences in the range of values for quantitative data, such as significant 
differences between the debt ratio and income level, the data set needs to be normalized. If the original 
data set is directly applied, it will not only lead to an increase in computational effort, but also cause 
the problem of decreasing model accuracy. There are two common methods of normalization, one is 
linear normalization, which is a linear transformation of the original data, and the other is the Z-score 
standard deviation normalization method. The first method used in this paper is to create a 
MinMaxScaler function in Python to scale each quantitative data to the (0, 1) range. 

5.2. Principal factor analysis of the data 

Principal factor analysis refers to recombining the original data set into a new set of mutually 
uncorrelated data sets to reflect as much information as possible with as few variables as possible. 
Because of the large differences between the characteristic variables in the dataset of this paper and 
the reduction of model computing time, this paper chooses to synthesize the original quantitative data 
using principal factor analysis. 
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Table 3. KMO and Bartlett’s tests. 

KMO sampling suitability quantity 0.611 
Bartlett sphericity test Approximate cardinality 2181.502 

Degree of freedom 15 
Significance 0 

The KMO and Bartlett tests were first performed on the quantitative data, as shown in Table 3, 
and the approximate chi-square of Bartlett’s sphericity test was 2181.502, which corresponds to a 
significance of 0. The original hypothesis that the correlation coefficient matrix is significantly 
different from the unit matrix should be rejected. Also, the KMO value is 0.611, so this data is suitable 
for principal component analysis. 

Table 4. Total variance explained. 

Ingredients Initial Eigenvalue Extraction of the sum of squares of loads 

 Total 
Percentage of 
variance Cumulative % Total

Percentage of 
variance Cumulative %

1 3.087 51.443 51.443 3.087 51.443 51.443 
2 1.434 23.908 75.352 1.434 23.908 75.352 
3 0.602 10.033 85.385 0.602 10.033 85.385 
4 0.396 6.607 91.992    
5 0.369 6.144 98.136    
6 0.112 1.864 100.000    

In the following, the SPSS24 software was chosen to conduct principal component analysis on 
the variable data, and the total variance explained is shown in Table 4, the first three factors have 
85.385% information contribution, and the original information is lost less, which has research 
significance. The plot data is shown in Table 4. The information contribution of the first factor is high, 
and the eigenvalues of the third and later factors are small, and their contribution to the explanation of 
the original variables is small and can be ignored, so the first three factors are extracted in this paper. 
Therefore, the experimental data of this paper are shown in Table 5, and the input variables X include 
the variables after the principal components, i.e., the composite variables F1, F2 and F3, and one fixed 
class data X6, and the output variable is whether or not the lender defaults (0: no default, 1: default). 

Table 5. Description of experimental data variables. 

Feature Variable Type Feature variable name Parameter Code 
Input Variables Combined variables F1 

F2 
F3 

Education X6 
Output Variables Whether in default (0: not in default, 1: in default) Y 

The formulae for the composite variables F1, F2 and F3 used for the experimental data can be 
derived from the matrix of component score coefficients from the principal component analysis, i.e., 
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Table 6, whose expression is Eq (12). 

5*075.04*321.03*433.02*584.01*018.00*102.12

5*235.04*212.03*588.02*228.01*327.00*304.02

5*272.04*260.03*134.02*264.01*232.00*202.01

XXXXXXF

XXXXXXF

XXXXXXF






      
(12)

 

Table 6. Component score coefficient matrix. 

 Ingredients 
 1 2 3 
Age X0 0.202 –0.304 1.012 
Length of service X1 0.232 –0.327 –0.018 
Revenue X2 0.264 –0.228 –0.584 
Debt ratio X3 0.134 0.588 0.433 
Credit Card Debt X4 0.260 0.212 –0.321 
Other liabilities X5 0.272 0.235 –0.075 

5.3. Prediction results and analysis of SSA-SVM model 

Based on the above analysis, the original data and the processed dataset, i.e., the experimental 
data, are modeled and analyzed separately. Firstly, the dataset is divided into a training set and a 
prediction set in the ratio of 8:2 using train_test_split in python. Secondly, the model is trained on the 
training set and the prediction results are output on the prediction set, and the model accuracy is 
compared. CPU of the computer is 11th Gen Intel(R) Core(TM) i5-1155G7 @ 2.50 GHz and the RAM 
is 16 GB. Execution time for experiments is about 840 seconds. 

For the traditional SVM model, the parameter combinations of both the original data and the 
experimental data are c = 1 and gamma = 1. While, in the SSA-SVM model, after the parameter search, 
the optimal parameter combination of the original data becomes c = 2.79 and gamma = 0.1, and the 
optimal parameter combination of the experimental data becomes c = 2.41 and gamma = 0.8. After the 
experiment, the SVM model and the prediction results of the SSA-SVM model are shown in Tables 7 
and 8, the evaluation indexes are shown in Table 9, and the ROC curves are shown in Figure 6. 

Table 7. Prediction results of the original data. 

Original data Projections 

Actual SVM model SSA-SVM model 
0 (not in 
default) 

1 (breach of 
contract) 

0 (not in 
default) 

1 (breach of 
contract) 

0 (not in default) 103 0 102 1 
1 (breach of contract) 37 0 30 7 

From Tables 7 and 9, it can be seen that the prediction accuracy of the SSA-SVM model is higher 
than that of the SVM model for the original data. From Tables 8 and Table 9, it can be seen that the 
prediction accuracy of the SSA-SVM model is higher than that of the SVM model for the experimental 
data. From Tables 7 and 8, it can be seen that the prediction accuracy of the SSA-SVM model is higher 
than that of the SVM model for the defaulted samples. From Table 9, it can be seen that for the original 
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data, the precision of the SVM model is only 73.6%, with an accuracy and recall rate of 0, while the 
precision of the SSA-SVM model can reach 77.9%, with an accuracy of 87.5% and a recall rate of 
18.9%. For the experimental data, the precision of the SVM model is only 75%, with an accuracy rate 
of 63.2% and a recall rate of 30%, while the precision of the SSA-SVM model can reach 80%, with 
70% accuracy and 52.5% recall. Therefore, the precision of the experimental data is all better than the 
original data under the premise of the same model. The precision of the SSA-SVM model is all better 
than the SVM model under the premise of the same data. 

Table 8. Prediction results of experimental data. 

Experimental data Projections 
Actual SVM model SSA-SVM model 

0 (not in default) 1 (breach of 
contract) 

0 (not in 
default) 

1 (breach of 
contract) 

0 (not in default) 93 7 91 9 
1 (breach of contract) 28 12 19 21 

Table 9. Accuracy, precision and recall of the model. 

Name SVM model SSA-SVM model 
 Original data Experimental data Original data Experimental data 
Precision 73.6% 75% 77.9% 80% 
Accuracy 0% 63.2% 87.5% 70% 
Recall 0% 30% 18.9% 52.5% 

 

Figure 2. ROC curve. 
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As can be seen in Figure 2, the AUC value of the SVM model in the original data is 0.5 and the 
AUC value of the SSA-SVM model is 0.590, so the area occupied by the ROC curve of the SSA-SVM 
model is larger than the area occupied by the ROC curve of the SVM model, i.e., the SSA-SVM model 
outperforms the SVM model under the original data. The AUC value of the SVM model is 0.615 and 
the AUC value of the SSA-SVM model is 0.718, so the area occupied by the ROC curve of the SSA-
SVM model is larger than that occupied by the ROC curve of the SVM model, i.e., the SSA-SVM 
model is superior to the SVM model under the experimental data. 

The above experimental results show that, under the premise of the same model, all evaluation 
indexes of the experimental data are better than the original data, which indicates that the data 
processing operation performed on the original data in this paper is effective; under the premise of the 
same data, all evaluation indexes of the SSA-SVM model are better than the SVM model, which 
indicates that the SSA-SVM model established in this paper is better than the SVM model in personal 
credit default prediction and has some practical application value. 

Therefore, commercial banks can use the SSA-SVM model proposed in this paper to establish a 
corresponding personal credit default assessment system to analyze the default status of borrowers and 
reduce the personal credit default phenomenon. At the same time, commercial banks can also establish 
corresponding default intervals based on the distribution of characteristics among borrowers, and 
reduce the amount of borrowing within the interval as much as possible, so as to avoid part of the 
default risk. 

We use principal components as a preprocessing step. Since PCA are not very robust, other 
predictive models to predict the default probabilities can be considered, such as Figini et al. [31]. They 
propose a methodology for data fusion in longitudinal and survival duration models using quantitative 
and qualitative variables separately in the likelihood function and then combining their scores linearly 
by a weight, to obtain the corresponding probability of default for each SME. 

6. Conclusions 

In this paper, by collating the research of many scholars at home and abroad in personal credit 
classification prediction, we propose to establish the SSA-SVM model with sparrow search 
algorithm and optimized support vector machine. Prediction results show that the precision of the 
SVM model for the original data is only 73.6%, the accuracy and recall are 0 and the AUC value is 
0.5, while SSA-SVM model for the original data prediction reaches 77.9% precision, 87.5% accuracy, 
18.9% recall and 0.590 AUC value. The SVM model for experimental data has only 75% precision, 
63.2% accuracy, 30% recall and 0.615 AUC value, while the SSA-SVM model for experimental data 
can reach 80% precision, 70% accuracy, recall 30% and AUC 0.615. Therefore, under the premise 
of the same model, all evaluation indexes of the experimental data are better than the original data; 
under the premise of the same data, all evaluation indexes of the SSA-SVM model are better than 
the SVM model, i.e., in terms of personal credit default prediction, the data processing operation 
performed on the original data in this paper is effective. The SSA-SVM model has a certain 
application value to the credit business of commercial banks. 

However, this paper also has the following shortcomings, namely, the data were selected only 
taking into account the basic information factors of individuals and not combined with the national 
economic market and macroeconomic policies for the analysis. At the same time, the selected data 
has a vague description of the address, so it is not used in the process of empirical analysis. In the 
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actual prediction of commercial banks, they can build a more perfect prediction model of personal 
credit default based on the real situation of address and other information, which may produce more 
accurate results. 
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