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Abstract: There is limited research on the loss and reconstruction of car-following features. To delve 
into car-following’s characteristics, we propose a car-following model based on LSTM-Transformer. 
By fully leveraging the advantages of long short-term memory (LSTM) and transformer models, this 
study focuses on reconstructing the input car-following features. Training and testing were conducted 
using 700 car-following segments extracted from a natural driving dataset and the Next Generation 
Simulation (NGSIM) dataset, and the proposed model was compared with an LSTM model and an 
intelligent driver model. The results demonstrate that the model performs exceptionally well in 
feature reconstruction. Moreover, compared to the other two models, it effectively captures the 
car-following features and accurately predicts the position and speed of the following car when 
features are lost. Additionally, the LSTM-Transformer model accurately reproduces traffic 
phenomena, such as asymmetric driving behavior, traffic oscillations and lag, by reconstructing the 
lost features. Therefore, the LSTM-Transformer car-following model proposed in this study exhibits 
advantages in feature reconstruction and reproducing traffic phenomena compared to other models. 
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1. Introduction 

The car-following model is an important research direction in traffic flow theory, traffic control, 
intelligent transportation systems, etc. The research outcomes in this area have significant theoretical 
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and practical implications for improving traffic flow efficiency, reducing traffic accidents and 
enhancing the overall traffic environment. Existing car-following models can be classified into 
theory-driven and data-driven models [1]. The theory-driven model proposes specific model 
structures based on reasonable assumptions regarding vehicle interactions, aiming to capture the 
mutual influences between the states of two vehicles. However, it cannot quantify certain human 
factors, has high complexity and limited accuracy [2,3]. The data-driven car-following model 
employs data-driven techniques to perform statistical analysis on car-following data, thereby 
discovering underlying driving behavior patterns and establishing corresponding decision-making or 
mapping relationships to predict car-following behaviors. The deep-learning car-following model is 
an extension of the data-driven car-following model. It introduces more complex neural network 
structures and algorithms on top of the data-driven model to better handle complicated relationships 
and nonlinear features in car-following data. In addition, the physics-informed car-following models 
aim to integrate the advantages of these two models. These models combine physical principles and 
deep learning to improve the understanding and prediction ability of car-following behavior and have 
high interpretability and generalization performance while dealing with uncertainties [4–6]. 

The calibration and validation of the car-following model heavily rely on complete and detailed 
vehicle trajectory data, as these data contain the car-following features that the model needs to learn. 
However, due to the characteristics of data collection and recording techniques, real-world vehicle 
trajectory data often suffer from inaccuracies and missing information, which can lead to the loss of 
the car-following features and severely impact the performance of the car-following model. Previous 
research has recognized vehicle trajectory data’s imperfections and employed various data recovery 
methods to reconstruct the trajectory data. Montanino and Punzo [7] demonstrated that the accuracy 
of empirical vehicle trajectory influences driver model behavior. They proposed a “traffic-informed” 
method to restore trajectory completeness and validated its effectiveness through simulations. The 
results indicate that trajectory accuracy impacts driver heterogeneity, and reconstructing trajectory 
parameters can better reproduce macroscopic congestion patterns. Wang et al. [8] proposed a linear 
interpolation model that considers temporal and spatial correlations and an online calibration module. 
Through field data evaluation, the model outperformed previous models that only considered spatial 
correlations and improved interpolation accuracy. The online calibration is applicable for online 
interpolation in traffic control. Tak et al. [9] proposed an improved k-nearest neighbors (KNN) 
approach for data imputation of road segments, considering spatial and temporal correlations. This 
method simultaneously handles missing data from multiple related sensors, improving computational 
efficiency. The method enhances imputation accuracy by preserving the geometric attributes of each 
road segment. Even in cases where the missing data type is unidentified or a mixture of missing 
types, the algorithm still demonstrates accurate and stable imputation performance. Chiou et al. [10] 
addressed the issue of missing data by sampling daily traffic flow trajectories from stochastic 
functions and leveraging the data features of functional data analysis. They proposed using 
conditional expectation methods for imputing missing values in functional principal component 
analysis (FPCA). Tang et al. [11] proposed a method based on fuzzy c-means (FCM) for data 
imputation in loop detectors. By considering spatiotemporal correlations, the data structure was 
transformed into matrix form, and genetic algorithms were utilized to optimize the parameters of the 
FCM model. The results demonstrated that the FCM-based imputation method outperformed 
traditional methods. Zhao et al. [12] proposed a tensor completion method based on multimodal 
characteristics to recover missing data. To address the issue of data sparsity, virtual sensor nodes 
were introduced, and two-dimensional linear interpolation and piecewise estimation methods were 
applied to estimate the average travel time between nodes. Furthermore, an optimal k-nearest 
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neighbors (KNN) method was proposed for travel time prediction. The results indicated that the 
proposed method improved data quality and prediction accuracy. Duan et al. [13] proposed a 
denoising stacked autoencoder for traffic data imputation. Efficient deep learning-based imputation 
was achieved by considering both temporal and spatial factors. The excellent performance of deep 
learning in traffic data imputation was revealed by visualizing the hidden layer features. The study 
demonstrated the effectiveness and efficiency of deep learning in traffic data imputation and analysis. 
Zhuang et al. [14] proposed an innovative traffic data imputation method, where the original data 
was first transformed into spatiotemporal images. Deep learning methods were then applied to the 
images using a convolutional neural network (CNN)-based context encoder to reconstruct the 
complete image from the missing data. The results demonstrated that this novel method improved 
imputation accuracy and exhibited a stable error distribution. Zhao et al. [15] addressed the issue of 
missing values in vehicle trajectory data by proposing a novel imputation adversarial convolutional 
neural network (IACNN) method. The IACNN method utilizes preceding vehicle trajectories to 
impute consecutive missing data. The results demonstrate that compared to traditional methods, the 
proposed model performs better in handling consecutive data losses and holds significant application 
value in traffic modeling and simulation. Liang et al. [16] introduced a novel deep learning 
framework called memory-augmented dynamic graph convolution network (MDGCN) for imputing 
missing traffic data. The model utilizes a recurrent layer to capture temporal information and a graph 
convolution layer to capture spatial information. Extensive experiments were conducted using two 
publicly available traffic speed datasets. The results demonstrate that the proposed model 
outperforms existing state-of-the-art deep learning methods in various missing data scenarios. Zhao 
et al. [17] proposed a deep learning framework to impute missing trajectory data called map-embedded 
graph attention network (TrajGAT). The results demonstrate that TrajGAT exhibits excellent 
performance on evaluation metrics. Existing methods overly rely on individual vehicle trajectory data 
when reconstructing trajectory data, and there is a lack of research on reconstructing trajectories by 
incorporating both the ego vehicle and the preceding vehicle’s following trajectory data. 

The main objective of this study is to propose a car-following model capable of reconstructing 
the car-following features and integrating them with the deep learning-based car-following model. 
The aim is to provide an efficient and accurate car-following model with practical significance in 
traffic flow theory, traffic control and intelligent transportation systems. In this paper, we propose a 
car-following model based on LSTM-Transformer. This model combines the strengths of LSTM and 
transformer, maintaining good car-following performance even in the case of continuous loss of 
car-following features. To validate the model, we conducted tests to evaluate its reconstruction 
effectiveness. Furthermore, we compared and analyzed the performance of the LSTM-Transformer 
model in terms of prediction accuracy and its ability to reproduce traffic phenomena in the presence 
and absence of car-following features. The remaining sections of this paper are organized as follows: 
Section 2 introduces the data and methods, Section 3 presents the experiments and relevant 
discussions and Section 4 summarizes our findings. 

2. Data and methodology 

2.1. Data 

The natural driving database used in this study was captured by the Ubiquitous Traffic Eyes 
(UTE) team from Southeast University, using UAVs equipped with 4K high-definition cameras to 
capture the traffic flow on urban highways [18]. The team employed algorithms to extract 
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high-resolution vehicle trajectory data. Manual correction and validation were performed on several 
vehicle position deviations to ensure 100% vehicle detection and tracking in the open trajectory 
dataset. The data used in this paper are from Datasets 1 and 3 of this database. The Next Generation 
Simulation (NGSIM) I-80 dataset consists of trajectory data from the eastbound I-80 highway in 
Emeryville, California. It includes three 15-minute videos, and the data selected for this study 
corresponds to the period from 5:00 to 5:15 p.m. Following the principles outlined below, 700 
car-following segments were collectively extracted from the two datasets. 

1) During the data processing, the longitudinal distance between the ego vehicle and the 
preceding vehicle in each car-following segment was limited to less than 80 m to ensure that the ego 
vehicle was not in free-flow conditions. 

2) Each car-following segment was confined to the same lane, and no lane-changing or 
overtaking maneuvers were present. 

3) When extracting the trajectory data for the two vehicles in each car-following segment, the 
car-following duration must be at least 15 seconds. 

2.2. LSTM network 

Recurrent neural network (RNN) is a type of neural network that takes the previous time step’s 
output as input for the current time step, enabling the learning of long-term dependencies. However, 
when dealing with long-term dependencies, RNN needs to avoid vanishing and exploding gradient 
problems. LSTM, as an improved variant of RNN, effectively addresses these issues [19]. LSTM has 
gained widespread application in natural language processing, speech recognition and time series 
prediction thanks to its ability to accurately capture long-term dependencies and mitigate 
gradient-related problems. 

The recurrent network structure is illustrated in Figure 1, where a distinctive “gate” structure is 
utilized to control the flow of information, enabling the memory and control tasks of the cell state. 
This ensures continuous updating of the memory within the LSTM unit. 

The forget gate ( tf ): By determining whether to retain or discard information in the cell state, 
the forgetting gate performs the task of discarding information that may lead to erroneous predictions. 
Equations (1) and (2) show the calculation process of discarded information. 

 ( ) 1
1 xx

e
σ −=

+ ,
 (1) 

 [ ]( )1,ft t t ff W h x bσ −= ⋅ +
,
 (2) 

where fW  and fb  represent the weight matrix and bias of the forgetting gate, respectively. σ  is 
the activation function, which constrains the transformed values within the range of (0, 1). [ ]1,t th x−  
represents the matrix formed by combining the previous cell output 1th −  and the current input tx . 

The input gate ( ti ) is used to update the cell state by storing important information in the cell 
state, thereby enhancing the data. The Eqs (3) to (6) illustrate the calculation process of updating the 
cell state. 
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x x

x x
e etanh x
e e

−

−
−

=
+ ,

 (3) 



19621 

Mathematical Biosciences and Engineering  Volume 20, Issue 11, 19617–19635. 

 [ ]( )1,t i t t ii W h x bσ −= ⋅ +
,
 (4) 

 
 [ ]( )1,t c t t cC tanh W h x b−= ⋅ +

, (5) 

 


1t t t t tC f C i C−= ∗ + ∗ , (6) 

where iW  and ib  represent the weight matrix and bias of the input gate, respectively. cW  and cb  
represent the weight matrix and bias of the updated value, respectively. 

tC  is the candidate’s value 
in the state. tanh  is the activation function for the candidate cell information, which constrains the 
transformed values within the range of [-1, 1]. tC  represents the updated cell state. 

 

Figure 1. Schematic diagram of the recurrent unit structure in the LSTM network. 

The output gate ( to ) determines the information we intend to output based on the cell state. 
Equations (7) and (8) are the calculation process. 

 [ ]( )1,t o t t oo W h x bσ −= ⋅ +
,
 (7) 

 ( )t t th o tanh C= ∗ , (8) 

where oW  and ob  represent the weight matrix and bias of the output gate, respectively. 
LSTM records the car-following state tC  of the following car at time t. The door structure can 

not only help extract the short-term car-following characteristics of the following car, but also the 
new cell state can remember the car-following information th  at each time. The car-following 
information at each time and the current time is used as the input of the next time to realize the 
practical mining of the short-term car-following characteristics of the following car. 

2.3. Transformer module structure 

The network structure of the transformer is mainly composed of attention mechanisms. Its 
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advantages are strong visibility, simple structure and fast parallel speed, and the transformer is widely 
used in the natural language processing and image fields [20]. Its structure is shown in Figure 2. The 
overall architecture consists of four modules: input module, encoding module, decoding module and 
output module. 

 

Figure 2. Transformer model structure. 

Input module: Because the transformer has no loop structure, it is necessary to encode the 
position of the input sequence to represent the relative or absolute position relationship of the 
elements in the sequence. The car-following data feature th  mined by LSTM is used as input, and 
the position encoding (PE) encodes the position of th . Equations (9)–(11) show the calculation 
process of coding. 

 ( )
2

mod, 2 sin 10000
i

d elPE pos i pos
 
 =
 
  ,

 (9) 

 
( )

2

mod, 2 1 cos 10000
i

d elPE pos i pos
 
 + =
 
  , (10) 

 ( ) ( )i t th Embedding h PE h= + , (11) 

where pos  denotes the absolute position in the sequence. 512modeld =  represents the dimension of 
data embedding. ih  is the encoding vector. 

Encoding module: composed of N encoders, each encoder comprises three parts: multi-head 
attention mechanism, feedforward neural network, residual connection and normalization layer. 

The multi-head attention mechanism assigns the weight to the ih  that completes the position 
encoding, assigning the high weight to the critical information and the low weight to the secondary 
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information to realize the deep mining of the nonlinear characteristics of the car-following data. 
Equations (12)–(15) are the calculation steps of the attention mechanism. 

 , , iQ K V h= , (12) 

 
( ) ( ), , max T

kAttention Q K V soft QK d V=
, (13) 

 ( ) ( )1, , , , o
kMultihead Q K V concat head head W= ⋅⋅⋅ , (14) 

 ( ), ,Q K V
i i i ihead Attention QW JW VW=

, (15) 

where mod el kd dQ
iW R ×∈ ， mod el kd dK

iW R ×∈ ， mod el vd dV
iW R ×∈ ， modv elhd do RW ×∈  are parameter vectors. 

The feedforward neural network reduces the influence of long sequences on the fitting degree of 
attention mechanism. With the increase in layers, the fitting data may be too small or too large. 
Adding the planning layer to standardize the data can improve the running speed of the model. The 
calculation formula is as follows: 

 ( )( ), ,i iH LayerNorm h Multihead Q K V= + , (16) 

 ( )i iH FFN H′ = , (17) 

 ( )t i iH LayerNorm H H ′= + . (18) 

The decoding module is composed of N decoders and each decoder comprises four parts: 
multi-head self-attention mechanism, multi-head attention mechanism, feedforward neural network, 
residual connection and normalization layer. 

The output module: Because the input car-following data is numerical data, the linear layer and 
softmax functions can be replaced by swish and sigmoid functions, which play roles in data 
normalization. 

2.4. LSTM-transformer car-following model 

2.4.1. Framework of car-following model 

Transformer was initially applied in the field of natural language processing, in which 
position encoding was introduced to give the relative position information of elements in the 
sequence of the model. Sun et al. [21] use the transformer-based framework to predict the speed of 
the front car, and its position encoding can better capture the correlation in the time series data and 
improve the car-following performance. Therefore, our proposed LSTM-Transformer car-following 
model takes full advantage of LSTM and transformer to enhance the accuracy of car-following 
behavior prediction. 

The LSTM unit is used as a sequence feature extractor to fully use its advantages in capturing 
the long-term dependence of time series data to effectively capture the time correlation in the 
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car-following data sequence. The feature information extracted from LSTM is input to access the 
subsequent transformer module. To ensure the smooth flow of information between LSTM and 
transformer components, a linear transformation is performed to adapt its dimensions to the 
expectations of the transformer architecture. Transformer’s encoder is introduced to further process 
feature information. With its inherent global dependence capture ability, it performs well in 
analyzing complex sequence data. Each transformer’s encoder consists of a multi-head self-attention 
mechanism and a feedforward neural network, which helps to capture the relationship between 
features at different locations. To maximize the advantages of LSTM and the transformer, the output 
of the Transformer’s encoder is fused with the output of LSTM, which helps to retain the long-term 
memory ability of LSTM and the advantages of the transformer in modeling global relationships. 
The structure is shown in Figure 3. According to the output data of the model, the vehicle state is 
updated by Eqs (19)–(21) [22]. 

 ( ) ( ) ( )n n na t v t T v t T= + −   ,
 (19) 

 
( ) ( ) ( ) ( ) 21

2n n n nx t T x t v t T a t T+ = + ⋅ + ⋅
, (20) 

 ( ) ( ) ( )1n nx t x t x t−∆ = − , (21) 

where na  is the acceleration of the nth vehicle at time t, T is the time step of sampling (0.08 or 0.1 s), 
nv  is the speed of the nth vehicle at time t, ( )1nx t−  and ( )nx t  are the longitudinal displacement of 

the n-1th vehicle and the nth vehicle, respectively. 

 

Figure 3. The framework of LSTM-transformer car-following model. 
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2.4.2. Configuration of the model 

Since car-following behavior varies with road types and traffic conditions and the loss of 
car-following data features, the model is configured according to the observed vehicle trajectory data 
and road conditions to improve its ability to simulate car-following behavior. The model parameters 
are set as shown in Table 1. 

Table 1. LSTM-Transformer model configuration. 

Number of layers Neuron type Number of neurons Activation function 

1 LSTM 128 ReLU 
2 Transformer 128 ReLU 
3 LSTM 128 ReLU 
4 Transformer 128 ReLU 
5 Dense 12 Swish 

6 Dense 1 Sigmoid 

7 LSTM 128 ReLU 

2.4.3. Input and output variables of the model 

During car-following, human driver vehicles (HDVs) adjust their speed by observing the distance 
between the driving vehicle and the preceding vehicle and the preceding vehicle’s speed. For intelligent 
connected vehicles (CAVs), the displacement and speed relationship between the ego vehicle and the 
preceding vehicle is also considered to establish a reasonable car-following strategy [23]. To make the 
model have an excellent ability to reproduce the car-following behavior, the distance between the 
ego vehicle and the preceding vehicle ( x∆ ), the relative speed ( v∆ ) and the speed of the ego vehicle 
( nv ) are taken as the input variables and the predicted speed of the ego vehicle ( n pv ) is taken as the 
output variable. 

2.4.4. Metrics of the model performance 

To measure the model’s prediction accuracy and the reconstruction accuracy of the lost 
car-following data, we used the mean square error (MSE) as the performance evaluation index of 
the model. 

 ( )
2

obs sim

1

1 n

i i
i

MSE y y
n =

= −∑
,
 (22) 

where n is the number of samples and obs
iy  and sim

iy  are the ith observed and simulated values, 
respectively. 
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3. Results and discussion 

3.1. Calibration of models 

70% of the data is randomly selected to train the LSTM-Transformer car-following model, and the 
remaining 30% is used for testing. The calibration results of the LSTM-Transformer model parameters 
are shown in Table 2. The calibration results of the LSTM model parameters are shown in Table 3. The 
calibration results of the intelligent driver model (IDM) parameters are shown in Table 4. 

Table 2. Parameters of the LSTM-Transformer car-following model. 

Parameter Value 
N 6 
dmodel 512 
dk 64 
Memory time step 5 
Prediction time step 10 
Epochs 40 
Batch size 64 
Dropout rate 0.1 

Table 3. Parameters of the LSTM car-following model. 

Parameter Value 
Memory time step 5 
Prediction time step 10 
Epochs 40 
Batch size 32 
Dropout rate 0.1 

Table 4. Parameters of the IDM. 

Parameter 
Dataset 

Natural driving dataset NGSIM dataset 
Desired speed (m/s) [9, 21] [8, 20] 
Maximum acceleration (m/s2) [1.1, 2.1] [1, 2.2] 
Comfortable deceleration (m/s2) [0.8, 2.3] [0.9, 2.6] 
Time headway (s) [0.8, 1.8] [0.6, 1.5] 

3.2. Car-following features the reconstruction of the model 

3.2.1. Features reconstruction 

The car-following model usually regards relative speed and gap as the key features of 
car-following. For improving road traffic efficiency and safety, reconstructing the lost features is of 
great practical significance and research value. To ensure the integrity of the car-following features, 
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the LSTM-Transformer car-following model introduces a feature reconstruction phase to avoid the 
impact of input feature loss on model performance. Since the cyclic detection of the sensor can 
achieve a loss rate of about 20% [24], the features that account for 20% of each car-following 
segment are randomly selected for abandonment and reconstruction. The reconstruction results are 
evaluated by the performance index MSE. According to the statistical results of different datasets, the 
reconstructed relative speed is distributed with different mean MSE in other datasets (0.045 for the 
natural driving dataset and 0.051 for the NGSIM dataset), as shown in Figure 4(a). The 
reconstruction gap is distributed with different mean MSE in other datasets (0.301 for the natural 
driving dataset and 0.356 for the NGSIM dataset), as shown in Figure 4(b). The average MSE values 
of each feature in different datasets are relatively small and similar, indicating that the model has 
stable performance in reconstructing features. We draw a dataset whose MSE is close to the mean 
value, as shown in Figure 5. A good consistency between the reconstructed and actual feature points 
indicates that the model has a good effect on reconstruction. 

Natural driving dataset NGSIM dataset
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(a) MSE distribution of reconstruction relative speed   (b) MSE distribution of reconstruction gap 

Figure 4. The distribution of MSE when the model reconstructs features. 
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Figure 5. The effect of model reconstruction features. 
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3.2.2. Comparison of prediction accuracy after reconstruction 

To present the performance of the LSTM-Transformer model, we compare the simulated 
trajectory with the actual trajectory data and the simulated trajectory reproduced by the classical 
theory-driven model (IDM) and data-driven model (LSTM). 

Table 5. Statistical results of speed simulation error. 

Dataset Model 
 MSE  
Minimum Mean Maximum 

Natural driving dataset 

IDM 0.092 0.334 1.426 
LSTM 0.048 0.197 0.527 
LSTM-Transformer 0.017 0.079 0.328 
(miss)LSTM-Transformer 0.019 0.092 0.371 

NGSIM dataset 

IDM 0.189 1.824 8.235 
LSTM 0.156 1.561 6.541 
LSTM-Transformer 0.122 0.745 4.336 
(miss)LSTM-Transformer 0.128 0.783 4.437 

0 5 10 15 20

12

14

16

18

20

Sp
ee

d(
m

/s)

Time(s)

 Observed
 IDM
 LSTM
 LSTM-Transformer
 (miss)LSTM-Transformer

        
0 5 10 15 20

20

22

24

26

28

30

32

G
ap

(m
)

Time(s)

 Observed
 IDM
 LSTM
 LSTM-Transformer
 (miss)LSTM-Transformer

 

Figure 6. Performance comparison of models. 

To verify the performance of different car-following models, we use the test dataset (210 
car-following segments) to simulate the three models. The error statistics of other models are 
shown in Table 5 (‘miss’ represents the performance of the model when the data is missing). For 
the test results, the error distribution range and the mean value of IDM is more significant, 
indicating that the LSTM-Transformer and LSTM models have more stable performance than IDM. 
Although there are differences in the road environment and traffic conditions, in the case of using 
the natural driving dataset, the LSTM-Transformer model reduces the average MSE of speed 
simulation by 76.3% and 59.9% compared with IDM and LSTM models, respectively, when the 
features are not lost, and the average MSE of speed simulation by 72.5% and 53.3%, respectively, 
when the features are lost. In the case of using NGSIM dataset, the LSTM-Transformer model 
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reduces the average MSE of speed simulation by 59.2% and 52.3% compared with IDM and LSTM, 
respectively, when the features are not lost, and the average MSE of speed simulation by 57.1% 
and 49.8%, respectively, when the features are lost, indicating that it has high accuracy and strong 
reconstruction ability. We randomly select a car-following segment from the test results to further 
analyze the differences between the three models, as shown in Figure 6. When the features are not lost 
or lost, the speed simulation trajectory generated by the LSTM-Transformer model is the closest to the 
actual trajectory, indicating that the model can effectively extract the feature change information of the 
car-following data. 

3.3. The ability of the model to reproduce traffic phenomena 

When the model’s accuracy is improved, it can simulate the traffic phenomenon more accurately, 
and its reproducibility is also enhanced, which can better help us understand and predict the traffic 
phenomenon. Therefore, to verify the reproducibility of the LSTM-Transformer model when the 
car-following features are not lost and lost, it is used to reproduce some common traffic phenomena, 
such as asymmetric driving behavior, traffic oscillation and lag. 

3.3.1. Asymmetric driving behavior 
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Figure 7. Spacing-speed diagram of observation trajectory. 

In most traffic flow models, it is usually assumed that the acceleration and deceleration 
processes are symmetrical, and it is not realistic to believe that the driver will accelerate or decelerate 
at the same rate for a specific stimulus. Forbes [25] found that the driver’s acceleration response is 
slower than the deceleration response. Suppose the guided vehicle accelerates immediately after a 
sudden deceleration. In that case, the headway maintained by the driver of the following car will be 
twice as long as the headway maintained before deceleration. Driving behavior under different traffic 
flow conditions is very different (i.e., asymmetric driving behavior), and hysteresis is an essential 
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indicator of asymmetric driving behavior [26,27]. We randomly select a car-following segment from 
the test set to draw the spacing-speed diagram in Figure 7, showing a clear hysteresis loop. To 
explain this phenomenon, Newell [28] proposed a theory to explain the asymmetry of acceleration 
and deceleration, which holds that the following car will lag for a while before deciding to respond 
accordingly when the guiding car accelerates. 
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  (c) IDM model                         (d) LSTM model 

Figure 8. Spacing-speed diagram of different models. 
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The three simulated trajectories reproduced by the LSTM-Transformer, IDM and LSTM models 
correspond to the observed trajectories in Figure 7, respectively, as shown in Figure 8. Compared 
with Figure 8(c),(d), the simulated trajectories reproduced in Figure 8(a),(b) are closer to the 
observed trajectories, indicating that the LSTM-Transformer model has a solid ability to describe 
asymmetric driving behavior when the features are not lost and lost and can capture driving features 
from real traffic. 

3.3.2. Traffic oscillation and lag phenomenon 

In Section 3.3.1, the ability of the LSTM-Transformer model to describe asymmetric driving 
behavior is evaluated. To further verify the model’s performance in reproducing traffic phenomena 
such as oscillation and lag, a platoon with traffic waves is used for platoon simulation, as shown in 
Figure 9(a). The average MSE values of the platoon simulation when the features are not lost and lost 
are 8.038 and 12.011, respectively. The three trajectories corresponding to the simulated platoon and 
the observation platoon consistently show that the traffic waves propagate propagate upstream, 
showing typical traffic oscillations, indicating that the model can capture actual traffic characteristics. 

Traffic lag is the delay phenomenon of speed recovery when the vehicle emerges from the 
kinematic disturbance in traffic engineering, manifested by the different speed-density and 
flow-density curves of accelerating and decelerating traffic flow. Edie [29] collected traffic flow data 
by aerial survey and obtained the speed-density relationship of a fleet of 13 vehicles within 30 s. The 
acceleration and deceleration curves are separated, and an acceleration and deceleration behavior 
pair forms a lag loop. Treiterer and Myers [30] proposed a lag loop on the speed-density plane by 
using the vehicle trajectory data extracted from aerial maps. 

To analyze the hysteresis phenomenon, we use Laval’s aggregation method [31] to calculate the 
traffic flow and density through the parallelogram group in the space-time diagram and draw the 
corresponding line chart to represent the hysteresis loop. In Figure 9(a), a black parallelogram, the 
slope of the long side represents the traffic wave’s propagation speed, and the short side’s slope 
represents the vehicle’s speed. A single parallelogram area’s traffic flow and density are calculated 
according to Eqs (23)–(25). 
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where k and q represent the density and flow of a single parallelogram area A. v is the speed. A  is the 
area of A. it  and ix  represent the driving time and distance of the ith vehicle in area A, respectively. 

The calculated traffic density diagram is shown in Figure 9(b), which shows that the lag 
phenomenon generated by the LSTM-Transformer model is in line with the actual situation when the 
features are not lost and lost, indicating that the model can accurately extract the characteristics of 
the platoon to reproduce the complex traffic phenomenon. 
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(a) Space-time diagram of observation platoon and simulation platoon 
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(b) Flow density diagram 

Figure 9. The comparison between the observation platoon and simulation platoon. 

4. Conclusions 

In this paper, a car-following model based on LSTM-Transformer is proposed. The LSTM unit 
is the neuron of the transformer used to reconstruct the lost features. The natural driving and NGSIM 
datasets are used as training and test data and compared with the IDM and LSTM models. By 
analyzing the mean square error distribution of the reconstructed features from the 
LSTM-Transformer model, it can be concluded that the model has stable reconstruction quality. The 
LSTM-Transformer model can reduce the mean square error of speed simulation by 59.9%, and the 
mean square error can still be reduced by 53.3% in the case of feature loss, indicating that the model 
can effectively extract the car-following features in the case of feature loss. In addition, the 
LSTM-Transformer model can accurately reproduce traffic phenomena such as asymmetric driving 
behavior, traffic oscillation and lag when the car-following features are not lost or lost, indicating 
that the model not only can capture complex driving behaviors by learning basic information from 
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actual traffic data but also has strong model learning ability and high reproduction accuracy. 
The simulated trajectory of the LSTM-Transformer model is closest to the observed trajectory, 

indicating that the model can effectively simulate human driving behavior. This study only considers 
the loss of continuity of car-following features caused by sensors and does not consider various types 
of feature loss, such as discontinuity and intermittence. Future research should combine more feature 
loss situations for model testing and verification to adapt to multiple scenarios, thereby expanding 
the model’s adaptability. 
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